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Assessing the potential of surface-immobilized molecular

logic machines for integration with solid state technology

Katherine E. Dunn, Martin A. Trefzer, Steven Johnson, Andy M. Tyrrell

Department of Electronics, University of York, Heslington, York, YO10 5DD, U.K.

Abstract

Molecular computation with DNA has great potential for low power, highly
parallel information processing in a biological or biochemical context. How-
ever, significant challenges remain for the field of DNA computation. New
technology is needed to allow multiplexed label-free readout and to en-
able regulation of molecular state without addition of new DNA strands.
These capabilities could be provided by hybrid bioelectronic systems in which
biomolecular computing is integrated with conventional electronics through
immobilization of DNA machines on the surface of electronic circuitry. Here
we present a quantitative experimental analysis of a surface-immobilized OR
gate made from DNA and driven by strand displacement. The purpose of
our work is to examine the performance of a simple representative surface-
immobilized DNA logic machine, to provide valuable information for future
work on hybrid bioelectronic systems involving DNA devices. We used a
quartz crystal microbalance to examine a DNA monolayer containing ap-
proximately 5 × 1011 gates cm−2, with an inter-gate separation of approxi-
mately 14 nm, and we found that the ensemble of gates took approximately
6 minutes to switch. The gates could be switched repeatedly, but the switch-
ing efficiency was significantly degraded on the second and subsequent cycles
when the binding site for the input was near to the surface. Otherwise, the
switching efficiency could be 80% or better, and the power dissipated by the
ensemble of gates during switching was approximately 0.1 nWcm−2, which
is orders of magnitude less than the power dissipated during switching of
an equivalent array of transistors. We propose an architecture for hybrid
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DNA-electronic systems in which information can be stored and processed,
either in series or in parallel, by a combination of molecular machines and
conventional electronics. In this architecture, information can flow freely and
in both directions between the solution-phase and the underlying electronics
via surface-immobilized DNA machines that provide the interface between
the molecular and electronic domains.

Keywords: Molecular computation; DNA nanotechnology; molecular
machine; bioelectronics; biochemical information processing

1. Introduction

The use of biological molecules to perform computation was pioneered by
Adleman [1], who demonstrated that it was possible to solve an instance of
the Hamiltonian path problem with DNA strands. DNA is particularly at-
tractive for molecular computation because the interactions between oligonu-
cleotides are highly predictable and programmable (through the base se-
quence), and the raw materials are relatively cheap and easy to acquire.
Various types of logic gates have been assembled using DNA [25, 28], and
they have also been implemented in biocompatible nanorobots that could in
principle be used for smart drug delivery [7]. It has also been shown that sim-
ple gates can be combined to form adders [15] and subtractors [17]. Recently,
DNA circuits have been proven to be capable of computing a square root [20]
and a DNA-based neural network has been demonstrated [21]. Mixtures of
DNA and DNA-manipulating enzymes have been used for computation, and
enabled the implementation of a finite automaton [3]. Later, Costa Santini
et al. constructed a DNA finite state machine in which transitions from one
state to another were triggered by a clock signal [5].

Most of these previous achievements involved solution-phase reactions,
and it is the use of freely diffusing molecules that underpins many of the
challenges that currently limit DNA computation. At present, most tech-
niques used to read out the results of computations involve the use of probes
or reporter complexes which carry fluorescent labels. This severely limits the
potential for multiplexing and complicates the measurement process. Fur-
thermore, it is difficult to control the state of the ensemble of biological
machines without adding new molecular species. We suggest that it would
be possible to address these challenges through development of hybrid DNA-
electronic technology, in which computational machines made from DNA are
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immobilized directly onto underlying electronic circuitry.
In our proposed hybrid approach, information would be able to pass freely

in both directions across the molecular-electronic interface. The underlying
electronic components could interrogate the state of the surface-immobilized
DNA machines, apply logic processing to the data received and act accord-
ingly to regulate the molecular state. This would enable multiplexed readout
of the DNA machines, eliminating the limitations imposed by the use of flu-
orescent labels, and could provide a new approach for the construction of
cascades of multiple DNA machines, where the underlying electronics would
be used to form connections between individual devices.

Importantly, biomolecular processes in solution offer huge potential for
parallelization of computation, and this could be harnessed in a hybrid sys-
tem, while it would also be possible to interface the technology with biological
matter for applications in biology and medicine. Conventional semiconduc-
tor devices could be used to perform high-speed operations, complementing
the slow bio-compatible molecular elements.

Surface-immobilization of DNA machines is integral to our proposal for
hybrid computation, but to date, surface-based DNA computation has re-
ceived comparatively little attention. However, with a combination of DNA
molecules, an endonuclease, and a ligase, it is possible to implement a finite
automaton on a surface, as described by Soreni et al [26], while Frezza et al.

proved that DNA strand displacement can be used to operate and cascade
logic gates immobilized on the surface of a gold nanoparticle [10].

Another strategy presented for surface-based DNA computing is as fol-
lows. DNA molecules encoding ‘words’ are immobilized on a surface, and
each word contains both a representation of variable values and a label for
directing word selection through controlled hybridization. Application of spe-
cific oligonucleotides and DNA-processing enzymes to the surface enables a
computation to be performed, where some strands are eliminated and others
are retained. This approach was used by Liu et al to solve a four-variable
four-clause 3-SAT (satisfiability) problem [18], and Wang et al extended the
technique to accommodate DNA strands containing multiple words [32]. Sub-
sequently, Su & Smith showed that such a model could be used to construct
a universal computer based on NOR and OR gates [29].

In this paper we present a quantitative assessment of the performance of
a surface-immobilized OR gate made from DNA and driven by DNA strand
displacement. It is not directly linked to electronic circuitry, but by studying
the behaviour and properties of the gate when it is immobilized on the surface
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of a gold electrode we can obtain valuable insights into the advantages and
constraints of hybrid computation. We have designed it to serve as a useful
case study to inform future development of systems of the kind described
above, and to be a representative example of a surface-immobilized molecular
logic machine.

The implementation of our logic gate is very similar to that of Frezza et

al. [10], but our design is simpler and our choice of experimental technique
enables us to use a reporter-free method to read the output and to observe
the kinetics of switching. We also examine the behaviour of the gate when
it is restored to its original condition and switched repeatedly. Based on
our results, we present a quantitative assessment of the performance and
attributes of the device, in terms of speed, error frequency, feature size,
potential for parallel processing, and power dissipation, in comparison with
conventional silicon technology. We proceed to suggest a possible architecture
for hybrid systems.

2. Experimental setup and methods

Our DNA OR gate is shown in Fig. 1. To study the operation of our
surface-immobilized DNA logic gate, we used the technique of Quartz Crys-
tal Microbalance with Dissipation monitoring (QCM-D), which involves the
measurement of the resonant frequencies of oscillation and associated Q-
values for an acoustic wave generated by a driven piezoelectric sensor crystal,
as described in [6]. The crystal has a gold electrode on either side, across
which the driving voltage is applied. One of the electrodes is exposed to
a solution, such that molecules from the solution can bind to the surface or
molecules from the surface can dissociate into solution. In this paper we con-
sider changes in resonant frequency, which are closely correlated with changes
in surface-immobilized mass. In general, an increase in frequency implies that
mass has been lost from the surface, while a decrease in frequency implies
that mass has been added. Measurements can be made at multiple resonant
frequencies (overtones), and here we focus on the 13th overtone, which has
the shortest penetration depth - equal to about 70 nm in pure water and is
thus less sensitive to changes in the bulk solution. The apparatus also allows
us to measure the dissipation of energy by the acoustic wave as it propagates
from the sensor through the molecular layer and into solution, where the
dissipation is defined as the inverse of the quality factor.
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The experimental procedure we used is as follows. All experiments were
performed in 1×TE buffer in the presence of 1M NaCl and DNA sequences
are provided in Table 1.

The logic gate consists of a partially double-stranded DNA molecule (the
‘capture complex’) and a ‘set’ strand G that binds to the capture complex
through hybridization, as shown in Fig. 1. The capture complex was formed
in solution by hybridization of thiolated strand CS with unmodified strand
X, where the sequences of strands CS and X are given in Table 1 and the
concentration of each strand was 300 nM. The hybridization reaction oc-
curred in a tube placed on the laboratory bench, where the room tempera-
ture was approximately 20◦C. The mixture was left for an extended period
of time (over one hour) before the tube was transferred to the QCM-D sys-
tem. Freshly cleaned gold-coated sensors were placed in the QCM-D flow
module, frequency and dissipation baseline signals were established, and the
capture complex was immobilized on the surface of all sensors by flowing
the pre-formed construct through the flow module at a rate of 20 µL/min
(Fig. 1 (A)). Next, mercaptohexanol (MCH) was supplied to the sensor at a
concentration of 1mM (Fig. 1 (B)). MCH acts as a backfilling agent, filling
in the spaces between immobilized DNA molecules. The gate was then ‘set’
by application of strand G (Fig. 1 (C)), and operated by application of one
or both of the ‘input’ strands (Fig. 1 (D)). Between application of gate and
input strands, fresh buffer solution was used to rinse the flow module for a
few minutes. The concentration of the input strands was 600 nM and the
sequences are given in Table 1. Throughout the experiment the flow module
temperature was maintained at 16◦C.

The gate is operated by the well-known process of toehold-mediated DNA
strand displacement [35, 36, 27]. When an input strand is supplied to the
DNA-functionalized surface, the recognition domain (a* or c*) of the input
can bind to the toehold of an immobilized capture strand. Branch migration
occurs and the incumbent strand G is displaced, dissociating into solution
and leaving a capture complex bound to the surface.

All chemicals were supplied by Sigma Aldrich and all DNA was acquired
from Integrated DNA Technologies (IDT), with standard desalting purifica-
tion for unmodified strands and HPLC purificiation for the thiol-modified
oligonucleotide. Oligos were stored at 4◦C in 1×TE.

QCM-D experiments were performed using a Q-Sense E4 system with
gold-coated QSX 301 quartz sensors (fundamental frequency 5MHz, best
sensitivity 0.5 ng cm−2), both supplied by Biolin Scientific. We provided
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Figure 1: Testing a surface-immobilized OR gate made from DNA. (A) The pre-formed
capture complex is immobilized on the surface to form a monolayer of DNA gates. (B)
The backfilling agent mercaptohexanol (MCH) is used to fill in spaces between the DNA
molecules in the monolayer. (C) Strand G (bold line) is hybridized with the capture
complex (the gate is ‘set’). Strand G consists of three domains, indicated by ‘a’, ‘b’ and
‘c’. (D) The DNA-functionalized surface is exposed to input DNA strands. The domains
labelled a* and c* on the input strands bind to the recognition domains of G, as indicated
by the dotted arrows. When G has been displaced by either input, the system reverts to
the state shown in (B) and must be reset by re-hybridization with G before it can respond
to a new input. The displacement of G corresponds to the OR operation.

details of our sensor cleaning procedure in [8].

3. Results

The results of our QCM-D measurements are presented in Fig. 2 for the
first cycle. During immobilization of the capture complex forming the core
of the logic gate, the mass of the layer on the surface increases, which causes
the measured resonant frequency to decrease. The same effect is observed
upon addition of the backfilling agent and the set strand G. In the absence of
any inputs, the signal does not change, as evidenced by the plateau observed
in all three traces before addition of the inputs. When either or both of
the inputs are supplied, the frequency increases, which indicates that the
surface-immobilized mass decreases. This is attributable to the dissociation
of the waste product formed after displacement of strand G from the capture
complex where the waste product is a duplex comprising strand G and one
of the inputs. The observation of a significant mass loss and an associated

6



Table 1: Sequences of DNA strands used in this study, written 5’ to 3’. The thiol mod-
ification was in oxidized form (as a disulphide), with a short hydrocarbon chain on both
sides. We used NUPACK [34] to assess the degree of complementarity of sequences. For a
solution reaction at 16◦C between the gate strand G and either one of the input strands
or the control strand, where all strands are at a concentration of 600 nM, the package
predicts that 100% of the input strands will hybridize with the gate but NONE of the
control strands will do so. Even at temperatures as low as 4◦C none of the control strands
are predicted to bind to the gate.

Strand Sequence

CS ACA CGC ATA CAC CCA T-thiol
X ATG GGT GTA TGC GTG TTT AAA GAC CCT AAG CT

G TCC CGA CCA GCT TAG GGT CTT TAA GCG TGA AG

Input 1 CTT CAC GCT TAA AGA CCC TAA GCT

Input 2 TTA AAG ACC CTA AGC TGG TCG GGA

Control strand GTC ATT TCT CTA AGT A

frequency shift corresponds to an output of ‘true’, and consequently our data
confirms that the device yields a true result in the presence of input 1 or input
2 or both inputs, exactly as expected for an OR gate. No change is observed
upon addition of a control strand of DNA with a sequence unrelated to those
of the other strands used in the experiment (Fig. 4(A), last segment of data),
which confirms that the logic gate is triggered specifically and selectively by
the designed inputs.

The switching efficiency is defined as the frequency change induced by
the addition of an input (for input 1, this is Fi in Fig. 2(A)), divided by the
frequency change induced by addition of strand G (for input 1, this is Fg in
Fig. 2(A)). For complete switching, if all of the gates were triggered, every
loaded strand ‘G’ would be removed and the efficiency would be 100%. The
measured values are shown in Fig. 3, which shows that the efficiency is lower
for input 2 than for input 1, and the highest efficiency (≈100%) is obtained
when both inputs are present. The efficiency calculated for the case of the
control is illustrated, and it is seen to be negligible.

When the system is cycled, the efficiency of switching decreases signifi-
cantly for input 2, but decreases slowly when input 1 is present either alone
or in conjunction with input 2. This is shown explicitly in Fig. 4(A). As
an example, for input 1 the switching efficiency for iteration 1 is Fi/Fg, for
iteration 2 it is F ′

i/Fg and for the third iteration it is F ′′

i /Fg, where these
quantities are defined in Fig. 4E. Upon the third application of input 2, the
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Figure 2: Frequency shifts observed with QCM-D as a function of time as the indicated
molecules are applied to the surface. Data illustrates operation of the logic gate for
different inputs. (A) Input 1. Fc, Fg, Fi are the frequency shifts measured upon immo-
bilization of the capture construct, the initalization of the gate with G (iteration 0), and
the first application of input 1 (iteration 1), respectively. The asterisk denotes the plateau
corresponding to the output after the switching event. (B) Input 2. (C) Both inputs,
simultaneously. Arrows indicate the times at which the indicated molecules were supplied.
Truth tables indicate values of inputs and output for each case.
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Figure 3: Efficiency of switching (Fi/Fg) as a percentage, for the first application of the
indicated strands.

induced frequency change is practically zero, but subsequent application of
input 1 does result in switching, with an efficiency of approximately 80%.

The efficiency of setting the gate is defined as the frequency shift caused
by application of the strand G divided by the frequency shift resulting from
immobilization of the capture construct - for initialization (iteration 0) of
the gate in the experiment with input 1, this is Fg/Fc (Fig. 2(A)). The mass
of a single molecule of strand G is less than the mass of a single capture
construct, and hence the setting efficiency observed for 1:1 binding should
be scaled by the ratio of the masses. The normalized setting efficiency is
shown explicitly for each iteration in Fig. 4(D). For iteration 1, 2, and 3 the
frequency shift caused by application of the strand G is defined as F ′

g, F
′′

g

and F ′′′

g respectively (shown on Fig. 4(A), for the experiment with input 1).
The setting efficiency is approximately independent of iteration number.

For all cases presented here, efficiency was calculated by averaging data
over the observed plateau regions. The error bars on the graph correspond
to the standard deviation of the accumulated data and are not visible in Fig.
4.

4. Discussion

4.1. Operation of the device

The data presented in the previous section confirms the operation of the
immobilized OR gate. The system returns a ‘true’ output in the presence of
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Figure 4: (A)-(C) Frequency shifts observed with QCM-D for repeated cycling of the
gate, for (A) input 1 or a control (B) input 2 or input 1 (C) both inputs simultaneously. A
true output results in a noticeable frequency shift after addition of the appropriate input.
Arrows show the approximate times at which the indicated molecules reached the sensor
surface. (D) Efficiency of setting or (E) switching the gate for initial and subsequent
cycles of operation. Efficiency definitions are given in the text. For (D), the efficiency
is normalized because the capture complex and the gate strand G do not have the same
mass.
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either input or both. It returns no output (i.e. a ‘false’ result) when there is
no input or when a non-complementary DNA strand is supplied as an input.

Input 2 binds to a toehold at the lower end of the gate construct, close
to the surface-molecular interface, and we found that the switching efficiency
is lower for input 2 than for input 1. This implies that the toehold target
of input 2 is less accessible than that of input 1 and that binding and/or
displacement is impaired when one of the strands is buried within the layer
of molecules on the surface. For input 2, the efficiency of switching decreases
dramatically in the second and third cycles, much more than for input 1,
and the number of gates loaded with G does not decrease significantly upon
cycling. However, the gate exposed repeatedly to input 2 exhibits a strong
response when input 1 is applied subsequently. This suggests that when input
2 is used, the system accumulates a population of gates that are loaded with
strand G and can respond to input 1 but are unable to respond to input 2.
The cumulative growth in the number of gates which do not respond to input
2 indicates that some of the binding sites for input 2 become blocked, which
may occur if input 2 molecules hybridize to the gate without initiating strand
displacement. It is therefore possible that both branch migration and toehold
binding are suppressed as a result of interactions within the layer, where non-
specific molecular interactions and steric effects inhibit the formation of the
displacement complex.

The efficiency of switching is higher when both inputs are present, which
may be due to the fact that the total concentration of inputs is higher in
this case. This result could indicate that the selected concentration of input
strands does not fully saturate the machines on the surface.

We find that the efficiency of loading the gate with strand G is only
around 50%, but it does not deteriorate significantly when the gates are cy-
cled. This is an important result because it demonstrates that the gates
can be reused, a necessary feature of a component of a practical bioelec-
tronic computer. However, it is important to note here that we assume the
frequency change to be directly proportional to the mass change, which cor-
responds to the assumption that the Sauerbrey equation [24] is valid. This is
an approximation, and it is generally true only when the layer on the sensor
surface is rigid and very little energy is dissipated by the propagating acous-
tic wave. This is unlikely to be strictly correct in these experiments due to
the viscoelasticity of the immobilized molecular layer, and our measurements
of dissipation (not shown) confirm that deviations from the Sauerbrey equa-
tion should be expected. This implies that the computed ‘normalized setting
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efficiency’ is not necessarily quantitatively equivalent to the percentage of
logic gates that have been set. However, these two quantities are expected to
be very strongly correlated, and it is therefore correct to infer from the data
that the majority of gates are loaded and that the setting efficiency does not
decrease significantly as the cycle is repeated.

When we consider the operation of dynamic surface-immobilized DNA
devices, we must take care to distinguish between the behaviour of single
molecules and the observed response of a molecular ensemble. The popula-
tion is far from homogeneous due to the probabilistic nature of the process
by which molecules associate. It will be essential to accommodate this in the
design of any practical computing system based on such components.

In our experiments, we are probing an ensemble containing approximately
5×1011 cm−2 surface-immobilized OR gates (calculation given in Supplemen-
tary Information) and consequently, when we observe a change in the reso-
nant frequency of the QCM-D sensor, a very large number of molecules have
undergone a transition. With the signal-to-noise ratio observed in the experi-
ments described here, we would not be able to detect switching if the number
of gates of one type were to be reduced by more than a factor of 5. However,
electronic transducers have been demonstrated that are significantly more
sensitive than QCM-D [13].

4.2. Error frequency

The switching efficiency we measure for the ensemble of OR gates is typ-
ically not 100%. This implies that a significant number of the gates may re-
main inactive. This is particularly likely if the concentration of inputs is low.
Consequently, if these gates were to be incorporated into a hybrid computer,
the underlying electronics would need to be able to accommodate a random
percentage of failed switching events. This suggests that significant difficul-
ties might be encountered in the development of any architecture featuring
only one individual of each species of surface-immobilized bionanomachine.
The likelihood is that a radically different approach to computation would
be required for such single-molecule technology.

4.3. Speed and potential for parallel computation

In our experiments, we observe that the time for the whole population
of surface-immobilized OR gates to switch is approximately 6 minutes (esti-
mated time to plateau). This implies that around 1 billion identical switching
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operations occur every second per cm2 on the surface of the sensor. It is im-
possible to predict when any particular individual gate will switch within the
6-minute window. If every gate were different, the system could in principle
perform 5 × 1011 different operations per cm2 in parallel over the 6-minute
time frame. It is not clear if it would be possible to force the DNA gates
to pack more closely together; if so, the number of simultaneous operations
could be increased but the performance might be degraded as a result of
unwanted intermolecular interactions and steric hindrance.

Ultimately, in the hybrid systems we envisage, it is likely that DNA ma-
chines will be immobilized on an array of microelectrodes, where each elec-
trode is associated with a different computational process. Here, the num-
ber of computations which can be performed in parallel will be limited by
the number of electrodes available, where the minimum possible size of the
electrode is determined by the sensitivity of the readout circuitry and the
fabrication technique employed.

In principle, the potential for parallel processing in a DNA computer is
also limited by the number of possible sequences of DNA, but this number is
sufficiently large that it is unlikely to prove restrictive for most applications.
As a first approximation, it is given by 4N , where N is the number of bases
and this expression defines the number of different sequences that can be
constructed. However, many of these strands will interact with each other,
introducing unwanted ‘leak’ reactions. For instance, within the set of all pos-
sible sequences every strand will find its own complement, which reduces the
number of useful sequences by a factor of 2. Unwanted interactions between
subsequences will reduce the number of useful sequences further, and the
potential for secondary structure formation will have a similar effect. These
factors will become more significant as the length of the strand increases, but
a large number of useful sequences will remain.

In a system containing both solution-phase DNA machines and surface-
immobilized devices, the different molecular species can perform different
processes at the same time. Cascades of machines can also be devised, in
which the output from one computation becomes the input of the next. As
we noted above, the electrode area and readout sensitivity can limit the num-
ber of processes which can be performed in parallel by surface-immobilized
molecules. This limitation does not apply to the solution phase, but the
great advantage of surface-immobilization is the relative ease of connecting
the biomolecular machines to underlying electronic circuits.
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4.4. Feature size

The transistors used in present silicon circuitry can have features as small
as a few nm [14], and in the future it is expected that nanowires with a
diameter of 5 nm will be used. For comparison, the diameter of our OR gate
is 2 nm, equal to the diameter of double-stranded DNA, and we estimate
that the spacing between individual gate molecules is approximately 14 nm.
If using an ensemble of molecules the effective feature size is larger. However,
if z logic gates must be switched to produce a measurable response with a
particular readout system, the effective feature size could be defined as a
measure of the space occupied by all z machines (i.e. 14

√
z nm).

It is interesting to speculate that biomolecular self-assembly may provide
a route for the fabrication of ultra-nanoscale devices, which will be needed to
keep pace with Moore’s Law. For example, it has recently been shown that
DNA origami nanostructures can be used for placement of molecules with
Bohr radius resolution [11].

4.5. Power

One of the major potential advantages of biomolecular computation is
the low power dissipation. To quantify this, we may consider the change in
free energy associated with the strand displacement reaction that drives our
OR gate. According to the online analysis package NUPACK [34], the free
energy of the complex formed by strands CS, X and G is -53.17 kcal/mol,
and the combined free energy of the two duplexes CS-X and G-Input 1 is
-68.38 kcal/mol. Thus the free energy change of hybridization is approxi-
mately 64 kJ/mol or 10−19 J per molecule. We are observing approximately
5×1011 molecules cm−2, which switch over a period of 6 minutes with a
switching efficiency of 80% or better, and this therefore corresponds to power
dissipation of approximately 0.1 nWcm−2 for the ensemble of DNA OR gates.
By comparison, an array of 5×1011 logic transistors in a system-on-chip might
dissipate approximately 375 nW of dynamic power if they all switched once
over a period of 6 minutes (see Supplementary Information for the calcula-
tion and [33] for discussion of power considerations in CMOS circuits). It is
clear that the use of biomolecular components can significantly reduce power
consumption in comparison with conventional circuitry, potentially by three
orders of magnitude.
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4.6. Implementation

In the case study we present here, all logic gates execute the same opera-
tion. To fully exploit the power of a hybrid bioelectronic system, it would be
necessary to incorporate multiple types of gate that perform different func-
tions. This could be achieved by using DNA nanostructures such as origami
tiles [23] to arrange specific molecular machines in a precise configuration,
potentially with Bohr radius resolution [11], as described above. Here, the
output released from one gate could diffuse to the next, which is separated
from it by a short distance (of order tens of nm). It has been shown that op-
timal kinetics are achieved in such a system when the gates are separated by
approximately 20 nm [30], which is slightly larger than the estimated separa-
tion in our experiments. For smaller inter-gate spacing, leak reactions occur,
and at larger distances molecules do not find their targets effectively. In this
case, the flow of information through the cascade of DNA gates is determined
by the spatial arrangement of the components. The supply of input molecules
to a hybrid system could alternatively be controlled via the solution-phase
using microfluidics, with no need for co-localization of particular machines
on the surface.

In an alternative approach, different DNA computational machines would
be immobilized on different electrodes, as mentioned above; it is already
known to be possible to immobilize DNA selectively on individually ad-
dressable electrodes separated by less than 50 nm [31], which provides much
greater spatial resolution than a standard DNA microarray. Coupled with
the use of DNA machines that could be switched electronically or electro-
chemically [22], this would enable the different gates to be connected and
controlled by the underlying electronics, allowing operations to be carried
out in a more sophisticated manner than in a standard biomolecular system
that relies solely on interactions with solution-phase molecules.

5. Conclusion

In this paper we have presented reporter-free measurements of the op-
eration of a surface-immobilized DNA OR gate. The OR gate is a simple
machine; a range of DNA-based implementations of such a gate have been
reported in the literature (e.g. [25, 10]) and it should also be noted that
the OR gate is not a universal gate. However, for our purposes it repre-
sents a proof of principle, and it illustrates many of the factors which will
be significant in the development of future hybrid systems based on more
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complex elements or utilizing higher levels of abstraction. We have therefore
used our results to discuss the fundamental attributes of molecular logic ma-
chines, with reference to their specific advantages over conventional silicon
devices and their potential for integration with solid state technology. We
established that the OR-gate can be reset and recycled, but the efficiency of
switching after resetting can be affected by the design of the gate because
processes occurring within the surface-immobilized layer can be inhibited by
non-specific interactions and steric hindrance.

The results of our experiments have profound implications for the develop-
ment of hybrid systems containing surface-immobilized molecular machines.
It is clear that the performance of these machines can be impaired when
critical components are buried within the molecular layer on the surface, and
it will be necessary to take this into account when designing the configu-
ration of the biomolecular elements of the system. However, we have also
succeeded in demonstrating that the machines can be reused under certain
circumstances, and this is a necessary prerequisite for their use in practical
computation. Improvements in design and optimization of the density of
the immobilized DNA layer could enable surface-immobilized biomolecular
devices to be cycled thousands of times, mirroring the behaviour of many
naturally occurring molecular machines, which are able to operate continu-
ously and repeatedly even under the crowded conditions that exist within a
living cell.

Our analysis indicates that the potential for parallel computation with
DNA is greater for solution-phase processes than those involving surface-
immobilized devices because the number of surface-immobilized species that
can be used is much smaller than the number that can operate in a three-
dimensional suspension. However, by definition, it is not possible to make an
electronic connection directly to molecules floating freely in solution. This
leads us to propose the scheme shown in Fig. 5 as a possible architecture for
a hybrid computer, in accordance with the framework we defined in [8].

DNA machines in solution and on surfaces can be used to perform com-
putation either sequentially, by utilizing devices in series, or in parallel, by
employing different molecular species to perform separate calculations simul-
taneously. This is represented in our proposed architecture. On the surface,
the connections between different machines in a cascade can be established
by co-localizing them in fixed positions or using the underlying electronics,
while in solution the overall sequence is determined by the kinetics of the
underlying reactions. As discussed in Section 4.3, operations in solution may
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offer greater potential for parallel processing, because surface-phase reactions
are limited by the number of electrodes used or their surface area, but the
motivation for the use of surface-immobilized machines is the possibility to
connect them to electronics for control and readout purposes, and the signif-
icance of this should not be underestimated.

One of the greatest advantages of biomolecular logic is the low power dis-
sipation. Our calculations indicate that the power dissipated in a switching
operation can be three orders of magnitude lower in a DNA-based system
than in a comparable silicon device. Also of huge interest are the possibilities
for interfacing molecular machinery with biological systems. For instance, nu-
cleic acid based computers could be used for decision-making associated with
recognition or processing of RNA, such as miRNAs, which are involved in
gene expression and regulation, including the control of cell differentiation [9].
DNA-protein interactions may also be relevant, and it may be appropriate
to design systems that take as inputs transcription factors or biochemically
active compounds, including drugs that target DNA. However, biomolecular
processes can be very slow, compared to the silicon equivalent, and processes
may take several minutes. This implies that silicon circuitry may still be
needed to perform the time-critical elements of a computation, where high
speed is required.

Although we have focussed on the use of double-stranded DNA for molec-
ular logic, other biomolecular components could be used instead [8], including
alternative DNA structures such as G-quadruplexes [4], i-motifs [19, 16] or
hairpins [12]. Other classes of molecule have also been shown to have po-
tential in this area, including peptides, and it has been demonstrated that a
network of synthetic peptides is capable of performing logic functions [2]. In
terms of power consumption, speed and potential for parallel computation,
similar considerations apply to other biomolecular machines as to the DNA
OR gate we examined in this paper.

Ultimately, the construction of hybrid bioelectronic computers, in which
biomolecular components are integrated with solid state devices, will harness
the potential of bionanoscience to provide new functionality, while retaining
the advantages and high speed of mature semiconductor technology.
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Supplementary Information

Calculation of the number of OR gates on the QCM-D sensor

The average frequency shift observed upon immobilization of the cap-
ture complex is -19.7Hz, calculated using the measurements quoted in Ta-
ble 2. According to the Sauerbrey equation, the mass density is ∆m =
−17.7∆fn/n = −17.7× 19.7/13 ≈ 26.8 ng cm−2.

One DNA base pair has a mass of 650 Da (i.e. 650 g mol−1), and one
capture complex contains 16 base pairs and 16 unpaired nucleotides, which
means that it has a mass of 15600 g mol−1. Consequently there are 26.8 ×
10−9/15600 = 1.7 × 10−12moles cm−2 of capture complexes on the surface,
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Table 2: Frequency shifts for immobilization of capture complex.

Sensor ∆f13 (Hz)
1 -15.84
2 -21.06
3 -22.33

which is equivalent to 1×1012 molecules cm−2. Typically approximately half
the capture complexes are loaded with gates, so the number of logic gates on
the surface is approximately 5× 1011 cm−2.

Calculation of the dynamic power dissipation in a single logic transistor

within a system-on-chip

This calculation is based on equations and data given in Ref. [33].
We consider a CMOS inverter driving a load capacitance C. When the

pMOS transistor is switched on, the load capacitance is charged to VDD.
After charging, the energy stored in the capacitance is 1

2
CV 2

DD. The energy
delivered by the supply is:

E =
∫

∞

0

I(t)VDDdt =
∫

∞

0

C
dV

dt
VDDdt = CVDD

∫ VDD

0

dV = CV 2

DD (1)

Consequently, the energy dissipated in a single switching event is 1

2
CV 2

DD.
For a typical digital system on chip, the total contributing capacitance of the
transistor is 1.8 fF/µm, the average width of a transistor is 300 nm, and the
operating voltage is 1V. Hence, the energy dissipated is 1.8×10−15×0.3×12 =
0.27 × 10−15 J. In the case where the transistor switches once in 6 minutes.
the power dissipated is 7.5×10−19W. If 5×1011 transistors switch, the power
dissipated is therefore 375 nW.

Analysis of noise in the measurement

In order to establish whether it was possible to extract any information
from the noise fluctuations in the frequency measurements, we performed a
detailed analysis of the noise present in the trace shown in Fig. 2A. Our
results are presented in the Supplementary Figure below.

We extracted a one-minute long section of the data from the transitions
corresponding to backfilling and gating. To ascertain the effect of removing
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the underlying signal, we performed a linear fit and examined the residu-
als (the differences between the data and the fit), which are plotted in the
Supplementary Figure (panel A). The backfilling step corresponds to the for-
mation of strong bonds between the thiols of the mercaptohexanol molecules
and the gold surface, while the gating step involves a very different phe-
nomenon - hybridization of an incoming DNA molecule to a complementary
region of a surface-immobilized construct. Nonetheless, the two processes
exhibit very similar noise patterns, which indicates that the fluctuations are
not influenced by systematic effects.

Confirmation of this is provided by the results provided in panels B and
C of the Supplementary Figure. The variation is defined as the difference
between the datapoints and a function derived by smoothing the data with a
10-point adjacent average filter. Panel B shows the variation as a function of
time for extended sections of the data corresponding to immobilization of the
capture complex, backfilling, gating and response to input. Datapoints to be
included were selected manually, by visual inspection, and plateau regions
are not shown. The variation is similar for all parts of the experiment, and for
each part the values are plotted as a histogram in panel C, with a Gaussian
fit. The histograms are practically indistinguishable - according to the fit, all
are centred approximately on zero and the values of the full-width-at-half-
maximum exhibit no significant differences (inset to figure, top right). Noise
levels are therefore essentially constant throughout the experiment and do
not provide any additional information.
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Supplementary Figure: A. Residuals left after subtraction of linear fit from one-minute
timespan of data from Fig. 2A for backfilling and gating transitions. B. Variation as
a function of time (plateau regions not shown) for indicated transitions in the Fig. 2A
dataset. Variation is defined as the difference between the data and values obtained by
application of a 10-point adjacent average smoothing filter. CC: capture complex, MCH:
backfilling, G: gate, I1: Input 1. C. Histograms of variation, with Gaussian fits shown as
black lines. Values in boxes are fitted centres of the Gaussian functions, with associated
standard errors. Inset: FWHM values obtained from fit, with associated errors.
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