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Abstract. Sensory augmentation is one of the most exciting domainsefor r
search in human-machine biohybridicity. The current paper fsegendesign
of a 2" generation vibrotactile helmet as a sensory augmentation prototype that
is being developed to help users to navigate in low visibility enwissns. The
paper outlines a study in which the user naggalong a virtual wall whilst the
position and orientation of the usehead is trackedy a motion capture sy
tem. Vibrotactile feedback is presented according toutees distance from
the virtual wall and their head orientation. The research buildsuo previous
work by developing a simplifietitactile language” for communicating navigr
tion commands. A key goal is to identify language tokens deitaba head-
mounted tactile interface that are maximally informative, minimize infooma
overload, intuitive, and that have the potential toobe ‘experientially trans-
parent’.

Keywords: Sensory augmentatipuibrotactile feedback, tactile language

1 Introduction

Sensory substitution (translating one sensory modality into anfitfjewas one of
the first domains for research in human-machine biohybrid syst2m3He deve
opment of devices for both sensory substitution and seasgpyentation (syntlse-
ing new information to an existing sensory channel) remains an gxpitospect for
biohybrid technology. For example, whilst sensory substitution e geople with
impaired sensing systems, the additional senses provided by ysangpnentation
can be used to augment the spatial awareness of people operating inuUsaeasdo
ronments such as smoked-filled buildings, on construction sites) tre battlefield
[3, 4].

Research in this area has been strongly influenced by the enactivefwiegnition
(see e.g. [5, 6, 7, 8]). Hera,key design aim is to make the device ‘experientially
transparent’ such that the goal-directed behavior of the user naturally incorporates
properties of the artifact including its capacity to transform from ense®y modat
ty to another. Another influential approach has been from researchivn @erce-
tion—the view that sensing in animals including humans is purposetllirdar-
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mation-seeking. That approach, together with bio-inspiration frommadian ses-
ing systems, informed our earlier efforts to develop a sensoryeaigtion device
that incorporated a haptic interface for remote touch [3]. In the curretitbeion
we describe our research on a second generation device that seeks to @senwem
of the limitations of the earlier system. Here we describe the motivationef@pth
proach and the design of a new prototype. Pilot results from tleziesgmt outlined
below will be presented at the conference.

2 A Sensory Augmentation System Inspired by the Mammalian
Vibrissal System

Many mammals have a sensitive tactile sensing capacity provided byfabiair
whiskers (or vibrissae) that allows them to acquiemiled information about local
environment useful for local navigation and object detection and mitimory  Similar
information could be provided to humans using a sensory augmenggstem that
combines active distance sensing of nearby surfaces with a head-miaatitectis-
play [3, 9]. Two such devices have been investigated to datélapec Radar [9]
and the Tactile Helmet [3

The Haptic Radar [Plinked infrared sensors to head-mounted vibrotactile displays
allowing users to perceive and respond simultaneously to multiple spédiahation
sources. Here, several sense-act modules were mounted togethearahvardpped
around the head, each module measured distance from the usebiosuetaces, in
the direction of the sensor, and transstiithis information into a vibrotactile signal
presented to the skin directly beneath the module. Users intuitively tespda
nearby objects, for example, by tilting away from the directiban object moving
close to the head, indicating that the device could be useful for detectingcéaicigv
collisions.

The Tactile Helmet [3] was a prototype sensory augmentation device pedeio
Sheffield in collaboration with South Yorkshire Fire and Rescue (SYFR) service
We selected a head-based tactile display as this allows rapid reactions to unexpected
obstacles, is intuitive for navigation, can easily fit inside the helarat,leaves the
fire fighter’s hands free for tactile exploration of objects and surfaces [9]. The first
generation device (see Figure 1) comprised a ring of eight ultrasouratssensthe
outside of a firefighter’s safety helmet with four vibrotactile actuators fitted to the
inside headband. Ultrasound distance signals from the sensorsamerted into a
pattern of vibrotatile stimulation across all four actuators. Thus, unlike Hapsie R
dar, the Tactile Helmet was non-modular, allowing direction signals fromrtag of
sensing elements to be combined into an appropriate display patternréséeted to
the new user. One of the goals of this approach was to have greatel @ostrihe
information displayed to the user, and, in particular, to avoid overloaalitite se-
sory channels by displaying too much information at once. iShpgrticularly m-
portant in the case of head-mounted tactile displays, as vibration againsetieatbr
is also detected as a sound signal (buzzing) in the ears; too muctactite infa-



mation can therefore be confusing and irritating and could mask impaudditory
stimuli. Despite seeking to provide better control over the signal displayvieow
field tests with the Tactile Helmetonducted at SYFR’s training facility, showed that
tuning the device to suit the user needs and situation was problematicic&fgc
design that directly converted local distance information into vibration on teultip
actuators generated far too much vibrotactile stimuli in confined situationsasuzh
narrow corridor.

Fig 1. Ist generation Tactile Helmet design undergoing field testing. In right-hand picture
the fire-fighter is in a confined smoke-filled space in the South sfor& Fire and Rescue
training facility.

The above tests established the need to better regulate the tactile display-of info
mation to ensure clear signals and to minimize distracting or uniaftwensignals.
Through a series of psychophysical studies (eLf]) [we areinvestigating how to
best optimize signals to relay information to the user. For instance, vweyjueamntify
people’s ability to localize tactile stimuli on the forehead and to understand make
use of sensory phenomena such as the “funneling illusion” whereby nearby concu

rent tactile stimuli are experienced as a single stimulus at a central point. dased
the outcome of these studjege are currenyl developing a“tactile language for
testing with a new Tactile Helmet prototype. Specifically, using our reaxice we
are seeking to understand what are the minimal haptic sigtiadstokens of the
command languagethat can be used to relay useful navigational informatiarthe
current study we wished to have full control over the information peovid the user
and therefore we imagine a virtual wall, and used a motion captuessyte directly
calculate the user’s distance and orientation to that wall. The actuators on the helmet
are then used to relay navigation commands to help the user mavejactory pa
allel to the wall. We evaluate the effectiveness of the commands accordjpegetb s
of movement and the smoothness of the user’s trajectory. In future studies we will
also examine how the language could be used to convey navigational sajoald-

ed directly from active distance sensors for real-world obstacles.efentual aim is

to identify a tactile command language that can be used with a map of locaé surfac
positions, estimated with ultrasound or ladar, and that is maximallymatore, mn-
imizes information overload, and intuitive; hopefully with the pt#ro become
experientially transparent. The remainder of the paper explains the désignnew



prototype and the experiment we are conducting to evaluate some pbgbible
tokens of the tactile language.

3 System Overview

3.1 Vibrotactile Helmet

The second-generation Tactile Helmet (fig. 2) consists of an arr&yebie ulta-
sound sensors mounted with approximately 30 degrees separatiendotside of a
skiing helmet (2d)and a tactile display composed of 7 tactors (20). [

Passive marker

lin

l||||>

(d)

Fig. 2. (a): Eccentric rotating mass vibration motor (Model 310-11B#egision Microdrives).
(b): Tactile display interface. (c): Tactile display position inside the helmeVifrotactile
helmet.

(a) (b)

The tactile display consists of seven eccentric rotating mass (ERM) vibrattonsmo
(2a) with 3V operating voltage and 220Hz operating frequency at 3V. Theadon
motors are mounted on a neoprene fabric and attached on a plastic ishe&th(2.5

cm inter-tactor spacing which can easily be adjusted inside the hdlheehelmet
also incorporates an inertial measurement unit (IMU), a microcontroller unit and tw
small lithium polymer batteries (7.4 V) to provide the system powks.shown in
Figure 3, the ultrasound sensors and IMU data are sent to the microcoltralieyh

I12C BUS. The microcontroller in the helmet reads the sensors valuegratglthem

to thePC wirelessly using its built-in WiFi support. The PC receives the sesaor
ues and generates commands for the tactile actuators sending them back tormicroco
troller wirelessly for onward transmission to the tactile display. For the exgetri
described below we disable the direct generation of actuator commands stitditsub
signals based on information from the motion-capture system.

3.2  Tracking System

We used Vicon motion capture system as a precise optical marker trackemm $ys
track the user's position and orientation. It consists of 10 camerasfieutve mak-
ers. The vibrotactile helmet, whose motion is to be captured by camerda¥yehas
reflective passive markers attached to its surface (Fd). Pata generated by the



Vicon software is streamed in real time to a PC via TCP/IP. Finally, tieeptactile
command is generated and sent wirelessly to the helmet to navigate thie tser

capture room.
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Fig. 3. Data flow diagram of vibrotactile helmet

4 Procedure

The aim of our experiment is to investigate the optimal vibrotactile commanmds a
effectiveness of the proposed tactile commands for navigation aloirtpal wall.
The experiment is performed in the motion capture room (4 %.5Fhe user’s dis-
tance from the virtual wall is calculated continuously, based on this distamteyn
the helmet orientation measured by motion capture system, the proper dertile
mand is produced. For our initial experiment we are evaluating diffevaps of
communicating three simple tactile commands: turn-right, turn-left aridrgvard
Turn right/left command induce a rotation around self (right/lefation) which is
used to control the human orientation; while go-forward command isdiedeto n-
duce a motion toward forwarmdirection. Fig. 4 illustrates the vibrotactile patterns for
presenting turn left/turn right and go-forward conmuigin the tactile display.

Go-forward (T3—>T4<-T5)

T1 T2 T3 T4 T5 T6 T7
-— _—
(T1<-T2< T3) Turn Left Turn Right  (T5 >T6->T7)

Fig. 4. Vibrotactile patterns for turn left, turn right and go-forward comasan



We present these commands in four different modesurring apparent motion
single apparent motigmecurring discrete and single discrete. In recurring cues the
tactile command is presented to user’ forehead repeatedly until a new command is
received, in the single cue case, the system presents the tactile commoarahdn
then waits until a new command is generafggbarent motion commands exploih

the concept of vibrotactile apparent movement illusitlj yvhich creates an illusie

ary sensation that the stimulus is travelling continuously from osiign to another.
The feeling of apparent motion is controlled by two main parameters: durftio
stimuli (DOS) and the stimulus onset asynchrony (SOAE desired movemenmi
pression was obtained with a DOS of 400 ms and a SOA of 100 mge ldplparent
motion, discrete commands create a discrete motion across the foreheadll We w
evaluate these four types of vibrotactile patterns for turn left/right aAdrgard
commands to find out which omgbetter suited for indoor guidance.

5 Discussion

Whereas some approaches to sensory substitution/augmentation, that taketise e
view, have favoured using simple mappings between modalities, ourcteseanc/-
ing in the direction of more complex mappings. One reason ighbaensorimotor
contingencies [12] are often very different in the modalities we are majnoingy
(here ultrasound for distance sensing) and to (here cutaneous tayzdwticular, our
project aims to investigate the hypothesis that the transparency of the depends
primarily on having a clear and timely mapping between the enveotah d-
fordances (e.g. surfaces for navigational guidance) and the ydiz@sented on the
sensory surface. We suggest that to achieve this may requirecsigngrocessing of
the primary sensory data to identify the relevant affordances beforalireydbhem
for the new modality.
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