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1 Background: Dirichlet and Bad

1.1 Dirichlet’s Theorem and two important consequences

Diophantine approximation is a branch of number theory that can loosely be described as a
quantitative analysis of the density of the rationals Q in the reals R. Recall that to say that
Q is dense in R is to say that

for any real number x and ǫ > 0 there exists a rational number p/q (q > 0) such
that |x− p/q| < ǫ.

In other words, any real number can be approximated by a rational number with any assigned
degree of accuracy. But how “rapidly” can we approximate a given x ∈ R?

Given x ∈ R and q ∈ N, how small can we make ǫ? Trivially we can take any
ǫ > 1/2q. Can we do better than 1/2q?

The following rational numbers all lie within 1/(denominator)2 of the circle constant π =
3.141 . . . :

3

1
,
22

7
,
333

106
,
355

113
,
103993

33102
. (1.1)

This shows that, at least sometimes, the answer to the last question is “yes.” A more complete
answer is given by Dirichlet’s theorem, which is itself a simple consequence of the following
powerful fact.

Pigeonhole Principle. If n objects are placed in m boxes and n > m, then some box will
contain at least two objects.

Theorem 1.1 (Dirichlet, 1842). For any x ∈ R and N ∈ N, there exist p, q ∈ Z such that

∣∣∣∣x− p

q

∣∣∣∣ <
1

qN
and 1 ≤ q ≤ N . (1.2)

The proof can be found in most elementary number theory books. However, given the
important consequences of the theorem and its various hybrids, we have decided to include
the proof.

Proof. As usual, let [x] := max{n ∈ Z : n ≤ x} denote the integer part of the real number x
and let {x} = x − [x] denote the fractional part of x. Note that for any x ∈ R we have that
0 ≤ {x} < 1.

Consider the N + 1 numbers

{0x}, {x}, {2x}, . . . , {Nx} (1.3)
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in the unit interval [0, 1). Divide [0, 1) into N equal semi-open subintervals as follows:

[0, 1) =

N−1⋃

u=0

Iu where Iu :=

[
u

N
,
u+ 1

N

)
, u = 0, 1, . . . , N − 1. (1.4)

Since the N +1 points (1.3) are situated in the N subintervals (1.4), the Pigeonhole principle
guarantees that some subinterval contains at least two points, say {q2x}, {q1x} ∈ Iu, where
0 ≤ u ≤ N − 1 and q1, q2 ∈ Z with 0 ≤ q1 < q2 ≤ N . Since the length of Iu is N−1 and Iu is
semi-open we have that

|{q2x} − {q1x}| <
1

N
. (1.5)

We have that qix = pi + {qix} where pi = [qix] ∈ Z for i = 1, 2. Returning to (1.5) we get

|{q2x} − {q1x}| = |q2x− p2 − (q1x− p1)| = |(q2 − q1)x− (p2 − p1)|. (1.6)

Now define q = q2 − q1 ∈ Z and p = p2 − p1 ∈ Z. Since 0 ≤ q1, q2 ≤ N and q1 < q2 we have
that 1 ≤ q ≤ N . By (1.5) and (1.6), we get

|qx− p| < 1

N

whence (1.2) readily follows.

The following statement is an important consequence of Dirichlet’s Theorem.

Theorem 1.2 (Dirichlet, 1842). Let x ∈ R \Q. Then there exist infinitely many integers q, p
such that gcd(p, q) = 1, q > 0 and ∣∣∣∣x− p

q

∣∣∣∣ <
1

q2
. (1.7)

Remark 1.1. Theorem 1.2 is true for all x ∈ R if we remove the condition that p and q are
coprime, that is, if we allow approximations by non-reduced rational fractions.

Proof. Observe that Theorem 1.1 is valid with gcd(p, q) = 1. Otherwise p/q = p′/q′ with
gcd(p′, q′) = 1 and 0 < q′ < q ≤ N and |x− p/q| = |x− p′/q′| < 1/(qN) < 1/(q′N).

Suppose x is irrational and that there are only finitely many rationals

p1
q1
,
p2
q2
, . . . ,

pn
qn
,

where gcd(pi, qi) = 1, qi > 0 and ∣∣∣∣x− pi
qi

∣∣∣∣ <
1

q2i

for all i = 1, 2, . . . , n. Since x is irrational, x − pi
qi

6= 0 for i = 1, . . . , n. Then there exists
N ∈ N such that ∣∣∣∣x− pi

qi

∣∣∣∣ >
1

N
for all 1 ≤ i ≤ n.
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By Theorem 1.1, there exists a reduced fraction
p

q
such that

∣∣∣∣x− p

q

∣∣∣∣ <
1

qN
≤ 1

N
(1 ≤ q ≤ N).

Therefore, pq 6= pi
qi

for any i but satisfies (1.7). A contradiction.

Theorem 1.2 tells us in particular that the list (1.1) of good rational approximations to π
is not just a fluke. This list can be extended to an infinite sequence, and furthermore, such a
sequence of good approximations exists for every irrational number. (See §1.2.)

Another important consequence of Theorem 1.1 is Theorem 1.3, below. Unlike Theo-
rem 1.2, the significance of it is not so immediately clear. However, it will become apparent
during the course of these notes that it is the key to the two fundamental theorems of classical
metric Diophantine approximation; namely the theorems of Khintchine and Jarńık.

First, some notational matters. Unless stated otherwise, given a set X ⊂ R, we will
denote by m(X) the 1-dimensional Lebesgue measure of X. And we will use B(x, r) to
denote (x− r, x+ r) ⊂ R, the ball around x ∈ R of radius r > 0.

Theorem 1.3. Let [a, b] ⊂ R be an interval and k ≥ 6 be an integer. Then

m


[a, b] ∩

⋃

kn−1<q≤kn

⋃

p∈Z
B
(
p
q ,

k
k2n

)

 ≥ 1

2
(b− a).

for all sufficiently large n ∈ N.

Proof. By Dirichlet’s theorem, for any x ∈ I := [a, b] there are coprime integers p, q with
1 ≤ q ≤ kn satisfying |x− p/q| < (qkn)−1. We therefore have that

m(I) = m


I ∩

⋃

q≤kn

⋃

p∈Z
B
(p
q
,

1

qkn

)



≤ m


I ∩

⋃

q≤kn−1

⋃

p∈Z
B
(p
q
,

1

qkn

)

+m


I ∩

⋃

kn−1<q≤kn

⋃

p∈Z
B
(p
q
,
k

k2n

)

 .

Also, notice that

m


I ∩

⋃

q≤kn−1

⋃

p∈Z
B
(p
q
,

1

qkn

)

 = m


I ∩

⋃

q≤kn−1

bq+1⋃

p=aq−1

B
(p
q
,

1

qkn

)



≤ 2
∑

q≤kn−1

1

qkn

(
m(I)q + 3

)
≤ 3

k
m(I)

for large n. It follows that for k ≥ 6,

m


I ∩

⋃

kn−1<q≤kn

⋃

p∈Z
B
(
p
q ,

k
k2n

)

 ≥ m(I)− 3

k
m(I) ≥ 1

2
m(I)

for large n.
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1.2 Basics of continued fractions

From Dirichlet’s theorem we know that for any real number x there are infinitely many
‘good’ rational approximates p/q, but how can we find these? The theory of continued
fraction provides a simple mechanism for generating them. We collect some basic facts about
continued fractions in this section. For proofs and a more comprehensive account see for
example [57, 66, 80].

Let x be an irrational number and let [a0; a1, a2, a3, . . .] denote its continued fraction
expansion. Denote its n-th convergent by

pn
qn

:= [a0; a1, a2, a3, . . . , an].

Recall that the convergents can be obtained by the following recursion

p0 = a0, q0 = 1,

p1 = a1a0 + 1, q1 = a1,

pk = akpk−1 + pk−2, qk = akqk−1 + qk−2 for k ≥ 2,

and that they satisfy the inequalities

1

qn(qn+1 + qn)
≤
∣∣∣x− pn

qn

∣∣∣ < 1

qnqn+1
. (1.8)

From this it is clear that the convergents provide explicit solutions to the inequality in The-
orem 1.2 (Dirichlet); that is, ∣∣∣∣x− pn

qn

∣∣∣∣ ≤
1

q2n
∀n ∈ N.

In fact, it turns out that for irrational x the convergents are best approximates in the sense
that if 1 ≤ q < qn then any rational pq satisfies

∣∣∣∣x− pn
qn

∣∣∣∣ <
∣∣∣∣x− p

q

∣∣∣∣ .

Regarding π = 3.141 . . . , the rationals (1.1) are the first 5 convergents.

1.3 Competing with Dirichlet and losing badly

We have presented Dirichlet’s theorem as an answer to whether the trivial inequality |x −
p/q| ≤ 1/2q can be beaten. Naturally, one may also ask if we can do any better than Dirichlet’s
theorem. Let us formulate this a little more precisely. For x ∈ R, let

‖x‖ := min{|x−m| : m ∈ Z}

denote the distance from x to the nearest integer. Dirichlet’s theorem (Theorem 1.2) can be
restated as follows: for any x ∈ R, there exist infinitely many integers q > 0 such that

q ‖qx‖ ≤ 1 . (1.9)
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Can we replace right-hand side of (1.9) by arbitrary ǫ > 0? In other words, is it true that
lim infq→∞ q‖qx‖ = 0 for every x? One might notice that (1.8) implies that there certainly
do exist x for which this is true. (One can write down a continued fraction whose partial
quotients grow as fast as one pleases.) Still, the answer to the question is No. It was proved
by Hurwitz (1891) that for every x ∈ R, we have q ‖qx‖ < ǫ = 1/

√
5 for infinitely many q > 0,

and that this is best possible in the sense that the statement becomes false if ǫ < 1/
√
5.

The fact that 1/
√
5 is best possible is relatively easy to see. Assume that it can be replaced

by
1√
5 + ǫ

(ǫ > 0, arbitrary).

Consider the Golden Ratio x1 =
√
5+1
2 , root of the polynomial

f(t) = t2 − t− 1 = (t− x1)(t− x2)

where x2 =
1−

√
5

2 . Assume there exists a sequence of rationals pi
qi

satisfying

∣∣∣∣x1 −
pi
qi

∣∣∣∣ <
1

(
√
5 + ǫ)q2i

.

Then, for i sufficiently large, the right-hand side of the above inequality is less than ǫ and so
∣∣∣∣x2 −

pi
qi

∣∣∣∣ ≤ |x2 − x1|+
∣∣∣∣x1 −

pi
qi

∣∣∣∣ <
√
5 + ǫ .

It follows that

0 6=
∣∣∣∣f
(
pi
qi

)∣∣∣∣ <
1

(
√
5 + ǫ)q2i

· (
√
5 + ǫ)

=⇒
∣∣∣∣q

2
i f

(
pi
qi

)∣∣∣∣ < 1.

However the left-hand side is a strictly positive integer. This is a contradiction, for there are
no integers in (0, 1)—an extremely useful fact.

The above argument shows that if x =
√
5+1
2 then there are at most finitely many rationals

p/q such that ∣∣∣∣x− p

q

∣∣∣∣ <
1

(
√
5 + ǫ)q2

.

Therefore, there exists a constant c(x) > 0 such that
∣∣∣∣x− p

q

∣∣∣∣ >
c(x)

q2
∀ p/q ∈ Q .

All of this shows that there exist numbers for which we can not improve Dirichlet’s theorem
arbitrarily. These are called badly approximable numbers and are defined by

Bad := {x ∈ R : inf
q∈N

q‖qx‖ > 0}

= {x ∈ R : c(x) := lim inf
q→∞

q‖qx‖ > 0}.
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Note that if x is badly approximable then for the associated badly approximable constant
c(x) we have that

0 < c(x) ≤ 1√
5
.

Clearly, Bad 6= ∅ since the golden ratio is badly approximable. Indeed, if x ∈ Bad then
tx ∈ Bad for any t ∈ Z \ {0} and so Bad is at least countable.

Bad has a beautiful characterisation via continued fractions.

Theorem 1.4. Let x = [a0; a1, a2, a3, . . .] be irrational. Then

x ∈ Bad ⇐⇒ ∃ M =M(x) ≥ 1 such that ai ≤M ∀ i .

That is, Bad consists exactly of the real numbers whose continued fractions have bounded
partial quotients.

Proof. It follows from (1.8) that

1

q2n(an+1 + 2)
≤
∣∣∣x− pn

qn

∣∣∣ < 1

an+1q2n
, (1.10)

and from this it immediately follows that if x ∈ Bad, then an ≤ max{|ao|, 1/c(x)}.

Conversely, suppose the partial quotients of x are bounded, and take any q ∈ N. Then
there is n ≥ 1 such that qn−1 ≤ q < qn. On using the fact that convergents are best
approximates, it follows that

∣∣∣∣x− p

q

∣∣∣∣ ≥
∣∣∣∣x− pn

qn

∣∣∣∣ ≥ 1

q2n(M + 2)
=

1

q2(M + 2)

q2

q2n
.

It is easily seen that
q

qn
≥ qn−1

qn
≥ 1

M + 1
,

which proves that

c(x) ≥ 1

(M + 2)(M + 1)2
> 0,

hence x ∈ Bad.

Recall that a continued fraction of the form x = [a0; . . . , an, an+1, . . . , an+m] is said to be
periodic. Also, recall that an irrational number α is called a quadratic irrational if α is a
solution to a quadratic equation with integer coefficients:

ax2 + bx+ c = 0 (a, b, c ∈ Z, a 6= 0).

It is a well-known fact that an irrational number x has periodic continued fraction expansion
if and only if x is a quadratic irrational. This and Theorem 1.4 imply the following corollary.

Corollary 1.1. Every quadratic irrational is badly approximable.
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The simplest instance of this is the golden ratio, a root of x2 − x − 1, whose continued
fraction is √

5 + 1

2
= [1; 1, 1, 1, . . . ] := [ 1 ],

with partial quotients clearly bounded.

Indeed, much is known about the badly approximable numbers, yet several simple ques-
tions remain unanswered. For example:

Folklore Conjecture. The only algebraic irrationals that are in Bad are the quadratic
irrationals.

Remark 1.2. Though this conjecture is widely believed to be true, there is no direct evidence
for it. That is, there is no single algebraic irrational of degree greater than two whose
membership (or non-membership) in Bad has been verified.

A particular goal of these notes is to investigate the ‘size’ of Bad. We will show:

(a) m(Bad) = 0

(b) dimBad = 1,

where dim refers to the Hausdorff dimension (see §3.1). In other words, we will see that Bad
is a small set in that it has measure zero in R, but it is a large set in that it has the same
(Hausdorff) dimension as R.

Let us now return to Dirichlet’s theorem (Theorem 1.2). Every x ∈ R can be approximated
by rationals p/q with ‘rate of approximation’ given by q−2—the right-hand side of inequality
(1.7) determines the ‘rate’ or ‘error’ of approximation by rationals. The above discussion
shows that this rate of approximation cannot be improved by an arbitrary constant for every
real number—Bad is non-empty. On the other hand, we have stated above that Bad is a
0-measure set, meaning that the set of points for which we can improve Dirichlet’s theorem
by an arbitrary constant is full. In fact, we will see that if we exclude a set of real numbers
of measure zero, then from a measure theoretic point of view the rate of approximation can
be improved not just by an arbitrary constant but by a logarithm (see Remark 2.3).

2 Metric Diophantine approximation: the classical Lebesgue

theory

In the previous section, we have been dealing with variations of Dirichlet’s theorem in which
the right-hand side or rate of approximation is of the form ǫq−2. It is natural to broaden the
discussion to general approximating functions. More precisely, for a function ψ : N → R+ =
[0,∞), a real number x is said to be ψ–approximable if there are infinitely many q ∈ N such
that

‖qx‖ < ψ(q) . (2.1)

7



The function ψ governs the ‘rate’ at which the rationals approximate the reals and will be
referred to as an approximating function.

One can readily verify that the set of ψ-approximable numbers is invariant under transla-
tions by integer vectors. Therefore without any loss of generality, and to ease the ‘metrical’
discussion which follows, we shall restrict our attention to ψ–approximable numbers in the
unit interval I := [0, 1). The set of such numbers is clearly a subset of I and will be denoted
by W (ψ); i.e.

W (ψ) := {x ∈ I : ‖qx‖ < ψ(q) for infinitely many q ∈ N} .

Notice that in this notation we have that

Dirichlet’s Theorem (Theorem 1.2) =⇒ W (ψ) = I if ψ(q) = q−1.

Yet, the existence of badly approximable numbers implies that there exist approximating
functions ψ for which W (ψ) 6= I. Furthermore, the fact that m(Bad) = 0 implies that we
can have W (ψ) 6= I while m(W (ψ)) = 1.

A key aspect of the classical theory of Diophantine approximation is to determine the
‘size’ of W (ψ) in terms of

(a) Lebesgue measure,

(b) Hausdorff dimension, and

(c) Hausdorff measure.

From a measure theoretic point of view, as we move from (a) to (c) in the above list, the
notion of size becomes subtler. In this section we investigate the ‘size’ of W (ψ) in terms of
1- dimensional Lebesgue measure m.

We start with the important observation that W (ψ) is a lim sup set of balls. For a fixed
q ∈ N, let

Aq(ψ) := {x ∈ I : ‖qx‖ < ψ(q)}

:=

q⋃

p=0

B
(p
q
,
ψ(q)

q

)
∩ I . (2.2)

Note that
m
(
Aq(ψ)

)
6 2ψ(q) (2.3)

with equality when ψ(q) < 1/2 since then the intervals in (2.2) are disjoint.

The setW (ψ) is simply the set of real numbers in I which lie in infinitely many sets Aq(ψ)
with q = 1, 2, . . . i.e.

W (ψ) = lim sup
q→∞

Aq(ψ) :=

∞⋂

t=1

∞⋃

q=t

Aq(ψ)

8



is a lim sup set. Now notice that for each t ∈ N

W (ψ) ⊂
∞⋃

q=t

Aq(ψ)

i.e. for each t, the collection of balls B(p/q, ψ(q)/q) associated with the sets Aq(ψ) : q =
t, t+ 1, . . . form a cover for W (ψ). Thus, it follows via (2.3) that

m
(
W (ψ)

)
≤ m

( ∞⋃

q=t

Aq(ψ)

)

≤
∞∑

q=t

m
(
Aq(ψ)

)

≤ 2
∞∑

q=t

ψ(q) . (2.4)

Now suppose
∞∑

q=1

ψ(q) <∞.

Then given any ǫ > 0, there exists t0 such that for all t ≥ t0

∞∑

q=t

ψ(q) <
ǫ

2
.

It follows from (2.4), that
m
(
W (ψ)

)
< ǫ.

But ǫ > 0 is arbitrary, whence
m
(
W (ψ)

)
= 0

and we have established the following statement.

Theorem 2.1. Let ψ : N → R+ be a function such that

∞∑

q=1

ψ(q) <∞.

Then
m(W (ψ)) = 0.

This theorem is in fact a simple consequence of a general result in probability theory.
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2.1 The Borel-Cantelli Lemma

Let (Ω,A, µ) be a measure space with µ(Ω) <∞ and let Eq (q ∈ N) be a family of measurable
sets in Ω. Also, let

E∞ := lim sup
q→∞

Eq :=

∞⋂

t=1

∞⋃

q=t

Eq ;

i.e. E∞ is the set of x ∈ Ω such that x ∈ Ei for infinitely many i ∈ N.

The proof of the Theorem 2.1 mimics the proof of the following fundamental statement
from probability theory.

Lemma 2.1 (Convergence Borel-Cantelli). Suppose that
∑∞

q=1 µ(Eq) < ∞. Then,

µ(E∞) = 0 .

Proof. Exercise.

To see that Theorem 2.1 is a trivial consequence of the above lemma, simply put Ω = I =
[0, 1], µ = m and Eq = Aq(ψ) and use (2.3).

Now suppose we are in a situation where the sum of the measures diverges. Unfortunately,
as the following example demonstrates, it is not the case that if

∑
µ(Eq) = ∞ then µ(E∞) =

µ(Ω) or indeed that µ(E∞) > 0.

Example: Let Eq = (0, 1q ). Then
∑∞

q=1m(Eq) =
∑∞

q=1
1
q = ∞. However, for any t ∈ N we

have that ∞⋃

q=t

Eq = Et ,

and thus

E∞ =

∞⋂

t=1

Et =

∞⋂

t=1

(0, 1t ) = ∅

implying that m(E∞) = 0.

The problem in the above example is that the sets Eq overlap ‘too much’—in fact they
are nested. The upshot is that in order to have µ(E∞) > 0, we not only need the sum of the
measures to diverge but also that the sets Eq (q ∈ N) are in some sense independent. Indeed,
it is well-known that if we had pairwise independence in the standard sense; i.e. if

µ(Es ∩Et) = µ(Es)µ(Et) ∀s 6= t,

then we would have µ(E∞) = µ(Ω). However, we very rarely have this strong form of
independence in our applications. What is much more useful to us is the following statement,
whose proof can be found in [58, 90].
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Lemma 2.2 (Divergence Borel-Cantelli). Suppose that
∑∞

q=1 µ(Eq) = ∞ and that there exists
a constant C > 0 such that

Q∑

s,t=1

µ(Es ∩ Et) ≤ C

(
Q∑

s=1

µ(Es)

)2

(2.5)

holds for infinitely many Q ∈ N. Then

µ(E∞) ≥ 1/C .

The independence condition (2.5) is often referred to as quasi-independence on average,
and, together with the divergent sum condition, it guarantees that the associated lim sup set
has positive measure. It does not guarantee full measure (i.e. that µ(E∞) = µ(Ω)), which is
what we are trying to prove, for example, in Khintchine’s Theorem. But this is not an issue if
we already know (by some other means) that E∞ satisfies a zero-full law (which is also often
called a zero-one law) with respect to the measure µ, meaning a statement guaranteeing that

µ(E∞) = 0 or µ(Ω).

Happily, this is the case with the lim sup setW (ψ) of ψ-well approximable numbers [38, 37, 58].

Alternatively, assuming Ω is equipped with a metric such that µ becomes a doubling Borel
measure, we can guarantee that µ(E∞) = µ(Ω) if we can establish local quasi-independence
on average [14, §8]; i.e. we replace (2.5) in the above lemma by the condition that

Q∑

s,t=1

µ
(
(B ∩ Es) ∩ (B ∩ Et)

)
≤ C

µ(B)

(
Q∑

s=1

µ(B ∩Es)
)2

(2.6)

for any sufficiently small ball B with center in Ω and µ(B) > 0. The constant C is independent
of the ball B. Recall that µ is doubling if µ(2B) ≪ µ(B) for balls B centred in Ω. In some
literature such measures are also referred to as Federer measures.

The Divergence Borel-Cantelli Lemma is key to determining m(W (ψ)) in the case where∑∞
q=1 ψ(q) diverges—the subject of the next section and the main substance of Khintchine’s

Theorem. Before turning to this, let us ask ourselves one final question regarding quasi-
independence on average and positive measure of lim sup sets.

Question. Is the converse to Divergence Borel-Cantelli true? More precisely, if µ(E∞) > 0
then is it true that the sets Et are quasi-independent on average?

The following theorem is a consequence of a more general result established in [29].

Theorem 2.2. Let (Ω, d) be a compact metric space equipped with a Borel probability measure
µ. Let Eq (q ∈ N) be a sequence of balls in Ω such that µ(E∞) > 0. Then, there exists a
strictly increasing sequence of integers (qk)k∈N such that

∑∞
k=1 µ(Eqk) = ∞ and the balls Eqk

(k ∈ N) are quasi-independent on average.
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2.2 Khintchine’s Theorem

The following fundamental statement in metric Diophantine approximation (of which Theo-
rem 2.1 is the “easy case”) provides an elegant criterion for the ‘size’ of the setW (ψ) expressed
in terms of Lebesgue measure.

Theorem 2.3 (Khintchine, 1924). Let ψ : N → R+ be a monotonic function. Then

m(W (ψ)) =





0 if
∑∞

q=1 ψ(q) <∞ ,

1 if
∑∞

q=1 ψ(q) = ∞ .

Remark 2.1. It is worth mentioning that Khintchine’s original statement [64] made the
stronger assumption that qψ(q) is monotonic.

Remark 2.2. The assumption that ψ is monotonic is only required in the divergent case. It
cannot in general be removed—see §2.2.1 below.

Remark 2.3. Khintchine’s Theorem implies that

m(W (ψ)) = 1 if ψ(q) =
1

q log q
.

Thus, from a measure theoretic point of view the ‘rate’ of approximation given by Dirichlet’s
theorem can be improved by a logarithm.

Remark 2.4. As mentioned in the previous section, in view of Cassels’ zero-full law [38] (also
known as zero-one) we know that m(W (ψ)) = 0 or 1 regardless of whether or not ψ is
monotonic.

Remark 2.5. A key ingredient to directly establishing the divergent part is to show that the
sets

A∗
s = A∗

s(ψ) :=
⋃

2s−1≤q<2s

q⋃

p=0

B
(p
q
,
ψ(2s)

2s

)
∩ I .

are quasi-independent on average. Notice that

• For ψ monotonic, W (ψ) ⊃W ∗(ψ) := lim sups→∞A∗
s(ψ).

• If ψ(q) < q−1, the balls in A∗
s(ψ) are disjoint and so

m(A∗
s(ψ)) ≍ 2sψ(2s) .

• For ψ monotonic,
∑
ψ(q) ≍∑ 2sψ(2s).

Notation. Throughout, the Vinogradov symbols ≪ and ≫ will be used to indicate an in-
equality with an unspecified positive multiplicative constant. If a ≪ b and a ≫ b, we write
a ≍ b and say that the two quantities a and b are comparable.

The following is a simple consequence of Khintchine’s Theorem.
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Corollary 2.1. Let Bad be the set of badly approximable numbers. Then

m(Bad) = 0 .

Proof. Consider the function ψ(q) = 1/(q log q) and observe that

Bad ∩ I ⊂ Bad(ψ) := I \W (ψ) .

By Khintchine’s Theorem, m(W (ψ)) = 1. Thus m(Bad(ψ)) = 0 and so m(Bad∩ I) = 0.

2.2.1 The Duffin-Schaeffer Conjecture

The main substance of Khintchine’s Theorem is the divergent case and it is where the as-
sumption that ψ is monotonic is necessary. In 1941, Duffin & Schaeffer [48] constructed a non-
monotonic approximating function ϑ for which the sum

∑
q ϑ(q) diverges but m(W (ϑ)) = 0.

We now discuss the construction. We start by recalling two well-known facts: for any N ∈ N,
p prime, and s > 0,

Fact 1.
∑

q|N q =
∏
p|N (1 + p)

Fact 2.
∏
p(1 + p−s) = ζ(s)/ζ(2s).

In view of Fact 2, we have that ∏

p

(1 + p−1) = ∞.

Thus, we can find a sequence of square free positive integers Ni (i = 1, 2, . . .) such that
(Ni, Nj) = 1 (i 6= j) and ∏

p|Ni

(1 + p−1) > 2i + 1 . (2.7)

Now let

ϑ(q) =





2−i−1q/Ni if q > 1 and q|Ni for some i ,

0 otherwise .

(2.8)

As usual let

Aq := Aq(ϑ) =

q⋃

p=0

B
(p
q
,
ϑ(q)

q

)
∩ I

and observe that if q|Ni (q > 1) then Aq ⊆ ANi and so

⋃

q|Ni

Aq = ANi .

In particular

m
( ⋃

q|Ni

Aq
)
= m(ANi) = 2ϑ(Ni) = 2−i .
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By definition
W (ϑ) = lim sup

q→∞
Aq = lim sup

i→∞
ANi .

Now ∞∑

i=1

m(ANi) = 1

and so the convergence Borel-Cantelli Lemma implies that

m(W (ϑ)) = 0 .

However, it can be verified (exercise) on using Fact 1 together with (2.7) that

∞∑

q=1

ϑ(q) =

∞∑

i=1

2−i−1 1

Ni

∑

q>1 : q|Ni

q = ∞ .

In the same paper [48], Duffin and Schaeffer provided an appropriate statement for arbi-
trary ψ that we now discuss. The now famous Duffin-Schaeffer Conjecture represents a key
open problem in number theory. The integer p implicit in the inequality (2.1) satisfies

∣∣∣∣x− p

q

∣∣∣∣ <
ψ(q)

q
. (2.9)

To relate the rational p/q with the error of approximation ψ(q)/q uniquely, we impose the
coprimeness condition (p, q) = 1. In this case, let W ′(ψ) denote the set of x in I for which
the inequality (2.9) holds for infinitely many (p, q) ∈ Z×N with (p, q) = 1. Clearly, W ′(ψ) ⊂
W (ψ). For any approximating function ψ : N → R+ one easily deduces that

m(W ′(ψ)) = 0 if

∞∑

q=1

ϕ(q)
ψ(q)

q
< ∞ .

Here, and throughout, ϕ is the Euler function.

Conjecture 2.1 (Duffin-Schaeffer, 1941). For any function ψ : N → R+

m(W ′(ψ)) = 1 if

∞∑

q=1

ϕ(q)
ψ(q)

q
= ∞ .

Remark 2.6. Let ϑ be given by (2.8). On using the fact that
∑

d|n ϕ(d) = n, it is relatively
easy to show (exercise) that

∞∑

q=1

ϕ(q)
ϑ(q)

q
< ∞ .

Thus, although ϑ provides a counterexample to Khintchine’s Theorem without monotonicity,
it is not a counterexample to the Duffin-Schaeffer Conjecture.

Remark 2.7. It is known that m(W ′(ψ)) = 0 or 1. This is Gallagher’s zero-full law [52] and
is the natural analogue of Cassels’ zero-full law for W (ψ).

Although various partial results have been established (see [58, 90]), the full conjecture is one
of the most difficult and profound unsolved problems in metric number theory. In the case
where ψ is monotonic it is relatively straightforward to show that Khintchine’s Theorem and
the Duffin-Schaeffer Conjecture are equivalent statements (exercise).
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2.3 A limitation of the Lebesgue theory

Let τ > 0 and write W (τ) for W (ψ : q → q−τ ). The set W (τ) is usually referred to as the set
of τ -well approximable numbers. Note that in view of Dirichlet (Theorem 1.2) we have that
W (τ) = I if τ ≤ 1 and so trivially m(W (τ)) = 1 if τ ≤ 1. On the other hand, if τ > 1

∑∞
q=1 q

−τ <∞

and Khintchine’s Theorem implies that m(W (τ)) = 0. So for any τ > 1, the set of τ -
well approximable numbers is of measure zero. We cannot obtain any further information
regarding the ‘size’ of W (τ) in terms of Lebesgue measure — it is always zero. Intuitively,
the ‘size’ of W (τ) should decrease as rate of approximation governed by τ increases. For
example we would expect that W (2015) is “smaller” than W (2) – clearly W (2015) ⊂ W (2)
but Lebesgue measure is unable to distinguish between them. In short, we require a more
delicate notion of ‘size’ than simply Lebesgue measure. The appropriate notion of ‘size’ best
suited for describing the finer measure theoretic structures of W (τ) and indeed W (ψ) is that
of Hausdorff measures.

3 Metric Diophantine approximation: the classical Hausdorff

theory

3.1 Hausdorff measure and dimension

In what follows, a dimension function f : R+ → R+ is a left continuous, monotonic function
such that f(0) = 0. Suppose F is a subset of Rn. Given a ball B in Rn, let r(B) denote the
radius of B. For ρ > 0, a countable collection {Bi} of balls in Rn with r(Bi) ≤ ρ for each i
such that F ⊂ ⋃iBi is called a ρ-cover for F . Define

Hf
ρ(F ) := inf

∑

i

f(r(Bi)),

where the infimum is taken over all ρ-covers of F . Observe that as ρ decreases the class of
allowed ρ-covers of F is reduced and so Hf

ρ(F ) increases. Therefore, the following (finite or
infinite) limit exists

Hf (F ) := lim
ρ→0+

Hf
ρ(F ) = sup

ρ>0
Hf
ρ(F ) ,

and is referred to as the Hausdorff f–measure of F . In the case that

f(r) = rs (s ≥ 0),

the measure Hf is the more common s-dimensional Hausdorff measure Hs, the measure H0

being the cardinality of F . Note that when s is a positive integer, Hs is a constant multiple
of Lebesgue measure in Rs. (The constant is explicitly known!) Thus if the s-dimensional
Hausdorff measure of a set is known for each s > 0, then so is its n-dimensional Lebesgue
measure for each n ≥ 1. The following easy property

Hs(F ) <∞ =⇒ Hs′(F ) = 0 if s′ > s
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implies that there is a unique real point s at which the Hausdorff s-measure drops from infinity
to zero (unless the set F is finite so that Hs(F ) is never infinite). This point is called the
Hausdorff dimension of F and is formally defined as

dimF := inf {s > 0 : Hs(F ) = 0} .

• By the definition of dimF we have that

Hs(F ) =




0 if s > dimF

∞ if s < dimF.

• If s = dimF , then Hs(F ) may be zero or infinite or may satisfy

0 < Hs(F ) <∞;

in this case F is said to be an s-set.

• Let I = [0, 1]. Then dim I = 1 and

2Hs(I) =





0 if s > 1

1 if s = 1

∞ if s < 1.

Thus, 2H1(I) = m(I) and I is an example of a s-set with s = 1. Note that the present
of the factor ‘2’ here is because in the definition of Hausdorff measure we have used the
radii of balls rather than their diameters.

The Hausdorff dimension has been established for many number theoretic sets, e.g. W (τ)
(this is the Jarńık-Besicovitch Theorem discussed below), and is easier than determining the
Hausdorff measure. Further details regarding Hausdorff measure and dimension can be found
in [50, 72].

To calculate dimF (say dimF = α), it is usually the case that we establish the upper
bound dimF ≤ α and lower bound dimF ≥ α separately. If we can exploit a ‘natural’ cover
of F , then upper bounds are usually easier.

Example 3.1. Consider the middle third Cantor set K defined as follows: starting with
I0 = [0, 1] remove the open middle thirds part of the interval. This gives the union of two
intervals [0, 13 ] and [23 , 1]. Then repeat the procedure of removing the middle third part from
each of the intervals in your given collection. Thus, at ‘level’ n of the construction we will
have the union En of 2n closed intervals, each of length 3−n. The middle third Cantor set is
defined by

K =
∞⋂

n=0

En .
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This set consists exactly of all real numbers such that their expansion to the base 3 does not
contain the ‘digit’ 1.

Let {In,j} be the collection of intervals in En. This is a collection of 2n intervals, each of
length 3−n. Naturally, {In,j} is a cover of K. Furthermore, for any ρ > 0 there is a sufficiently
large n such that {In,j} is a ρ-cover of K. It follows that,

Hs
ρ(K) ≤

∑

j

r(In,j)
s ≍ 2n2−s3−ns ≪

(
2

3s

)n
→ 0

as n→ ∞ (i.e. ρ→ 0) if
2

3s
< 1 ⇒ s >

log 2

log 3
.

In other words

Hs(K) = 0 if s >
log 2

log 3
.

It follows from the definition of Hausdorff dimension

dimK = inf{s : Hs(K) = 0}

that dimK 6
log 2
log 3 .

In fact, dimK = log 2
log 3 . To prove that

dimK >
log 2

log 3

we need to work with arbitrary covers of K and this is much harder. Let {Bi} be an arbitrary
ρ-cover with ρ < 1. K is bounded and closed (intersection of closed intervals), i.e. K is
compact. Hence without loss of generality we can assume that {Bi} is finite. For each Bi,
let ri and di denote its radius and diameter respectively, and let k be the unique integer such
that

3−(k+1) 6 di < 3−k. (3.1)

Then Bi intersects at most one interval of Ek as the intervals in Ek are separated by at least
3−k.

If j > k, then Bi intersects at most

2j−k = 2j3−sk 6 2j3sdsi (3.2)

intervals of Ej , where s := log 2
log 3 and the final inequality makes use of (3.1). These are the

intervals that are contained in the unique interval of Ek that intersects Bi.

Now choose j large enough so that

3−(j+1)
6 di ∀Bi ∈ {Bi} .
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This is possible because the collection {Bi} is finite. Then j > k for each Bi and (3.2) is
valid. Furthermore, since {Bi} is a cover of K, it must intersect every interval of Ej. There
are 2j intervals in Ej . Thus

2j = #{I ∈ Ej : ∪Bi ∩ I 6= ∅}
≤
∑

i

#{I ∈ Ej : Bi ∩ I 6= ∅}

≤
∑

i

2j3sdsi .

The upshot is that for any arbitrary cover {Bi}, we have that

2s
∑

rsi ≍
∑

dsi ≥ 3−s =
1

2
.

By definition, this implies that implies Hs(K) ≥ 2−(1+s) and so dimK ≥ log 2
log 3 .

Even for this simple Cantor set example, the lower bound for dimK is much more involved
than the upper bound. This is usually the case and the number theoretic setsW (ψ) andW (τ)
are no exception.

3.2 The Jarńık-Besicovitch Theorem

Recall, the limsup nature of W (ψ); namely that

W (ψ) = lim sup
q→∞

Aq(ψ) :=

∞⋂

t=1

∞⋃

q=t

Aq(ψ)

where

Aq(ψ) =

q⋃

p=0

B
(p
q
,
ψ(q)

q

)
∩ I .

By definition, for each t, the collection of balls B(p/q, ψ(q)/q) associated with the sets Aq(ψ) :
q = t, t + 1, . . . form a cover for W (ψ). Suppose for the moment that ψ is monotonic and
ψ(q) < 1 for q large. Now for any ρ > 0, choose t large enough so that ρ > ψ(t)/t. Then the
balls in {Aq(ψ)}q>t form a ρ cover of W (ψ). Thus,

Hs
ρ

(
W (ψ)

)
≤

∞∑

q=t

q
(
ψ(q)/q

)s → 0

as t→ ∞ (i.e. ρ→ 0) if
∞∑

q=1

q1−sψs(q) <∞ ;

i.e. Hs
(
W (ψ)

)
= 0 if the above s-volume sum converges. Actually, monotonicity on ψ can be

removed (exercise) and we have proved the following Hausdorff measure analogue of Theorem
2.1. Recall, that H1 and one-dimensional Lebesgue measure m are comparable.
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Theorem 3.1. Let ψ : N → R+ be a function and s ≥ 0 such that

∞∑

q=1

q1−sψs(q) <∞.

Then
Hs
(
W (ψ)

)
= 0 .

Now put ψ(q) = q−τ (τ ≥ 1) and notice that for s > 2
τ+1

∞∑

q=1

q1−sψs(q) =
∞∑

q=1

q−(τs+s−1) <∞ .

Then the following statement is a simple consequence of the above theorem and the definition
of Hausdorff dimension.

Corollary 3.1. For τ ≥ 2, we have that dimW (τ) ≤ 2
τ+1 .

Note that the above convergence result and thus the upper bound dimension result, simply
exploit the natural cover associated with the limsup set under consideration. The corollary
constitutes the easy part of the famous Jarńık-Besicovitch Theorem.

Theorem 3.2 (The Jarńık-Besicovitch Theorem). Let τ > 1. Then

dim
(
W (τ)

)
= 2/(τ + 1) .

Jarńık proved the result in 1928. Besicovitch proved the same result in 1932 by completely
different methods. The Jarńık-Besicovitch Theorem implies that

dimW (2) = 2/3 and dimW (2015) = 2/2016

and so W (2015) is “smaller” than W (2) as expected. In view of Corollary 3.1, we need to
establish the lower bound result dim

(
W (τ)

)
≥ 2/(τ + 1) in order to complete the proof of

Theorem 3.2. We will see that this is a consequence of Jarńık’s measure result discussed in
the next section.

The dimension theorem is clearly an excellent result but it gives no information regarding
Hs at the critical exponent d := 2/(τ + 1). By definition

Hs(W (τ)) =




0 if s > d

∞ if s < d

but
Hs(W (τ)) = ? if s = d .

In short, it would be highly desirable to have a Hausdorff measure analogue of Khintchine’s
Theorem.
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3.3 Jarńık’s Theorem

Theorem 3.1 is the easy case of the following fundamental statement in metric Diophantine
approximation. It provides an elegant criterion for the ‘size’ of the set W (ψ) expressed in
terms of Hausdorff measure.

Theorem 3.3 (Jarńık’s Theorem, 1931). Let ψ : N → R+ be a monotonic function and
s ∈ (0, 1). Then

Hs
(
W (ψ)

)
=




0 if

∑∞
q=1 q

1−sψs(q) <∞

∞ if
∑∞

q=1 q
1−sψs(q) = ∞

Remark 3.1. With ψ(q) = q−τ (τ > 1), not only does the above theorem imply that
dimW (τ) = 2/(1 + τ) but it tells us that the Hausdorff measure at the critical exponent
is infinite; i.e.

Hs
(
W (τ)

)
= ∞ at s = 2/(1 + τ) .

Remark 3.2. As in Khintchine’s Theorem, the assumption that ψ is monotonic is only re-
quired in the divergent case. In Jarńık’s original statement, apart from assuming stronger
monotonicity conditions, various technical conditions on ψ and indirectly s were imposed,
which prevented s = 1. Note that even as stated, it is natural to exclude the case s = 1 since

H1
(
W (ψ)

)
≍ m

(
W (ψ)

)
= 1 .

The clear cut statement without the technical conditions was established in [14] and it allows
us to combine the theorems of Khintchine and Jarńık into a unifying statement.

Theorem 3.4 (Khintchine-Jarńık 2006). Let ψ : N → R+ be a monotonic function and
s ∈ (0, 1]. Then

Hs
(
W (ψ)

)
=




0 if

∑∞
q=1 q

1−sψs(q) <∞ ,

Hs(I) if
∑∞

q=1 q
1−sψs(q) = ∞ .

Obviously, the Khintchine-Jarńık Theorem implies Khintchine’s Theorem.

In view of the Mass Transference Principle established in [21] one actually has that

Khintchine’s Theorem =⇒ Jarńık’s Theorem.

Thus, the Lebesgue theory of W (ψ) underpins the general Hausdorff theory. At first glance
this is rather surprising because the Hausdorff theory had previously been thought to be
a subtle refinement of the Lebesgue theory. Nevertheless, the Mass Transference Principle
allows us to transfer Lebesgue measure theoretic statements for limsup sets to Hausdorff
statements and naturally obtain a complete metric theory.
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3.4 The Mass Transference Principle

Let (Ω, d) be a locally compact metric space and suppose there exist constants δ > 0, 0 <
c1 < 1 < c2 <∞ and r0 > 0 such that

c1 r
δ ≤ Hδ(B) ≤ c2 r

δ , (3.3)

for any ball B = B(x, r) with x ∈ Ω and radius r ≤ r0. For the sake of simplicity, the
definition of Hausdorff measure and dimension given in §3.1 is restricted to Rn. Clearly, it
can easily be adapted to the setting of arbitrary metric spaces – see [50, 72]. A consequence
of (3.3) is that

0 < Hδ(Ω) <∞ and dimΩ = δ .

Next, given a dimension function f and a ball B = B(x, r) we define the scaled ball

Bf := B
(
x, f(r)

1
δ

)
.

When f(r) = rs for some s > 0, we adopt the notation Bs, i.e.

Bs := B
(
x, r

s
δ

)

and so by definition Bδ = B.

The Mass Transference Principle [21] allows us to transfer Hδ-measure theoretic state-
ments for limsup subsets of Ω to general Hf -measure theoretic statements. Note that in the
case δ = k ∈ N, the measure Hδ coincides with k-dimensional Lebesgue measure and the
Mass Transference Principle allows us to transfer Lebesgue measure theoretic statements for
limsup subsets of Rk to Hausdorff measure theoretic statements.

Theorem 3.5. Let {Bi}i∈N be a sequence of balls in Ω with r(Bi) → 0 as i→ ∞. Let f be a
dimension function such that x−δf(x) is monotonic. For any ball B ∈ Ω with Hδ(B) > 0, if

Hδ
(
B ∩ lim sup

i→∞
Bf
i

)
= Hδ(B)

then
Hf
(
B ∩ lim sup

i→∞
Bδ
i

)
= Hf (B) .

Remark 3.3. There is one point that is well worth making. The Mass Transference Principle
is purely a statement concerning limsup sets arising from a sequence of balls. There is
absolutely no monotonicity assumption on the radii of the balls. Even the imposed condition
that r(Bi) → 0 as i→ ∞ is redundant but is included to avoid unnecessary tedious discussion.

3.4.1 Khintchine’s Theorem implies Jarńık’s Theorem

First of all let us dispose of the case that ψ(r)/r 9 0 as r → ∞. Then trivially, W (ψ) = I
and the result is obvious. Without loss of generality, assume that ψ(r)/r → 0 as r → ∞.
With respect to the Mass Transference Principle, let Ω = I, d be the supremum norm, δ = 1
and f(r) = rs with s ∈ (0, 1). We are given that

∑
q1−sψ(q)s = ∞. Let θ(r) := q1−sψ(q)s.

Then θ is an approximating function and
∑
θ(q) = ∞. Thus, Khintchine’s Theorem implies

that H1(B∩W (θ)) = H1(B∩ I) for any ball B in R. It now follows via the Mass Transference
Principle that Hs(W (ψ)) = Hs(I) = ∞ and this completes the proof of the divergence part
of Jarńık’s Theorem. As we have already seen, the convergence part is straightforward.
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3.4.2 Dirichlet’s Theorem implies the Jarńık-Besicovitch Theorem

Dirichlet’s theorem (Theorem 1.2) states that for any irrational x ∈ R, there exist infinitely
many reduced rationals p/q (q > 0) such that |x − p/q| ≤ q−2; i.e. W (1) = I. Thus, with
f(r) := rd (d := 2/(1 + τ)) the Mass Transference Principle implies that Hd(W (τ)) = ∞.
Hence dimW (τ) ≥ d. The upper bound is trivial. Note that we have actually proved a lot
more than the Jarńık-Besicovitch theorem. We have proved that the s–dimensional Hausdorff
measure Hs of W (τ) at the critical exponent s = d is infinite.

3.5 The Generalised Duffin-Schaeffer Conjecture

As with Khintchine’s Theorem, it is natural to seek an appropriate statement in which one
removes the monotonicity condition in Jarńık’s Theorem. In the case of Khintchine’s Theo-
rem, the appropriate statement is the Duffin-Schaeffer Conjecture – see §2.2.1. With this in
mind, we work with the set W ′(ψ) in which the coprimeness condition (p, q) = 1 is imposed
on the rational approximates p/q. For any function ψ : N → R+ and s ∈ (0, 1] it is easily
verified that

Hs
(
W (ψ)

)
= 0 if

∞∑

q=1

ϕ(q)
(ψ(q)

q

)s
< ∞ .

In the case the above s-volume sum diverges it is reasonable to believe in the truth of the
following Hausdorff measure version of the Duffin-Schaeffer Conjecture [21].

Conjecture 3.1 (Generalised Duffin-Schaeffer Conjecture, 2006). For any function ψ : N →
R+ and s ∈ (0, 1]

Hs
(
W ′(ψ)

)
= Hs

(
I
)

if

∞∑

q=1

ϕ(q)
(ψ(q)

q

)s
= ∞ .

Remark 3.4. If s = 1, then H1(I) = m(I) and Conjecture 3.1 reduces to the Lebesgue measure
conjecture of Duffin & Schaeffer (Conjecture 2.1).

Remark 3.5. In view of the Mass Transference Principle, it follows that

Conjecture 2.1 =⇒ Conjecture 3.1

Exercise: Prove the above implication.

4 The higher dimensional theory

We start with a generalisation of Theorem 1.1 to simultaneous approximation in Rn.

Theorem 4.1 (Dirichlet in Rn). Let (i1, . . . , in) be any n-tuple of numbers satisfying

0 < i1, . . . , in < 1 and

n∑

t=1

it = 1 . (4.1)
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Then, for any x = (x1, . . . , xn) ∈ Rn and N ∈ N, there exists q ∈ Z such that

max{‖qx1‖1/i1 , . . . , ‖qxn‖1/in } < N−1 and 1 ≤ q ≤ N . (4.2)

Remark 4.1. The symmetric case corresponding to i1 = . . . = in = 1/n is the more familiar
form of the theorem. In this symmetric case, when N is an n’th power, the one-dimensional
proof using the pigeon-hole principle can be easily adapted to prove the associated statement
(exercise). The above general form is a neat consequence of a fundamental theorem in the
geometry of numbers; namely Minkowski’s theorem for systems of linear forms – see §4.1
below. At this point simply observe that for a fixed q the first inequality in (4.2) corresponds
to considering rectangles centered at rational points

(p1
q
, . . . ,

pn
q

)
of sidelength

2

qN i1
, . . . ,

2

qN in
respectively .

Now the shape of the rectangles are clearly governed by (i1, . . . , in). However the volume is
not. Indeed, for any (i1, . . . , in) satisfying (4.1), the n-dimensional Lebesgue measure mn of
any rectangle centered at a rational point with denominator q is 2nq−nN−1.

4.1 Minkowski’s Linear Forms Theorem

We begin by introducing various terminology and establishing Minkowski’s theorem for convex
bodies.

Definition 4.1. A subset B of Rn is said to be convex if for any two points x,y ∈ B

{
λx+ (1− λ)y : 0 ≤ λ ≤ 1

}
⊂ B ,

that is the line segment joining x and y is contained in B. A convex body in Rn is a bounded
convex set.

Definition 4.2. A subset B in Rn is said to be symmetric about the origin if for every x ∈ B
we have that −x ∈ B.

The following is a simple but nevertheless powerful observation concerning symmetric
convex bodies.

Theorem 4.2 (Minkowski’s Convex Body Theorem). Let B be a convex body in Rn symmetric
about the origin. If vol(B) > 2n then B contains a non-zero integer point.

Proof. The following proof is attributed to Mordell. For m ∈ N let A(m,B) = {a ∈ Zm :
a/m ∈ B} . Then we have that

lim
m→∞

m−n#A(m,B) = vol(B) .

Since vol(B) > 2n, there is a sufficiently large m such that m−n#A(m,B) > 2n, that is
#A(m,B) > (2m)n. Since there are 2m different residue classes modulo 2m and each point
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in A(Q,m) has n coordinates, there are two distinct points in A(Q,m), say a = (a1, . . . , an)
and b = (b1, . . . , bn) such that

ai ≡ bi (mod 2m) for each i = 1, . . . , n .

Hence

z =
1

2

a

m
+

1

2

(
− b

m

)
=

a− b

2m
∈ Zn \ {0} .

Since B is symmetric about the origin, −b/m ∈ B and since B is convex z ∈ B. The proof
is complete.

The above convex body result enables us to prove the following extremely useful statement.

Theorem 4.3 (Minkowski’s theorem for systems of linear forms). Let βi,j ∈ R, where 1 ≤
i, j ≤ k, and let C1, . . . , Ck > 0. If

|det(βi,j)1≤i,j≤k| ≤
k∏

i=1

Ci, (4.3)

then there exists a non-zero integer point x = (x1, . . . , xk) such that

{
|x1βi,1 + · · · + xkβi,k| < Ci (1 ≤ i ≤ k − 1)

|x1βk,1 + · · ·+ xnβk,k| ≤ Ck
(4.4)

Proof. The set of (x1, . . . , xk) ∈ Rk satisfying (4.4) is a convex body symmetric about the
origin. First consider the case when det(βi,j)1≤i,j≤k 6= 0 and (4.3) is strict. Then

vol(B) =

∏k
i=1(2Ci)

|det(βi,j)1≤i,j≤k|
> 2n .

Then, by Theorem 4.2, the body contains a non-zero integer point (x1, . . . , xk) as required.

If det(βi,j)1≤i,j≤k = 0 then B is unbounded and has infinite volume. Then there exists
a sufficiently large m ∈ N such that Bm = B ∩ [−m,m] has volume vol(Bm) > 2n. Next,
Bm is convex and symmetric about the origin, since it is the intersection of 2 sets with these
properties. Again, by Theorem 4.2, Bm contains a non-zero integer point (x1, . . . , xk). Since
Bm ⊂ B we again get the required statement.

Finally, consider the situation when (4.3) is an equation. In this case det(βi,j)1≤i,j≤k 6= 0.
Define Cεk = Ck + ε for some ε > 0. Then

|det(βi,j)1≤i,j≤k| <
k−1∏

i=1

Ci × Cεk (4.5)

and by what we have already shown there exists a non-zero integer solution xε = (x1, . . . , xk)
to the system {

|x1βi,1 + · · ·+ xkβi,k| < Ci (1 ≤ i ≤ k − 1)

|x1βk,1 + · · · + xnβk,k| ≤ Cεk .
(4.6)
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For ε ≤ 1 all the points xε satisfy (4.6) with ε = 1. That is they lie in a bounded body.
Hence, there are only finitely many of them. Therefore there is a sequence εi tending to 0
such that xεi are all the same, say x0. On letting i→ ∞ within (4.6) we get that (4.4) holds
with x = x0.

It is easily verified that Theorem 4.1 (Dirichlet in Rn) is an immediate consequence of
Theorem 4.3 with k = n+ 1 and

Ct = N−it (1 ≤ t ≤ k − 1) and Ck = N

and

(βi,j) =




−1 0 0 . . . α1

0 −1 0 . . . α2

0 0 −1 . . .
...

. . . αn
0 0 0 . . . 1



.

Another elegant application of Theorem 4.3 is the following statement.

Corollary 4.1. For any (α1, . . . , αn) ∈ Rn and any real N > 1, there exist q1, . . . , qn, p ∈ Z

such that
|q1α1 + · · ·+ qnα− p| < N−n and 1 ≤ max

1≤i≤n
|qi| ≤ N .

In particular, there exist infinitely many ((q1, . . . , qn), p) ∈ Zn \ {0} × Z such that

|q1α1 + · · ·+ qnα− p| <
(
max
1≤i≤n

|qi|
)−n

.

Proof. Exercise

4.2 Bad in Rn

An important consequence of Dirichlet’s theorem (Theorem 4.1) is the following higher di-
mensional analogue of Theorem 1.2.

Theorem 4.4. Let (i1, . . . , in) be any n-tuple of real numbers satisfying (4.1). Let x =
(x1, . . . , xn) ∈ Rn. Then there exist infinitely many integers q > 0 such that

max{‖qx1‖1/i1 , . . . , ‖qxn‖1/in } < q−1 . (4.7)

Now just as in the one-dimensional setup we can ask the following natural question.

Question. Can we replace the right-hand side of (4.7) by ǫq−1 where ǫ > 0 is arbitrary?

No. For any (i1, . . . , in) satisfying (4.1), there exists (i1, . . . , in)-badly approximable
points.
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Denote by Bad(i1, . . . , in) the set of (i1, . . . , in)-badly approximable points; that is the set of
(x1, . . . , xn) ∈ Rn such that there exists a positive constant c(x1, . . . , xn) > 0 so that

max{‖qx1‖1/i1 , . . . , ‖qxn‖1/in } > c(x1, . . . , xn) q
−1 ∀q ∈ N .

Remark 4.2. Let n = 2 and note that if (x, y) ∈ Bad(i, j) for some pair (i, j), then it would
imply that

lim inf
q→∞

q‖qx‖‖qy‖ = 0.

Hence ∩i+j=1Bad(i, j) = ∅ would imply that Littlewood’s Conjecture is true. We will return
to this famous conjecture in §4.4.
Remark 4.3. Geometrically speaking, Bad(i1, . . . , in) consists of points x ∈ Rn that avoid
all rectangles of size ci1q−(1+i1) × . . .× cinq−(1+in) centred at rational points (p1/q, . . . , pn/q)
with c = c(x) sufficiently small. Note that in the symmetric case i1 = . . . = in = 1/n,
the rectangles are squares (or essentially balls) and this makes a profound difference when
investigating the ‘size’ of Bad(i1, . . . , in) – it makes life significantly easier!

Perron [74] in 1921 observed that (x, y) ∈ Bad(12 ,
1
2) whenever x and y are linearly inde-

pendent numbers in a cubic field; e.g x = cos 2π
7 , y = cos 4π

7 . Thus, certainly Bad(12 ,
1
2) is not

the empty set. It was shown by Davenport in 1954 that Bad(12 ,
1
2) is uncountable and later

in [42] he gave a simple and more illuminating proof of this fact. Furthermore, the ideas in
his 1964 paper show that Bad(i1, . . . , in) is uncountable. In 1966, Schmidt [85] showed that
in the symmetric case the corresponding set Bad( 1n , . . . ,

1
n) is of full Hausdorff dimension. In

fact, Schmidt proved the significantly stronger statement that the symmetric set is winning
in the sense of his now famous (α, β)-games (see §7.2 below). Almost forty years later it was
proved in [77] that

dimBad(i1, . . . , in) = n .

Now let us return to the symmetric case of Theorem 4.4. It implies that every point
x = (x1, . . . , xn) ∈ Rn can be approximated by rational points (p1/q, . . . pn/q) with rate of

approximation given by q−(1+ 1
n
). The above discussion shows that this rate of approximation

cannot in general be improved by an arbitrary constant—Bad( 1n , . . . ,
1
n) is non-empty. How-

ever, if we exclude a set of real numbers of measure zero, then from a measure theoretic point
of view the rate of approximation can be improved, just as in the one-dimensional setup.

4.3 Higher dimensional Khintchine

Let In := [0, 1)n denote the unit cube in Rn and for x = (x1, . . . , xn) ∈ Rn let

‖qx‖ := max
1≤i≤n

‖qxi‖ .

Given ψ : N → R+, let

W (n,ψ) := {x ∈ In : ‖qx‖ < ψ(q) for infinitely many q ∈ N}
denote the set of simultaneously ψ-well approximable points x ∈ In. Thus, a point x ∈ In is
ψ-well approximable if there exist infinitely many rational points

(p1
q
, . . . ,

pn
q

)
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with q > 0, such that the inequalities

∣∣∣xi −
pi
q

∣∣∣ < ψ(q)

q

are simultaneously satisfied for 1 ≤ i ≤ n. For the same reason as in the n = 1 case there
is no loss of generality in restricting our attention to the unit cube. In the case ψ : q → q−τ

with τ > 0, we writeW (n, τ) for W (n,ψ). The set W (n, τ) is the set of simultaneously τ -well
approximable numbers. Note that in view of Theorem 4.4 we have that

W (n, τ) = In if τ ≤ 1

n
. (4.8)

The following is the higher dimensional generalisation of Theorem 2.3 to simultaneous
approximation. Throughout, mn will denote n-dimensional Lebesgue measure.

Theorem 4.5 (Khintchine’s Theorem in Rn). Let ψ : N → R+ be a monotonic function.
Then

mn(W (n,ψ)) =





0 if
∑∞

q=1 ψ
n(q) <∞ ,

1 if
∑∞

q=1 ψ
n(q) = ∞ .

Remark 4.4. The convergent case is a straightforward consequence of the Convergence Borel-
Cantelli Lemma and does not require monotonicity.

Remark 4.5. The divergent case is the main substance of the theorem. When n ≥ 2, a
consequence of a theorem of Gallagher [54] is that the monotonicity condition can be dropped.
Recall, that in view of the Duffin-Schaeffer counterexample (see §2.2.1) the monotonicity
condition is crucial when n = 1.

Remark 4.6. Theorem 4.5 implies that

mn(W (n,ψ)) = 1 if ψ(q) = 1/(q log q)
1
n .

Thus, from a measure theoretic point of view the ‘rate’ of approximation given by Theorem
4.4 can be improved by (logarithm)

1
n .

Remark 4.7. Theorem 4.5 implies that mn(Bad( 1n , . . . ,
1
n)) = 0.

Remark 4.8. For a generalisation of Theorem 4.5 to Hausdorff measures—that is, the higher
dimension analogue of Theorem 3.4 (Khintchine-Jarńık Theorem))—see Theorem 4.12 with
m = 1 in §4.6. Also, see §5.3.1.

In view of Remark 4.5, one may think that there is nothing more to say regarding the
Lebesgue theory of ψ-well approximable points in Rn. After all, for n ≥ 2 we do not even
require monotonicity in Theorem 4.5. For ease of discussion let us restrict our attention to
the plane R2 and assume that the n-volume sum in Theorem 4.5 diverges. So we know that
almost all points (x1, x2) are ψ-well approximable but it tells us nothing for a given fixed x1.
For example, are there any points (

√
2, x2) ∈ R2 that are ψ-well approximable? This will be

discussed in §4.5 and the more general question of approximating points on a manifold will
be the subject of §6.
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4.4 Multiplicative approximation: Littlewood’s Conjecture

For any pair of real numbers (α, β) ∈ I2, there exist infinitely many q ∈ N such that

‖qα‖ ‖qβ‖ ≤ q−1 .

This is a simple consequence of Theorem 4.4 or indeed the one-dimensional Dirichlet theorem
and the trivial fact that ‖x‖ < 1 for any x. For any arbitrary ǫ > 0, the problem of whether
or not the statement remains true by replacing the right-hand side of the inequality by ǫ q−1

now arises. This is precisely the content of Littlewood’s conjecture.

Littlewood’s Conjecture . For any pair (α, β) ∈ I2,

lim inf
q→∞

q ||qα|| ||qβ|| = 0 .

Equivalently, for any pair (α, β) ∈ I2 there exist infinitely many rational points (p1/q, p2/q)
such that ∣∣∣α− p1

q

∣∣∣
∣∣∣β − p2

q

∣∣∣ < ǫ

q3
(ǫ > 0 arbitrary) .

Thus geometrically, the conjecture states that every point in the (x, y)-plane lies in infinitely
many hyperbolic regions given by |x| · |y| < ǫ/q3 centred at rational points.

The analogous conjecture in the one-dimensional setting is false—Hurwitz’s theorem tells
us that the set Bad is nonempty. However, in the multiplicative situation the problem is still
open.

We make various simple observations:

(i) The conjecture is true for pairs (α, β) when either α or β are not in Bad. Suppose β /∈ Bad
and consider its convergents pn/qn. It follows from the right-hand side of inequality (1.8) that
qn||qnα|| ||qnβ|| ≤ 1/an+1 for all n. Since β is not badly approximable the partial quotients
ai are unbounded and the conjecture follows. Alternatively, by definition if β /∈ Bad, then
lim infq→∞ q ||qβ|| = 0 and we are done. See also Remark 4.2.

(ii) The conjecture is true for pairs (α, β) when either α or β lie in a set of full Lebesgue
measure. This follows at once from Khintchine’s theorem. In fact, one has that for all α and
almost all β ∈ I,

q log q ‖qα‖ ‖qβ‖ ≤ 1 for infinitely many q ∈ N (4.9)

or even
lim inf
q→∞

q log q ||qα|| ||qβ|| = 0 .

We now turn our attention to ‘deeper’ results regarding Littlewood.

Theorem (Cassels&Swinnerton-Dyer, 1955). If α, β are both cubic irrationals in the
same cubic field then Littlewood’s Conjecture is true.
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This was subsequently strengthened by Peck [73].

Theorem (Peck, 1961). If α, β are both cubic irrationals in the same cubic field then
(α, β) satisfy (4.9) with the constant 1 on the right hand side replaced by a positive constant
dependent on α and β.

In view of (ii) above, when dealing with Littlewood we can assume without loss of generality
that both α and β are in Bad. As mentioned in Chapter 1, it is conjectured (the Folklore
Conjecture) that the only algebraic irrationals which are badly approximable are the quadratic
irrationals. Of course, if this conjecture is true then the Cassels & Swinnerton–Dyer result
follows immediately. On restricting our attention to just badly approximable pairs we have
the following statement [76].

Theorem PV (2000). Given α ∈ Bad we have that

dim
(
{β ∈ Bad : (α, β) satisfy (4.9)}

)
= 1 .

Regarding, potential counterexamples to Littlewood we have the following elegant state-
ment [49].

Theorem EKL (2006). dim
(
{(α, β) ∈ I2 : lim inf

q→∞
q ||qα|| ||qβ|| > 0}

)
= 0.

Now let us turn our attention to non-trivial, purely metrical statements regarding Little-
wood. The following result due to Gallagher [53] is the analogue of Khintchine’s simultaneous
approximation theorem (Theorem 4.5) within the multiplicative setup. Given ψ : N → R+

let

W×(n,ψ) := {x ∈ In : ‖qx1‖ . . . ‖qxn‖ < ψ(q) for infinitely many q ∈ N} (4.10)

denote the set of multiplicative ψ-well approximable points x ∈ In.

Theorem 4.6 (Gallagher, 1962). Let ψ : N → R+ be a monotonic function. Then

mn(W
×(n,ψ)) =





0 if
∑∞

q=1 ψ(q) log
n−1 q <∞ ,

1 if
∑∞

q=1 ψ(q) log
n−1 q = ∞ .

Remark 4.9. In the case of convergence, we can remove the condition that ψ is monotonic if
we replace the above convergence condition by

∑
ψ(q) | log ψ(q)|n−1 < ∞ ; see [16] for more

details.

An immediate consequence of Gallagher’s Theorem is that almost all (α, β) beat Little-
wood’s Conjecture by ‘log squared’; equivalently, almost surely Littlewood’s Conjecture is
true with a ‘log squared’ factor to spare.

Corollary 4.2. For almost all (α, β) ∈ R2

lim inf
q→∞

q log2 q ||qα|| ||qβ|| = 0 . (4.11)
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Recall, that this is beyond the scope of what Khintchine’s theorem can tell us; namely
that

lim inf
q→∞

q log q ||qα|| ||qβ|| = 0 ∀ α ∈ R and for almost all β ∈ R . (4.12)

However the extra log factor in the corollary comes at a cost of having to sacrifice a set of
measure zero on the α side. As a consequence, unlike with (4.12) which is valid for any α,
we are unable to claim that the stronger ‘log squared’ statement (4.11) is true for say when
α =

√
2. Obviously, the role of α and β in (4.12) can be reversed. This raises the natural

question of whether (4.11) holds for every α. If true, it would mean that for any α we still
beat Littlewood’s Conjecture by ‘log squared’ for almost all β.

4.4.1 Gallagher on fibers

The following result is established in [17].

Theorem 4.7. Let α ∈ I and ψ : N → R+ be a monotonic function such that

∞∑

q=1

ψ(q) log q = ∞ (4.13)

and such that
∃ δ > 0 lim inf

n→∞
q3−δn ψ(qn) ≥ 1 , (4.14)

where qn denotes the denominators of the convergents of α. Then for almost every β ∈ I,
there exists infinitely many q ∈ N such that

‖qα‖ ‖qβ‖ < ψ(q) . (4.15)

Remark 4.10. Condition (4.14) is not particularly restrictive. It holds for all α with Diophan-
tine exponent τ(α) < 3. By definition,

τ(x) = sup{τ > 0 : ‖qα‖ < q−τ for infinitely many q ∈ N} .

Recall that by the Jarńık-Besicovitch theorem (Theorem 3.2), the complement is of relatively
small dimension; namely dim{α ∈ R : τ(α) ≥ 3} = 1

2 .

The theorem can be equivalently formulated as follows. Working within the (x, y)-plane, let
Lx denote the line parallel to the y-axis passing through the point (x, 0). Then, given α ∈ I,
Theorem 4.7 simply states that

m1(W
×(2, ψ) ∩ Lα) = 1 if ψ statisfies (4.13) and (4.14).

An immediate consequence of the theorem is that (4.11) holds for every α as desired.

Corollary 4.3. For every α ∈ R one has that

lim inf
q→∞

q log2 q ||qα|| ||qβ|| = 0 for almost all β ∈ R .
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Pseudo sketch proof of Theorem 4.7. Given α and ψ, rewrite (4.15) as follows:

‖qβ‖ < Ψα(q) where Ψα(q) :=
ψ(q)

‖qα‖ . (4.16)

We are given (4.13) rather than the above divergent sum condition. So we need to show that

∞∑

q=1

ψ(q) log q = ∞ =⇒
∞∑

q=1

Ψα(q) = ∞ . (4.17)

This follows (exercise) on using partial summation together with the following fact established
in [17]. For any irrational α and Q ≥ 2

Q∑

q=1

1

‖qα‖ ≥ 2Q logQ . (4.18)

This lower bound estimate strengthens a result of Schmidt [84] – his result is for almost all α
rather than all irrationals. Now, if Ψα(q) was a monotonic function of q we could have used
Khintchine’s Theorem, which would then imply that

m1(W (Ψα)) = 1 if
∞∑

q=1

Ψα(q) = ∞ . (4.19)

Unfortunately, Ψα is not monotonic. Nevertheless, the argument given in [17] overcomes this
difficulty.

⊠

It is worth mentioning that Corollary 4.3 together with Peck’s theorem and Theorem
PV adds weight to the argument made in [8] for the following strengthening of Littlewood’s
Conjecture.

Conjecture 4.1. For any pair (α, β) ∈ I2,

lim inf
q→∞

q log q ||qα|| ||qβ|| < +∞ .

Furthermore, it is argued in [8] that the natural analogue of Bad within the multiplicative
setup is the set:

Mad := {(α, β) ∈ R2 : lim inf
q→∞

q · log q · ||qα|| · ||qβ|| > 0}.

Note that Badziahin [4] has proven that there is a set of (α, β) of full Hausdorff dimension
such that

lim inf
q→∞

q · log q · log log q · ||qα|| · ||qβ|| > 0 .

Regarding the convergence counterpart to Theorem 4.7, the following statement is estab-
lished in [17].
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Theorem 4.8. Let α ∈ R be any irrational real number and let ψ : N → R+ be such that

∞∑

q=1

ψ(q) log q < ∞

Furthermore, assume either of the following two conditions :

(i) n 7→ nψ(n) is decreasing and

N∑

n=1

1

n‖nα‖ ≪ (logN)2 for all N ≥ 2 ; (4.20)

(ii) n 7→ ψ(n) is decreasing and

N∑

n=1

1

‖nα‖ ≪ N logN for all N ≥ 2 . (4.21)

Then for almost all β ∈ R, there exist only finitely many n ∈ N such that

‖nα‖ ‖nβ‖ < ψ(n) . (4.22)

The behaviour of the sums (4.20) and (4.21) is explicitly studied in term of the continued
fraction expansion of α. In particular, it is shown in [17] that (4.20) holds for almost all real
numbers α while (4.21) fails for almost all real numbers α. An intriguing question formulated
in [17] concerns the behaviour of the above sums for algebraic α of degree ≥ 3. In particular,
it is conjectured that (4.20) is true for any real algebraic number α of degree ≥ 3. As is shown
in [17], this is equivalent to the following statement.

Conjecture 4.2. For any algebraic α = [a0; a1, a2, . . . ] ∈ R \Q, we have that

n∑

k=1

ak ≪ n2 .

Remark 4.11. Computational evidence for specific algebraic numbers does support this con-
jecture [34].

4.5 Khintchine on fibers

In this section we look for a strengthening of Khintchine simultaneous theorem (Theorem 4.5)
akin to the strengthening of Gallagher’s multiplicative theorem described above in §4.4.1. For
ease of discussion, we begin with the case that n = 2 and whether or not Theorem 4.5 remains
true if we fix α ∈ I. In other words, if Lα is the line parallel to the y-axis passing through the
point (α, 0) and ψ is monotonic, then is it true that

m1(W (2, ψ) ∩ Lα) =





0 if
∑∞

q=1 ψ
2(q) <∞

1 if
∑∞

q=1 ψ
2(q) = ∞

????
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The question marks are deliberate. They emphasize that the above statement is a question
and not a fact or a claim. Indeed, it is easy to see that the convergent statement is false.
Simply take α to be rational, say, α = a

b . Then, by Dirichlet’s theorem, for any β there exist
infinitely many q ∈ N such that ‖qβ‖ < q−1 and so it follows that

‖bqβ‖ < b

q
=
b2

bq
and ‖bqα‖ = 0 <

b2

bq
.

This shows that every point on the rational vertical line Lα is ψ(q) = b2q−1 - approximable
and so

m1(W (2, ψ) ∩ Lα) = 1 but

∞∑

q=1

ψ2(q) =

∞∑

q=1

b4q−2 <∞ .

Now, concerning the divergent statement, we claim it is true.

Conjecture 4.3. Let ψ : N → R+ be a monotonic function and α ∈ I. Then

m1(W (2, ψ) ∩ Lα) = 1 if

∞∑

q=1

ψ2(q) = ∞ . (4.23)

In order to state the current results, we need the notion of the Diophantine exponent of
a real number. For x ∈ Rn, we let

τ(x) := sup{τ : x ∈W (n, τ)} (4.24)

denote the Diophantine exponent of x. A word of warning, this notion of Diophantine expo-
nent should not be confused with the Diophantine exponents introduced later in §4.6.1. Note
that in view of (4.8), we always have that τ(x) ≥ 1/n. In particular, for α ∈ R we have that
τ(α) ≥ 1. The following result is established in [79].

Theorem 4.9 (F. Ramı́rez, D. Simmons, F. Süess). Let ψ : N → R+ be a monotonic function
and α ∈ I.

A. If τ(α) < 2, then (4.23) is true.

B. If τ(α) > 2 and for ǫ > 0, ψ(q) > q−
1
2
−ǫ for q large enough, then W (2, ψ)∩Lα = I2∩Lα.

In particular, m1(W (2, ψ) ∩ Lα) = 1.

Remark 4.12. Though we have only stated it for lines in the plane, Theorem 4.9 is actually
true for lines in Rn. There, we fix an (n − 1)-tuple of coordinates α = (α1, . . . , αn−1), and
consider the line Lα ⊂ Rn. We obtain the same result, with a “cut-off” at n in the dual
Diophantine exponent of α ∈ Rn−1. The dual Diophantine exponent τ∗(x) of a vector x ∈ Rn

is defined similarly to the (simultaneous) Diophantine exponent, defined above by (4.24), and
in the case of numbers (i.e., one-dimensional vectors), the two notions coincide – see §4.6.1
for the formal definition of τ∗(x).
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Remark 4.13. This cut-off in Diophantine exponent, which in Theorem 4.9 happens at τ(α) =
2, seems quite unnatural: why should real numbers with Diophantine exponent 2 be special?
Still, such points are inaccessible to our methods. We will see the obstacle in the counting
estimate (4.26) which is used for the proof of Part A and is unavailable for τ(α) = 2, and in
our application of Khintchine’s Transference Principle for the proof of Part B.

Remark 4.14. Note that in Part B, the ‘in particular’ full measure conclusion is immediate
and does not even require the divergent sum condition associated with (4.23).

Regarding the natural analogous conjecture for higher-dimensional subspaces, we have
the following statement from [79] which provides a complete solution in the case of affine
co-ordinate subspaces of dimension at least two.

Theorem 4.10. Let ψ : N → R+ be a monotonic function and given α ∈ In−d where
2 ≤ d ≤ n− 1, let Lα := {α} × Rd. Then

md(W (n,ψ) ∩ Lα) = 1 if
∞∑

q=1

ψn(q) = ∞ . (4.25)

Remark 4.15. Notice that Theorem 4.10 requires d ≥ 2, thereby excluding lines in Rn. In this
case, the obstacle is easy to describe: the proof of Theorem 4.10 relies on Gallagher’s extension
of Khintchine’s theorem, telling us that the monotonicity assumption can be dropped in higher
dimensions (see Remark 4.5). In the proof of Theorem 4.10 we find a natural way to apply
this directly to the fibers, therefore, we must require d ≥ 2.

But this is again only a consequence of the chosen method of proof, and not necessarily
a reflection of reality. Indeed, Theorem 4.9 (and its more general version for lines in Rn)
suggests that we should be able to relax Theorem 4.10 to include the case where d = 1.

Remark 4.16. The case when d = n− 1 was first treated in [78]. There, a number of results
are proved in the direction of Theorem 4.10, but with various restrictions on Diophantine
exponent, or on the approximating function.

Regarding the proof of Theorem 4.9, Part B makes use of Khintchine’s Transference
Principle (see §4.6.1 below) while the key to establishing Part A is the following measure
theoretic statement (cf. Theorem 1.3) and ubiquity (see §5 below).

Proposition 4.1. Let ψ : N → R+ be a monotonic function such that for all ǫ > 0 we have
ψ(q) > q−

1
2
−ǫ for all q large enough. Let α ∈ R be a number with Diophantine exponent

τ(α) < 2. Then for any 0 < ǫ < 1 and integer k ≥ k0(ǫ), we have that

m1




⋃

kn−1<q≤kn:
‖qα‖≤ψ(kn)

q⋃

p=0

B
(
p
q ,

k
k2nψ(kn)

)

 ≥ 1− ǫ .

Remark 4.17. Note that within the context of Theorem 4.9, since α is fixed it is natural to
consider only those q ∈ N for which ‖qα‖ ≤ ψ(q) when considering solutions to the inequality
‖qβ‖ ≤ ψ(q). In other words, if we let

Aα(ψ) := {q ∈ N : ‖qα‖ ≤ ψ(q)}
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then by definition

W (2, ψ) ∩ Lα = {(α, β) ∈ Lα ∩ I2 : ‖qβ‖ ≤ ψ(q) for infinitely many q ∈ Aα(ψ)} .

It is clear that the one-dimensional Lebesgue measure m1 of this set is the same as that of

{β ∈ I : ‖qβ‖ ≤ ψ(q) for infinitely many q ∈ Aα(ψ)} .

Sketch proof of Proposition 4.1. In view of Minkowski’s theorem for systems of linear
forms, for any (α, β) ∈ R2 and integer N ≥ 1, there exists an integer q ≥ 1 such that

‖qα‖ ≤ ψ(N)

‖qβ‖ ≤ 1

N ψ(N)

q ≤ N .

The desired statement follows on exploiting this with N = kn together with the following
result which is a consequence of a general counting result established in [17]: given ψ and α
satisfying the conditions imposed in Proposition 4.1, then for n sufficiently large

#{q ≤ kn−1 : ‖qα‖ ≤ ψ(kn)} ≤ 31ψ(kn) kn−1 . (4.26)

(An analogous count is established in [79] for vectors α ∈ Rn−1.) Exercise: Fill in the details
of the above sketch.

⊠

4.6 Dual approximation and Khintchine’s Transference

Instead of simultaneous approximation by rational points as considered in the previous section,
one can consider the closeness of the point x = (x1, . . . , xm) ∈ Rm to rational hyperplanes
given by the equations q · x = p with p ∈ Z and q ∈ Zm. The point x ∈ Rn will be called
dually ψ-well approximable if the inequality

|q · x− p| < ψ(|q|)

holds for infinitely many (p,q) ∈ Z×Zm with |q| := |q|∞ = max{|q1|, . . . , |qm|} > 0. The set
of dually ψ-approximable points in Im will be denoted by W ∗(m,ψ). In the case ψ : q → q−τ

with τ > 0, we write W ∗(m, τ) for W ∗(m,ψ). The set W ∗(n, τ) is the set of dually τ -well
approximable numbers. Note that in view of Corollary 4.1 we have that

W ∗(m, τ) = Im if τ ≤ m. (4.27)

The simultaneous and dual forms of approximation are special cases of a system of linear
forms, covered by a general extension due to A. V. Groshev (see [90]). This treats real
m × n matrices X, regarded as points in Rmn, which are ψ-approximable. More precisely,
X = (xij) ∈ Rmn is said to be ψ-approximable if the inequality

‖qX‖ < ψ(|q|)
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is satisfied for infinitely many q ∈ Zm. Here qX is the system

q1x1j + · · ·+ qmxm,j (1 ≤ j ≤ n)

of n real linear forms in m variables and ‖qX‖ := max1≤j≤n ‖q · X(j)‖, where X(j) is the
j’th column vector of X. As the set of ψ-approximable points is translation invariant under
integer vectors, we can restrict attention to the mn-dimensional unit cube Imn. The set of
ψ-approximable points in Imn will be denoted by

W (m,n, ψ) := {X ∈ Imn : ‖qX‖ < ψ(|q|) for infinitely many q ∈ Zm}.

Thus, W (n,ψ) = W (1, n, ψ) and W ∗(m,ψ) = W (m, 1, ψ). The following result naturally
extends Khintchine’s simultaneous theorem to the linear forms setup. For obvious reasons,
we write |X|mn rather thanmmn(X) formn-dimensional Lebesgue measure of a set X ⊂ Rmn.

Theorem 4.11 (Khintchine-Groshev, 1938). Let ψ : N → R+. Then

|W (m,n, ψ)|mn =





0 if
∞∑

r=1

rm−1ψ(r)n <∞,

1 if

∞∑

r=1

rm−1ψ(r)n = ∞ and ψ is monotonic.

The counterexample due to Duffin and Schaeffer mentioned in §2.2.1 means that the
monotonicity condition cannot be dropped from Groshev’s theorem when m = n = 1. To
avoid this situation, let mn > 1. Then for m = 1, we have already mentioned (Remark 4.5)
that the monotonicity condition can be removed. Furthermore, the monotonicity condition
can also be removed for m > 2 – see [13, Theorem 8] and [90, Theorem 14]. The m =
2 situation was resolved only recently in [27], where it was shown that the monotonicity
condition can be safely removed. The upshot of this discussion is that we only require the
monotonicity condition in the Khintchine-Groshev theorem in the case when mn = 1.

Naturally, one can ask for a Hausdorff measure generalisation of the Khintchine-Groshev
theorem. The following is such a statement and as one should expect it coincides with
Theorem 3.4 when m = n = 1. In the simultaneous case (m = 1), the result was alluded to
within Remark 4.8 following the simultaneous statement of Khintchine’s theorem.

Theorem 4.12. Let ψ : N → R+. Then

Hs(W (m,n, ψ)) =





0 if

∞∑

r=1

rm(n+1)−1−sψ(r)s−n(m−1) <∞ ,

Hs(Imn) if

∞∑

r=1

rm(n+1)−1−sψ(r)s−n(m−1) = ∞

and ψ is monotonic .

This Hausdorff theorem follows from the corresponding Lebesgue statement in the same
way that Khintchine’s theorem implies Jarńık’s theorem via the Mass Transference Principle—
see §3.4.1. The Mass Transference Principle introduced in §3.4 deals with lim sup sets which
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are defined by a sequence of balls. However, the ‘slicing’ technique introduced in [22] extends
the Mass Transference Principle to deal with lim sup sets defined by a sequence of neigh-
borhoods of ‘approximating’ planes. This naturally enables us to generalise the Lebesgue
measure statements for systems of linear forms to Hausdorff measure statements. The last
sentence should come with a warning. It gives the impression that in view of the discussion
preceding Theorem 4.11, one should be able to establish Theorem 4.12 directly, without the
monotonicity assumption except when m = n = 1. However, as things currently stand we
also need to assume monotonicity when m = 2. For further details see [13, §8].

Returning to Diophantine approximation in Rn, we consider the following natural question.

Question. Is there a connection between the simultaneous (m = 1) and dual (n = 1) forms
of approximating points in Rn?

4.6.1 Khintchine’s Transference

The simultaneous and dual forms of Diophantine approximation are related by a ‘transference’
principle in which a solution of one form is related to a solution of the other. In order to state
the relationship we introduce the quantities ω∗ and ω. For x = (x1, . . . , xn) ∈ Rn, let

ω∗(x) := sup {ω ∈ R : x ∈W ∗(n, n+ ω)}

and
ω(x) := sup

{
ω ∈ R : x ∈W (n, 1+ωn )

}
.

Note that

τ(x) =
1 + ω(x)

n

where τ(x) is the Diophantine exponent of x as defined by (4.24). For the sake of completeness
we mention that the quantity

τ∗(x) = n+ ω∗(x)

is called the dual Diophantine exponent. The following statement provides a relationship
between the dual and simultaneous Diophantine exponents.

Theorem 4.13 (Khintchine’s Transference Principle). For x ∈ Rn, we have that

ω∗(x)
n2 + (n− 1)ω∗(x)

≤ ω(x) ≤ ω∗(x)

with the left hand side being interpreted as 1/(n − 1) if ω∗(x) is infinite.

Remark 4.18. The transference principle implies that given any ǫ > 0, if x ∈W (n, 1+ǫn ) then
x ∈W ∗(n, n+ ǫ∗) for some ǫ∗ comparable to ǫ, and vice versa.

Proof of Part B of Theorem 4.9

Part B of Theorem 4.9 follows by plugging n = 2 and d = 1 into the following proposition,
which is in turn a simple consequence of Khintchine’s Transference Principle.
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Proposition 4.2. Let ψ : N → R+ be a monotonic function and given α ∈ In−d where
1 ≤ d ≤ n − 1, let Lα := {α} × Rd. Assume that τ(α) > 1+d

n−d and for ǫ > 0, ψ(q) > q−
1
n
−ǫ

for q large enough. Then
W (n,ψ) ∩ Lα = In ∩ Lα .

In particular, md(W (n,ψ) ∩ Lα) = 1.

Proof. We are given that τ(α) > 1+d
n−d and so by definition ω(α) > d. Thus, by Khintchine’s

Transference Principle, it follows that ω∗(α) > d and so ω∗(x) > 0 for any point x =
(α,β) ∈ Rn; i.e. β ∈ Rd and x is a point on the d-dimensional plane Lα. On applying
Khintchine’s Transference Principle again, we deduce that ω(x) > 0 which together with the
growth condition imposed on ψ implies the desired conclusion.

5 Ubiquitous systems of points

In [14], a general framework is developed for establishing divergent results analogous to those
of Khintchine and Jarńık for a natural class of lim sup sets. The framework is based on the
notion of ‘ubiquity’, which goes back to [10] and [46] and captures the key measure theoretic
structure necessary to prove such measure theoretic laws. The ‘ubiquity’ introduced below is
a much simplified version of that in [14]. In particular, we make no attempt to incorporate
the linear forms theory of metric Diophantine approximation. However this does have the
advantage of making the exposition more transparent and also leads to cleaner statements
which are more than adequate for the application we have in mind; namely to systems of
points.

5.1 The general framework and fundamental problem

The general framework of ubiquity considered within is as follows.

• (Ω, d) is a compact metric space.

• µ is a Borel probability measure supported on Ω.

• There exist positive constants δ and ro such that for any x ∈ Ω and r ≤ r0,

a rδ ≤ µ(B(x, r)) ≤ b rδ. (5.1)

The constants a and b are independent of the ball B(x, r) := {y ∈ Ω : d(x, y) < r}.

• R = (Rα)α∈J a sequence of points Rα in Ω indexed by an infinite countable set J . The
points Rα are commonly referred to as resonant points.

• β : J → R+ : α 7→ βα is a positive function on J . It attaches a ‘weight’ βα to the
resonant point Rα.
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• To avoid pathological situations:

#{α ∈ J : βα ≤ x} <∞ for any x ∈ R. (5.2)

Remark 5.1. The measure condition (5.1) on the ambient measure µ implies that µ is non-
atomic, that is µ({x}) = 0 for any x ∈ Ω, and that

µ(Ω) := 1 ≍ Hδ(Ω) and dimΩ = δ .

Indeed, µ is comparable to δ–dimensional Hausdorff measure Hδ.

Given a decreasing function Ψ : R+ → R+ let

Λ(Ψ) = {x ∈ Ω : x ∈ B(Rα,Ψ(βα)) for infinitely many α ∈ J} .

The set Λ(Ψ) is a ‘lim sup’ set; it consists of points in Ω which lie in infinitely many of the
balls B(Rα,Ψ(βα)) centred at resonant points. As in the classical setting introduced in §2, it
is natural to refer to the function Ψ as the approximating function. It governs the ‘rate’ at
which points in Ω must be approximated by resonant points in order to lie in Λ(Ψ). In view
of the finiteness condition (5.2), it follows that for any fixed k > 1, the number of α in J with
kt−1 < βα ≤ kt is finite regardless of the value of t ∈ N. Therefore Λ(Ψ) can be rewritten as
the limsup set of

Υ(Ψ, k, t) :=
⋃

α∈J : kt−1<βα≤kt
B(Rα,Ψ(βα)) ;

that is

Λ(Ψ) = lim sup
t→∞

Υ(Ψ, k, t) :=
∞⋂

m=1

∞⋃

t=m

Υ(Ψ, k, t) .

It is reasonably straightforward to determine conditions under which µ(Λ(Ψ)) = 0. In
fact, this is implied by the convergence part of the Borel–Cantelli lemma from probability
theory whenever ∑∞

t=1 µ(Υ(Ψ, k, t)) <∞ . (5.3)

In view of this it is natural to consider the following fundamental problem:

Under what conditions is µ(Λ(ψ)) > 0 and more generally Hs(Λ(Ψ)) > 0 ?

Ideally, we would like to be able to conclude the full measure statement Hs(Λ(Ψ)) = Hs(Ω) .
Recall that when s = δ, the ambient measure µ coincides with Hδ. Also, if s < δ then
Hs(Ω) = ∞.

5.1.1 The basic example

In order to illustrate and clarify the above general setup, we show that the set W (n,ψ) of
simultaneously ψ-well approximable points x ∈ In := [0, 1]n can be expressed in the form of
Λ(Ψ). With this in mind, let
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◦ Ω := In and d(x,y) := max
1≤i≤n

|xi − yi|,

◦ µ be Lebesgue measure restricted to In and δ := n,

◦ J := {(p, q) ∈ Zn × N : p/q ∈ In} and α := (p, q) ∈ J ,

◦ R := (p/q)(p,q)∈J and β(p,q) := q.

Thus, the resonant points Rα are simply rational points p/q := (p1/q, . . . , pn/q) in the unit
cube In. It is readily verified that the measure condition (5.1) and the finiteness condition
(5.2) are satisfied and moreover that for any decreasing function ψ : N → R+,

Λ(Ψ) =W (n,ψ) with Ψ(q) := ψ(q)/q .

For this basic example, the solution to the fundamental problem is given by the simulta-
neous Khintchine-Jarńık Theorem (see Theorem 4.12 with m = 1 in §4.6).

5.2 The notion of ubiquity

The following ‘system’ contains the key measure theoretic structure necessary for our attack
on the fundamental problem.

Let ρ : R+ → R+ be a function with ρ(r) → 0 as r → ∞ and let

∆(ρ, k, t) :=
⋃

α∈J :βα≤kt
B(Rα, ρ(k

t)) ,

where k > 1 is a fixed real number. Note that when ρ = Ψ the composition of ∆(ρ, k, t) is
very similar to that of Υ(Ψ, k, t).

Definition (Ubiquitous system) Let B = B(x, r) denote an arbitrary ball with centre x
in Ω and radius r ≤ r0. Suppose there exists a function ρ and absolute constants κ > 0 and
k > 1 such that for any ball B as above

µ (B ∩∆(ρ, k, t)) ≥ κ µ(B) for t ≥ t0(B). (5.4)

Then the pair (R, β) is said to be a local µ-ubiquitous system relative to (ρ, k). If (5.4) does
not hold for arbitrary balls with centre x in Ω and radius r ≤ r0, but does hold with B = Ω,
the pair (R, β) is said to be a global µ-ubiquitous system relative to (ρ, k).

Loosely speaking, the definition of local ubiquity says that the set ∆(ρ, k, t) locally ‘ap-
proximates’ the underlying space Ω in terms of the measure µ. By ‘locally’ we mean balls
centred at points in Ω. The function ρ is referred to as the ubiquitous function. The actual
values of the constants κ and k in the above definition are irrelevant—it is their existence
that is important. In practice, the µ-ubiquity of a system can be established using standard
arguments concerning the distribution of the resonant points in Ω, from which the function
ρ arises naturally. To illustrate this, we return to the basic example of §5.1.1.

40



Proposition 5.1. There is a constant k > 1 such that the pair (R, β) defined in §5.1.1 is a
local µ-ubiquitous system relative to (ρ, k) where ρ : r 7→ const× r−(n+1)/n.

The one-dimensional case of this proposition follows from Theorem 1.3.

Exercise: Prove the above proposition for arbitrary n. Hint: you will need to use the multi-
dimensional version of Dirichlet’s theorem, or Minkowski’s theorem.

5.3 The ubiquity statements

Before stating the main results regarding ubiquity we introduce one last notion. Given a real
number k > 1, a function h : R+ → R+ will be said to be k-regular if there exists a strictly
positive constant λ < 1 such that for t sufficiently large

h(kt+1) ≤ λh(kt) . (5.5)

The constant λ is independent of t but may depend on k. A consequence of local ubiquity is
the following result.

Theorem 5.1 (Ubiquity - the Hausdorff measure case). Let (Ω, d) be a compact metric space
equipped with a probability measure µ satisfying condition (5.1) and such that any open subset
of Ω is µ-measurable. Suppose that (R, β) is a locally µ-ubiquitous system relative to (ρ, k)
and that Ψ is an approximating function. Furthermore, suppose that s ∈ (0, δ], that ρ is
k-regular and that

∞∑

t=1

Ψ(kt)s

ρ(kt)δ
= ∞ . (5.6)

Then
Hs (Λ(Ψ)) = Hs (Ω) .

As already mentioned, if s < δ then Hs(Ω) = ∞. On the other hand, if s = δ, the
Hausdorff measure Hδ is comparable to the ambient measure µ and the theorem implies that

µ (Λ(Ψ)) = µ(Ω) := 1.

Actually, the notion of global ubiquity has implications in the ambient measure case.

Theorem 5.2 (Ubiquity - the ambient measure case). Let (Ω, d) be a compact metric space
equipped with a measure µ satisfying condition (5.1) and such that any open subset of Ω is
µ-measurable. Suppose that (R, β) is a globally µ-ubiquitous system relative to (ρ, k) and that
Ψ is an approximating function. Furthermore, suppose that either ρ or Ψ is k-regular and
that ∞∑

t=1

(
Ψ(kt)

ρ(kt)

)δ
= ∞ . (5.7)

Then
µ (Λ(Ψ)) > 0.

If in addition (R, β) is a locally µ-ubiquitous system relative to (ρ, k), then

µ (Λ(Ψ)) = 1.
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Remark 5.2. Note that in Theorem 5.2 we can get away with either ρ or Ψ being k-regular.
In the ambient measure case, it is also possible to weaken the measure condition (5.1) (see
Theorem 1 in [14, §3]).
Remark 5.3. If we know via some other means that Λ(Ψ) satisfies a zero-full law (as indeed
is the case for the classical set of W (n,ψ) of ψ-well approximable points), then it is enough
to show that µ (Λ(Ψ)) > 0 in order to conclude full measure.

The above results constitute the main theorems appearing in [14] tailored to the setup
considered here. In fact, Theorem 5.1 as stated appears in [25] for the first time. Previously,
the Hausdorff and ambient measure cases had been thought of and stated separately.

The concept of ubiquity was originally formulated by Dodson, Rynne & Vickers [46] to
obtain lower bounds for the Hausdorff dimension of lim sup sets. Furthermore, the ubiquitous
systems of [46] essentially coincide with the regular systems of Baker & Schmidt [10] and both
have proved very useful in obtaining lower bounds for the Hausdorff dimension of lim sup
sets. However, unlike the framework developed in [14], both [10] and [46] fail to shed any
light on establishing the more desirable divergent Khintchine and Jarńık type results. The
latter clearly implies lower bounds for the Hausdorff dimension. For further details regarding
regular systems and the original formulation of ubiquitous systems see [14, 31].

5.3.1 The basic example and the simultaneous Khintchine-Jarńık Theorem

Regarding the basic example of §5.1.1, recall that

Λ(Ψ) =W (n,ψ) with Ψ(q) := ψ(q)/q

and that Proposition 5.1 states that for k large enough, the pair (R, β) is a local µ-ubiquitous
system relative to (ρ, k) where

ρ : r 7→ const× r−(n+1)/n .

Now, clearly the function ρ is k-regular. Also note that the divergence sum condition (5.6)
associated with Theorem 5.1 becomes

∞∑

t=1

kt(n+1−s)ψ(kt)s = ∞ .

If ψ is monotonic, this is equivalent to

∞∑

q=1

qn−sψ(q)s = ∞ ,

and Theorem 5.1 implies that

Hs(W (n,ψ)) = Hs(In) .
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The upshot is that Theorem 5.1 implies the divergent case of the simultaneous Khintchine-
Jarńık Theorem; namely, Theorem 4.12 with m = 1 in §4.6.

Remark 5.4. It is worth standing back a little and thinking about what we have actually
used in establishing the classical results—namely, local ubiquity. Within the classical setup,
local ubiquity is a simple measure theoretic statement concerning the distribution of rational
points with respect to Lebesgue measure—the natural measure on the unit interval. From
this we are able to obtain the divergent parts of both Khintchine’s Theorem (a Lebesgue
measure statement) and Jarńık’s Theorem (a Hausdorff measure statement). In other words,
the Lebesgue measure statement of local ubiquity underpins the general Hausdorff measure
theory of the lim sup set W (n,ψ). This of course is very much in line with the subsequent
discovery of the Mass Transference Principle discussed in §3.4.

The applications of ubiquity are widespread, as demonstrated in [14, §12]. We now con-
sider a more recent application of ubiquity to the ‘fibers’ strengthening of Khintchine’s simul-
taneous theorem described in §4.5.

5.3.2 Proof of Theorem 4.9: Part A

Let ψ : N → R+ be a monotonic function and α ∈ I such that it has Diophantine exponent
τ(α) < 2. In view of Remark 4.17 in §4.5, establishing Theorem 4.9 is equivalent to showing
that

m(Π(ψ,α)) = 1 if
∞∑

q=1

ψ2(q) = ∞

where
Π(ψ,α) := {β ∈ I : ‖qβ‖ ≤ ψ(q) for infinitely many q ∈ Aα(ψ)} .

Recall,
Aα(ψ) := {q ∈ N : ‖qα‖ ≤ ψ(q)} .

Remark 5.5. Without loss of generality, we can assume that

q−
1
2 (log q)−1 ≤ ψ(q) ≤ q−

1
2 ∀ q ∈ N . (5.8)

Exercise: Verify that this is indeed the case. For the right-hand side of (5.8), consider the
auxiliary function

ψ̃ : q → ψ̃ := min{q− 1
2 , ψ(q)}

and show that
∑∞

q=1 ψ̃2(q) = ∞. For the left-hand side of (5.8), consider the auxiliary
function

ψ̃ : q → ψ̃(q) := max{ψ̂(q) := q−
1
2 (log q)−1, ψ(q)}

and show that m(Π(ψ̂, α)) = 0 by making use of the counting estimate (4.26) and the con-
vergence Borel-Cantelli Lemma.

We now show that the set Π(ψ,α) can be expressed in the form of Λ(Ψ). With this in
mind, let

43



◦ Ω := [0, 1] and d(x, y) := |x− y|,

◦ µ be Lebesgue measure restricted to I and δ := 1,

◦ J := {(p, q) ∈ Z×Aα(ψ) : p/q ∈ I} and α := (p, q) ∈ J ,

◦ R := (p/q)(p,q)∈J and β(p,q) := q.

Thus, the resonant points Rα are simply rational points p/q in the unit interval I with
denominators q restricted to the set Aα(ψ). It is readily verified that the measure condition
(5.1) and the finiteness condition (5.2) are satisfied and moreover that for any decreasing
function ψ : N → R+,

Λ(Ψ) = Π(ψ,α) with Ψ(q) := ψ(q)/q .

Note that since ψ is decreasing, the function Ψ is k-regular. Now, in view of Remark 5.5, the
conditions of Proposition 4.1 are satisfied and we conclude that for k large enough, the pair
(R, β) is a global m-ubiquitous system relative to (ρ, k) where

ρ : r 7→ k

r2ψ(r)
.

Now, since ψ is monotonic

∞∑

t=1

Ψ(kt)

ρ(kt)
=

∞∑

t=1

kt−1ψ2(kt) = ∞ ⇐⇒
∞∑

q=1

ψ2(q) = ∞

and Theorem 5.2 implies that

µ
(
Π(ψ,α)

)
> 0 .

Now observe that Π(ψ,α) is simply the set W (ψ̄) of ψ̄–well approximable numbers with
ψ̄(q) := ψ(q) if q ∈ Aα(ψ) and zero otherwise. Thus, Cassels’ zero-full law [38] implies the
desired statement; namely that

µ
(
Π(ψ,α)

)
= 1 .

6 Diophantine approximation on manifolds

Diophantine approximation on manifolds (as coined by Bernik & Dodson in their Cambridge
Tract [31] ) or Diophantine approximation of dependent quantities (as coined by Sprindžuk
in his monograph [90]) refers to the study of Diophantine properties of points in Rn whose
coordinates are confined by functional relations or equivalently are restricted to a sub-manifold
M of Rn. Thus, in the case of simultaneous Diophantine approximation one studies sets such
as

M∩W (n,ψ) .

To some extent we have already touched upon the theory of Diophantine approximation
on manifolds when we considered Gallagher multiplicative theorem on fibers in §4.4.1 and
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Khintchine simultaneous theorem on fibers in §4.5. In these sections the points of interest are
confined to an affine co-ordinate subspace of Rn; namely the manifold

Lα := {α} × Rd, where 1 ≤ d ≤ n− 1 and α ∈ In−d.

In general, a manifold M can locally be given by a system of equations, for instance, the
unit sphere in R3 is given by the equation

x2 + y2 + z2 = 1;

or it can be immersed into Rn by a map f : Rd → Rn (the actual domain of f can be smaller
than Rd), for example, the Veronese curve is given by the map

x 7→ (x, x2, . . . , xn) .

Such a map f is often referred to as a parameterisation and without loss of generality we will
assume that the domain of f is Id and that the manifold M ⊆ In . Locally, a manifold given
by a system of equations can be parameterised by some map f and, conversely, if a manifold
is immersed by a map f , it can be written using a system of n− d equations, where d is the
dimension of the manifold.

Exercise: Parameterise the upper hemisphere x2 + y2 + z2 = 1, z > 0, and also write the
Veronese curve (see above) by a system of equations.

In these notes we will mainly concentrate on the simultaneous (rather than dual) theory
of Diophantine approximation on manifolds. In particular, we consider the following two
natural problems.

Problem 1. To develop a Lebesgue theory for M∩W (n,ψ).

Problem 2. To develop a Hausdorff theory for M∩W (n,ψ).

In short, the aim is to establish analogues of the two fundamental theorems of Khintchine and
Jarńık, and thereby provide a complete measure theoretic description of the sets M∩W (n,ψ).
The fact that the points x ∈ Rn of interest are of dependent variables, which reflects the fact
that x ∈ M, introduces major difficulties in attempting to describe the measure theoretic
structure of M ∩W (n,ψ). This is true even in the specific case that M is a planar curve.
More to the point, even for seemingly simple curves such as the unit circle or the parabola
the above problems are fraught with difficulties. In these notes we will concentrate mainly
on describing the Lebesgue theory.

Unless stated otherwise, the approximating function ψ : N → R+ throughout this section
is assumed to be monotonic.

6.1 The Lebesgue theory for manifolds

The goal is to obtain a Khintchine type theorem that describes the Lebesgue measure of the
set M ∩W (n,ψ) of simultaneously ψ–approximable points lying on M. First of all notice
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that if the dimension d of the manifold M is strictly less than n then mn(M∩W (n,ψ)) = 0
irrespective of the approximating function ψ. Thus, in attempting to develop a Lebesgue
theory for M∩W (n,ψ) it is natural to use the induced d-dimensional Lebesgue measure on
M. Alternatively, if M is immersed by a map f : Id → Rn we use the d-dimensional Lebesgue
measure md on the set of parameters of f ; namely Id. In either case, the measure under
consideration will be denoted by | . |M.

Remark 6.1. Notice that for τ ≤ 1/n, we have that |M ∩W (n, τ)|M = |M|M := FULL as it
should be since, by Dirichlet’s theorem, we have that W (n, τ) = In.

The two-dimension fiber problem considered in §4.5, in which the manifold M is a vertical
line Lα, shows that it is not possible to obtain a Khintchine type theorem (both the conver-
gence and divergence aspects) for all manifolds. Indeed, the convergent statement fails for
vertical lines. Thus, in a quest for developing a general Khintchine type theory for manifolds
(cf. Problem 1 above) , it is natural to avoid lines and more generally hyperplanes. In short,
we insist that the manifold under consideration is “sufficiently” curved.

6.1.1 Non-degenerate manifolds

In order to make any reasonable progress with Problems 1 & 2 above, we assume that the
manifolds M under consideration are non-degenerate [67]. Essentially, these are smooth
sub-manifolds of Rn which are sufficiently curved so as to deviate from any hyperplane.
Formally, a manifold M of dimension d embedded in Rn is said to be non-degenerate if it
arises from a non–degenerate map f : U → Rn where U is an open subset of Rd andM := f(U).
The map f : U → Rn : x 7→ f(x) = (f1(x), . . . , fn(x)) is said to be non–degenerate at x ∈ U if
there exists some l ∈ N such that f is l times continuously differentiable on some sufficiently
small ball centred at x and the partial derivatives of f at x of orders up to l span Rn. The
map f is non–degenerate if it is non–degenerate at almost every (in terms of d–dimensional
Lebesgue measure) point in U ; in turn the manifold M = f(U) is also said to be non–
degenerate. Any real, connected analytic manifold not contained in any hyperplane of Rn is
non–degenerate. Indeed, if M is immersed by an analytic map f = (f1, . . . , fn) : U → Rn

defined on a ball U ⊂ Rd, then M is non-degenerate if and only if the functions 1, f1, . . . , fn
are linearly independent over R.

Without loss of generality, we will assume that U is Id and that the manifold M ⊆ In

Note that in the case the manifold M is a planar curve C, a point on C is non-degenerate if
the curvature at that point is non-zero. Thus, C is a non-degenerate planar curve if the set
of points on C at which the curvature vanishes is a set of one–dimensional Lebesgue measure
zero. Moreover, it is not difficult to show that the set of points on a planar curve at which
the curvature vanishes but the curve is non-degenerate is at most countable. In view of this,
the curvature completely describes the non-degeneracy of planar curves. Clearly, a straight
line is degenerate everywhere.

The claim is that the notion of non-degeneracy is the right description for a manifold
M to be “sufficiently” curved in order to develop a general Khintchine type theory (both
convergent and divergent cases) for M ∩W (n,ψ). With this in mind, the key then lies in
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understanding the distribution of rational points “close” to such manifolds.

6.1.2 Rational points near manifolds: the heuristics

Given a point x = (x1, . . . , xn) ∈ Rn and a set A ⊆ Rn, let

dist(x, A) := inf{d(x,a) : a ∈ A}

where as usual d(x,a) := max
1≤i≤n

|xi− ai|. Now let x ∈ M∩W (n,ψ). Then by definition there

exist infinitely many q ∈ N and p ∈ Zn such that

dist
(
M,

p

q

)
≤ d
(
x,

p

q

)
<
ψ(q)

q
.

This means that the rational points

p

q
:=
(p1
q
, . . . ,

pn
q

)

of interest must lie within the ψ(q)
q –neighbourhood of M. In particular, assuming that ψ is

decreasing, we have that the points p/q of interest with kt−1 < q ≤ kt are contained in the
ψ(kt−1)
kt−1 –neighbourhood of M. Let us denote this neighbourhood by ∆+

k (t, ψ) and by N+
k (t, ψ)

the set of rational points with kt−1 < q ≤ kt contained in ∆+
k (t, ψ). In other words,

N+
k (t, ψ) :=

{
p/q ∈ In : kt−1 < q ≤ kt and dist

(
M,p/q

)
≤ ψ(kt−1)

kt−1

}
. (6.1)

Recall, that M ⊆ In. Hence, regarding the n-dimensional volume of the neighbourhood
∆+
k (t, ψ), it follows that

mn

(
∆+
k (t, ψ)

)
≍
(
ψ(kt−1)

kt−1

)n−d
.

Now let Qk(t) denote the set of rational points with kt−1 < q ≤ kt lying in the unit cube In.
Then,

#Qk(t) ≍ (kt)n+1

and if we assume that the points in Qk(t) are “fairly” distributed within In, we would expect
that

the number of these points that fall into ∆+
k (t, ψ)

is proportional to the measure of ∆+
k (t, ψ) .

In other words and more formally, under the above distribution assumption, we would expect
that

#{Qk(t) ∩∆+
k (t, ψ)} ≍ #Qk(t)×mn

(
∆+
k (t, ψ)

)
(6.2)

and since the left-hand side is #N+
k (t, ψ), we would be able to conclude that

#N+
k (t, ψ) ≍ (kt)n+1

(
ψ(kt−1)

kt−1

)n−d
≍ (kt−1)d+1ψ(kt−1)n−d . (6.3)
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For the moment, let us assume that (6.2) and hence (6.3) are fact. Now

M∩W (n,ψ) =

∞⋂

m=1

∞⋃

t=m

⋃

kt−1<q≤kt

⋃

p∈Zn:p/q∈In
B
(
p

q ,
ψ(q)
q

)
∩M

⊂
∞⋂

m=1

∞⋃

t=m

A+
k (t, ψ,M)

where
A+
k (t, ψ,M) :=

⋃

kt−1<q≤kt

⋃

p∈Zn:p/q∈In
B
(
p

q ,
ψ(kt−1)
kt−1

)
∩M .

It is easily verified that

|A+
k (t, ψ,M)|M ≤

∑

kt−1<q≤kt

∑

p∈Zn:p/q∈In

∣∣∣B
(
p

q ,
ψ(kt−1)
kt−1

)
∩M

∣∣∣
M︸ ︷︷ ︸

≪(ψ(kt−1)/kt−1)d

≪ #N+
k (t, ψ) (ψ(kt−1)/kt−1)d

(6.3)
≍ (kt−1)d+1ψ(kt−1)n−d(ψ(kt−1)/kt−1)d

≍ kt−1ψ(kt−1)n .

Hence ∞∑

t=1

|A+
k (t, ψ,M)|M ≪

∞∑

t=1

ktψ(kt)n ≍
∞∑

q=1

ψ(q)n . (6.4)

All the steps in the above argument apart from (6.2) and hence (6.3), can be turned into
a rigorous proof. Indeed, the estimate (6.3) is not always true.

Exercise. Consider the circle C√3 in R2 given by the equation x2 + y2 = 3. Prove that C does

not contain any rational points. Next let ψ(q) = q−1−ε for some ε > 0. Prove that

C√3 ∩W (2, ψ) = ∅ .

The upshot is that even for non-degenerate manifolds, we cannot expect the heuristic estimate
(6.3) to hold for any decreasing ψ – some restriction on the rate at which ψ decreases to zero
is required. On the other hand, affine subspaces of Rn may contain too many rational points,
for instance, if M is a linear subspace of Rn with a basis of rational vectors. Of course, such
manifolds are not non-degenerate.

However, whenever the upper bound associated with the heuristic estimate (6.3) is true,
inequality (6.4) together with the convergence Borel-Cantelli Lemma implies that

|M ∩W (n,ψ)|M = 0 if

∞∑

q=1

ψ(q)n <∞ .
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This statement represents the convergent case of the ‘dream’ theorem for manifolds – see §6.1.3
immediately below. Note that the associated sum

∑
ψ(q)n coincides with the sum appearing

in Theorem 4.5 (Khintchine in Rn) but the associated measure | . |M is d-dimensional Lebesgue
measure (induced on M) rather than n-dimensional Lebesgue measure.

6.1.3 The Dream Theorem and its current status

The Dream Theorem. Let M be a non-degenerate sub-manifold of Rn. Let ψ : N → R+

be a monotonic function. Then

|M ∩W (n,ψ)|M =





0 if
∑∞

q=1 ψ(q)
n <∞ ,

1 if
∑∞

q=1 ψ(q)
n = ∞ .

(6.5)

We emphasize that the Dream Theorem is a desired statement rather than an established fact.

As we have already demonstrated, the convergence case of the Dream Theorem would
follow on establishing the upper bound estimate

#N+
k (t, ψ) ≪ (kt−1)d+1ψ(kt−1)n−d (6.6)

for non-degenerate manifolds. Recall that the rational points of interest are given by the set

Nk(t, ψ) :=
{
p/q ∈ In : kt−1 < q ≤ kt and dist

(
M,p/q

)
≤ ψ(q)

q

}
,

and that #N+
k (t, ψ) is an upper bound for #Nk(t, ψ). Obviously, a lower bound for #Nk(t, ψ)

is given by #N−
k (t, ψ) where

N−
k (t, ψ) :=

{
p/q ∈ In : kt−1 < q ≤ kt and dist

(
M,p/q

)
≤ ψ(kt)

kt

}
,

and if ψ is k-regular (see (5.5)) then N+
k (t, ψ) ≍ N−

k (t, ψ). In particular, whenever we are
able to establish the heuristic estimate (6.3) or equivalently the upper bound estimate (6.6)
together with the lower bound estimate

#N−
k (t, ψ) ≫ (kt−1)d+1ψ(kt−1)n−d , (6.7)

we would have that
#Nk(t, ψ) ≍ (kt−1)d+1ψ(kt−1)n−d . (6.8)

It is worth stressing that the lower bound estimate (6.7) is by itself not enough to prove the
divergence case of the Dream Theorem. Loosely speaking, we also need to know that rational

points associated with the set N−
k (t, ψ) are “ubiquitous” within the ψ(kt)

kt –neighbourhood
of M. Indeed, when establishing the divergence case of Khintchine’s Theorem (Theorem
2.3), we trivially have the right count of k2t for the number of rational points p/q ∈ I with
kt−1 < q ≤ kt. The crux is to establish the associated distribution type result given by
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Theorem 1.3. This in turn implies that the rational points under consideration give rise to a
ubiquitous system – see §5.3.1.

We now turn our attention to reality and describe various ‘general’ contributions towards
the Dream Theorem.

• Extremal manifolds. A sub-manifold M of Rn is called extremal if

∣∣M∩W (n, 1+εn )
∣∣
M = 0 ∀ ε > 0 .

Note that M∩W (n, 1n) = M – see Remark 6.1. In their pioneering work [67] published
in 1998, Kleinbock & Margulis proved that any non-degenerate sub-manifoldM of Rn is
extremal. It is easy to see that this implies the convergence case of the Dream Theorem
for functions of the shape

ψε(q) := q−
1+ε
n .

Indeed, ∑∞
q=1 ψε(q)

n =
∑∞

q=1 q
−(1+ε) <∞

and so whenever the convergent case of (6.5) is fulfilled, the corresponding manifold is
extremal.

• Planar curves. The Dream Theorem is true when n = 2; that is, when M is a non-
degenerate planar curve. The convergence case of (6.5) for planar curves was established
in [91] and subsequently strengthened in [30]. The divergence case of (6.5) for planar
curves was established in [15].

• Beyond planar curves. The divergence case of the Dream Theorem is true for analytic
non-degenerate sub-manifolds of Rn [11]. Recently, the divergence case of (6.5) has
been shown to be true for non-degenerate curves and manifolds that can be ‘fibred’ into
such curves [20]. The latter includes C∞ non-degenerate sub-manifolds of Rn which
are not necessarily analytic. The convergence case of the Dream Theorem is true for a
large subclass of 2-non-degenerate sub-manifolds of Rn with dimension d strictly greater
than (n+1)/2 [19]. Earlier, manifolds satisfying a geometric (curvature) condition were
shown to satisfy the convergence case of the Dream Theorem [47].

The upshot of the above is that the Dream Theorem is in essence fact for a fairly generic class
of non-degenerate sub-manifolds M of Rn apart from the case of convergence when n ≥ 3
and d ≤ (n+ 1)/2.

Remark 6.2. The theory of Diophantine approximation stems from Mahler’s problem (1932)
regarding the extremality of the Veronese curve V := {(x, x2, . . . , xn) : x ∈ Rn}. Following a
substantial number of partial results (initially for n = 2, then n = 3 and some for higher n),
a complete solution to the problem was given by Sprindžuk in 1965. For a historical account
of the manifold theory we refer the reader to the monographs [31, 90] and the introduction
given in the paper [15].
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Remark 6.3. Note that in view of the Khintchine’s Transference Principle, we could have
easily defined extremality via the dual form of Diophantine approximation (see Remark 4.18);
namely, M is extremal if

|M ∩W ∗(n, n+ ε)|M = 0 ∀ ε > 0 .

The point is that both definitions are equivalent. This is not the case in the inhomogeneous
setup considered in §6.3.1.

Remark 6.4. It is worth mentioning that in [67], Kleinbock & Margulis established a stronger
(multiplicative) form of extremality (see §6.4.1 below) that settled the Baker-Sprindžuk Con-
jecture from the eighties. Not only did their work solve a long-standing fundamental problem,
but it also developed new techniques utilising the link between Diophantine approximation
and homogeneous dynamics. Without doubt the work of Kleinbock & Margulis has been the
catalyst for the subsequent contributions towards the Dream Theorem described above.

6.2 The Hausdorff theory for manifolds

The goal is to obtain a Jarńık type theorem that describes the Hausdorff measure Hs of
the set M∩W (n,ψ) of simultaneously ψ–approximable points lying on M. In other words,
we wish to obtain a Hausdorff measure version of the Dream Theorem. In view of this, by
default, we consider approximating functions ψ which decrease sufficiently rapidly so that
the d-dimensional Lebesgue measure of M∩W (n,ψ) is zero. Now, as the example in §6.1.2
demonstrates, in order to obtain a coherent Hausdorff measure theory we must impose some
restriction on the rate at which ψ decreases. Indeed, with reference to that example, the
point is that Hs(C√3 ∩W (2, 1 + ε)) = 0 irrespective of ε > 0 and the measure Hs. On the

other hand, for the unit circle C1 in R2 given by the equation x2 + y2 = 1, it can be shown
[14, Theorem 19] that for any ε > 0

Hs(C1 ∩W (2, 1 + ε)) = ∞ with s = 1
2+ε .

Nevertheless, it is believed that if the rate of decrease of ψ is ‘close’ to the approximating
function q−1/n associated with Dirichlet’s Theorem, then the behaviour of Hs(M∩W (n,ψ))
can be captured by a single, general criterion. In the following statement, the condition on ψ
is captured in terms of the deviation of Hs from d-dimensional Lebesgue measure.

The Hausdorff Dream Theorem. Let M be a non-degenerate sub-manifold of Rn,
d := dimM and m := codimM. Thus, d+m = n. Let ψ : N → R+ be a monotonic function.
Then, for any s ∈ ( m

m+1d, d
)

Hs(M∩W (n,ψ)) =





0 if
∞∑

q=1

ψs+m(q)q−s+d <∞ ,

∞ if

∞∑

q=1

ψs+m(q)q−s+d = ∞.

(6.9)
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We emphasize that the above is a desired statement rather than an established fact.

We now turn our attention to reality and describe various ‘general’ contributions towards
the Hausdorff Dream Theorem.

• Planar curves. As with the Dream Theorem, the convergence case of (6.9) for planar
curves (n = 2, d = m = 1) was established in [91] and subsequently strengthened in
[30]. The divergence case of (6.9) for planar curves was established in [15].

• Beyond planar curves. The divergence case of the Hausdorff Dream Theorem is true
for analytic non-degenerate sub-manifolds of Rn [11]. The convergence case is rather
fragmented. To the best of our knowledge, the partial results obtained in [19, Corollaries
3 & 5] for 2-non-degenerate sub-manifolds of Rn with dimension d strictly greater than
(n+ 1)/2, represent the first significant coherent contribution towards the convergence
case.

Exercise. Prove the convergent case of (6.9) assuming the heuristic estimate (6.3) for the
number of rational points near M – see §6.1.2.

Remark 6.5. Regarding the divergence case of (6.9), it is tempting to claim that it follows from
the divergence case of the (Lebesgue) Dream Theorem via the Mass Transference Principle
introduced in §3.4. After all, this is true when M = In; namely that Khintchine’s Theorem
implies Jarńık’s Theorem as demonstrated in §3.4.1. However, this is far from the truth
within the context of manifolds. The reason for this is simple. With respect to the setup of
the Mass Transference Principle, the set Ω that supports the Hδ-measure (with δ = dimM)
is the manifold M itself and is embedded in Rn. The set M∩W (n,ψ) ⊂ Ω of interest can be

naturally expressed as the intersection with M of the lim sup set arising from balls B(pq ,
ψ(q)
q )

centred at rational points p/q ∈ Rn. However, the centre of these balls do not necessarily lie
in the support of the measure Ω = M and this is where the problem lies. A prerequisite for
the framework of the Mass Transference Principle is that {Bi}i∈N is a sequence of balls in Ω.

6.3 Inhomogeneous Diophantine approximation

When considering the well approximable sets W (n,ψ) or indeed the badly approximable sets
Bad(i1, . . . , in), we are in essence investigating the behaviour of the fractional part of qx
about the origin as q runs through N. Clearly, we could consider the setup in which we
investigate the behaviour of the orbit of {qx} about some other point. With this in mind,
given ψ : N → R+ and a fixed point γ = (γ1, . . . γn) ∈ Rn, let

Wγ(n,ψ) := {x ∈ In : ‖qx− γ‖ < ψ(q) for infinitely many q ∈ N}

denote the inhomogeneous set of simultaneously ψ-well approximable points x ∈ In. Thus, a
point x ∈Wγ(n,ψ) if there exist infinitely many ‘shifted’ rational points

(p1 − γ1
q

, . . . ,
pn − γn

q

)

52



with q > 0, such that the inequalities

|xi − (pi − γi)/q| < ψ(q)/q

are simultaneously satisfied for 1 ≤ i ≤ n. The following is the natural generalisation of the
simultaneous Khintchine-Jarńık theorem to the inhomogeneous setup. For further details, see
[13, 14] and references within.

Theorem 6.1 (Inhomogeneous Khintchine-Jarńık). Let ψ : N → R+ be a monotonic function,
γ ∈ Rn and s ∈ (0, n]. Then

Hs(Wγ(n,ψ)) =





0 if

∞∑

r=1

rn−sψ(r)s <∞ ,

Hs(In) if

∞∑

r=1

rn−sψ(r)s = ∞ .

Remark 6.6. For the sake of completeness we state the inhomogeneous analogue of Hurwitz’s
Theorem due to Khintchine [62, §10.10]: for any irrational x ∈ R, γ ∈ R and ε > 0, there
exist infinitely many integers q > 0 such that

q ‖qx− γ‖ ≤ (1 + ε)/
√
5 .

Note that presence of the ε term means that the inhomogeneous statement is not quite as sharp
as the homogeneous one (i.e. when γ = 0). Also, for obvious reasons, in the inhomogeneous
situation it is necessary to exclude the case that x is rational.

We now swiftly move on to the inhomogeneous theory for manifolds. In short, the heuris-
tics of §6.1.2, adapted to the inhomogeneous setup, gives evidence towards the following
natural generalisation of the Dream Theorem.

The Inhomogeneous Dream Theorem. Let M be a non-degenerate sub-manifold of
Rn. Let ψ : N → R+ be a monotonic function and γ ∈ Rn. Then

|M ∩Wγ(n,ψ)|M =





0 if
∑∞

q=1 ψ(q)
n <∞ ,

1 if
∑∞

q=1 ψ(q)
n = ∞ .

Regarding what is known, the current state of knowledge is absolutely in line with the
homogeneous situation. The inhomogeneous analogue of the extremality result of Kleinbock
& Margulis [67] is established in [24, 26]. We will return to this in §6.3.1 below. For planar
curves, the Inhomogeneous Dream Theorem is established in [18]. Beyond planar curves, the
results in [19, 20] are obtained within the inhomogeneous framework. So in summary, the
Inhomogeneous Dream Theorem is in essence fact for non-degenerate sub-manifolds M of Rn

apart from the case of convergence when n ≥ 3 and d ≤ (n+ 1)/2.
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6.3.1 Inhomogeneous extremality and a transference principle

First we need to decide on what precisely we mean by inhomogeneous extremality. With this
in mind, a manifold M is said to be simultaneously inhomogeneously extremal (SIE for short)
if for every γ ∈ Rn, ∣∣M∩Wγ(n,

1+ε
n )
∣∣
M = 0 ∀ ε > 0 . (6.10)

On the other hand, a manifold M is said to be dually inhomogeneously extremal (DIE for
short) if for every γ ∈ R,

∣∣M∩W ∗
γ (n, n+ ε)

∣∣
M = 0 ∀ ε > 0 .

Here, given τ > 0 and a fixed point γ ∈ R, W ∗
γ (n, τ) is the inhomogeneous set of dually τ -well

approximable points consisting of points x ∈ In for which the inequality

‖q · x− γ‖ < |q|−τ

holds for infinitely many q ∈ Zn. Moreover, a manifold M is simply said to be inhomoge-
neously extremal if it is both SIE and DIE.

As mentioned in Remark 6.3, in the homogeneous case (γ=0) the simultaneous and dual
forms of extremality are equivalent. Recall that this is a simply consequence of Khintchine’s
Transference Principle (Theorem 4.13). However, in the inhomogeneous case, there is no
classical transference principle that allows us to deduce SIE from DIE and vice versa. The
upshot is that the two forms of inhomogeneous extremality have to be treated separately. It
turns out that establishing the dual form of inhomogeneous extremality is technically far more
complicated than establishing the simultaneous form [26]. The framework developed in [24]
naturally incorporates both forms of inhomogeneous extremality and indeed other stronger
(multiplicative) notions associated with the inhomogeneous analogue of the Baker-Sprindžuk
Conjecture.

Conjecture. Let M be a non-degenerate sub-manifold of Rn. Then M is inhomogeneously
extremal.

The proof given in [24] of this inhomogeneous conjecture relies very much on the fact that
we know that the homogeneous statement is true. In particular, the general inhomogeneous
transference principle of [24, §5] enables us to establish the following transference for non-
degenerate manifolds:

M is extremal ⇐⇒ M is inhomogeneously extremal. (6.11)

Clearly, this enables us to conclude that:

M is SIE ⇐⇒ M is DIE.

In other words, a transference principle between the two forms of inhomogeneous extremality
does exist at least for the class of non-degenerate manifolds.

Trivially, inhomogeneous extremality implies (homogeneous) extremality. Thus, the main
substance of (6.11) is the reverse implication. This rather surprising fact relies on the fact
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that the inhomogeneous lim sup sets M∩Wγ(n,
1+ε
n ) and the induced measure | . |M on non-

degenerate manifolds satisfy the intersection property and the contracting property described
in [24, §5]. These properties are at the heart of the Inhomogeneous Transference Principle [24,
Theorem 5] that enables us to transfer zero measure statements for homogeneous lim sup sets
to inhomogeneous lim sup sets. The general setup, although quite natural, is rather involved
and will not be reproduced in these notes. Instead, we refer the reader to the papers [24, 26].
We advise the reader to first look at [26] in which the easier statement

M is extremal =⇒ M is SIE (6.12)

is established. This has the great advantage of bringing to the forefront the main ideas of
[24] while omitting the abstract and technical notions that come with describing the inhomo-
geneous transference principle in all its glory. In order to illustrate the basic line of thinking
involved in establishing (6.12) and indeed (6.11) we shall prove the following statement con-
cerning extremality on I = [0, 1]:

m(W (1 + ε)) = 0 =⇒ m(Wγ(1 + ε)) = 0 ∀ ε > 0. (6.13)

Of course it is easy to show that the inhomogeneous setWγ(1+ε) is of zero Lebesgue measure
m by using the convergence Borel-Cantelli Lemma. However, the point here is to develop an
argument that exploits the fact that we know the homogeneous set W0(1 + ε) := W (1 + ε) is
of zero Lebesgue measure.

To prove (6.13), we make use of the fact that Wγ(1 + ε) is a lim sup set given by

Wγ(1 + ε) =
∞⋂

s=1

∞⋃

q=s

⋃

p∈Z
Bγ
p,q(ε) ∩ I , (6.14)

where, given q ∈ N, p ∈ Z, γ ∈ R and ε > 0

Bγ
p,q(ε) := { y ∈ R : |qy + p+ γ| < |q|−1−ε } .

As usual, if B = B(x, r) denotes the ball (interval) centred at x and of radius r > 0, then it
is easily seen that

Bγ
p,q(ε) = B

(
p+γ
q , |q|−2−ε

)
.

Now we consider ‘blown up’ balls Bγ
p,q(ε/2) and observe that Lebesgue measurem satisfies

the following contracting property: for any choice q ∈ N, p ∈ Z, γ ∈ R and ε > 0 we have
that

m
(
Bγ
p,q(ε)

)
=

2

q2+ε
= q−

ε
2

2

q2+(ε/2)
= q−

ε
2 m

(
Bγ
p,q(ε/2)

)
. (6.15)

Next we separate the balls Bγ
p,q(ε) into classes of disjoint and non-disjoint balls. Fix q ∈ N

and p ∈ Z. Clearly, there exists a unique integer t = t(q) such that 2t ≤ q < 2t+1. The ball
Bγ
p,q(ε) is said to be disjoint if for every q′ ∈ N with 2t ≤ q′ < 2t+1 and every p′ ∈ Z

Bγ
p,q(ε/2) ∩Bγ

p′,q′(ε/2) ∩ I = ∅ .
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Otherwise, the ball Bγ
p,q(ε/2) is said to be non-disjoint. This notion of disjoint and non-

disjoint balls enables us to decompose the Wγ(1 + ε) into the two limsup subsets:

Dγ(ε) :=

∞⋂

s=0

∞⋃

t=s

⋃

2t≤|q|<2t+1

⋃

p∈Z
Bγp,q(ε) is disjoint

Bγ
p,q(ε) ∩ I ,

and

Nγ(ε) :=
∞⋂

s=0

∞⋃

t=s

⋃

2t≤|q|<2t+1

⋃

p∈Z
Bγp,q(ε) is non-disjoint

Bγ
p,q(ε) ∩ I .

Formally,

Wγ(1 + ε) =

∞⋂

s=1

∞⋃

q=s

⋃

p∈Z
Bγ
p,q(ε) ∩ I = Dγ(ε) ∪ Nγ(ε) .

We now show that m(Dγ(ε)) = 0 = m(Nγ(ε)). This would clearly imply (6.13). Naturally,
we deal with the disjoint and non-disjoint sets separately.

The disjoint case: By the definition of disjoint balls, for every fixed t we have that

∑

2t≤q<2t+1

∑

p∈Z
Bγp,q(ε) is disjoint

m(Bγ
p,q(ε/2) ∩ I) = m

( ⋃

2t≤q<2t+1

⋃

p∈Z
Bγp,q(ε) is disjoint

Bγ
p,q(ε/2) ∩ I

)

≤ m(I) = 1.

This together with the contracting property (6.15) of the measure m, implies that

m
( ⋃

2t≤q<2t+1

⋃

p∈Z
Bγp,q(ε) is disjoint

Bγ
p,q(ε) ∩ I

)
=

∑

2t≤q<2t+1

∑

p∈Z
Bγp,q(ε) is disjoint

m(Bγ
p,q(ε) ∩ I)

≤
∑

2t≤q<2t+1

∑

p∈Z
Bγp,q(ε) is disjoint

q−
ε
2 m(Bγ

p,q(ε/2) ∩ I)

≤ 2−t
ε
2

∑

2t≤q<2t+1

∑

p∈Z
Bγp,q(ε) is disjoint

m(Bγ
p,q(ε/2) ∩ I)

≤ 2−t
ε
2 .

Since
∑∞

t=1 2
−t ε

2 <∞, the convergence Borel-Cantelli Lemma implies that

m(Dγ(ε)) = 0 .
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The non-disjoint case: Let Bγ
p,q(ε) be a non-disjoint ball and let t = t(q) be as above. Clearly

Bγ
p,q(ε) ⊂ Bγ

p,q(ε/2) .

By the definition of non-disjoint balls, there is another ball Bγ
p′,q′(ε/2) with 2t ≤ q < 2t+1

such that

Bγ
p,q(ε/2) ∩Bγ

p′,q′(ε/2) ∩ I 6= ∅ . (6.16)

It is easily seen that q′ 6= q, as otherwise we would have that Bγ
p,q(ε/2) ∩ Bγ

p′,q(ε/2) = ∅.
The point here is that rationals with the same denominator q are separated by 1/q. Take
any point y in the non-empty set appearing in (6.16). By the definition of Bγ

p,q(ε/2) and
Bγ
p′,q′(ε/2), it follows that

|qy + p+ γ| < q−1− ε
2 ≤ 2t(−1− ε

2
)

and
|q′y + p′ + γ| < (q′)−1− ε

2 ≤ 2t(−1− ε
2
) .

On combining these inequalities in the obvious manner and assuming without loss of generality
that q > q′, we deduce that

| (q − q′)︸ ︷︷ ︸
q′′

y + (p − p′)︸ ︷︷ ︸
p′′

| < 2 · 2t(−1− ε
2
) < 2(t+2)(−1− ε

3
) (6.17)

for all t sufficiently large. Furthermore, 0 < q′′ ≤ 2t+2 which together with (6.17) yields that

|q′′y + p′′| < (q′′)−1− ε
3 .

If the latter inequality holds for infinitely many different q′′ ∈ N, then y ∈ W (1 + ε/3).
Otherwise, there is a fixed pair (p′′, q′′) ∈ Z × N such that (6.17) is satisfied for infinitely
many t. Thus, we must have that q′′y + p′′ = 0 and so y is a rational point. The upshot of
the non-disjoint case is that

Nγ(ε) ⊂ W (1 + ε/3) ∪ Q .

However, we are given that the homogeneous set W (1 + ε/3) is of measure zero and since Q

is countable, it follows that
m(Nγ(ε)) = 0 .

This completes the proof of (6.13).

6.4 The inhomogeneous multiplicative theory

For completeness, we include a short section surveying recent striking developments in the
theory of inhomogeneous multiplicative Diophantine approximation. Nevertheless, we start
by highlighting the fact that there remain gapping holes in the theory.
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Given ψ : N → R+ and a fixed point γ = (γ1, . . . γn) ∈ Rn, let

W×
γ (n,ψ) := {x ∈ In : ‖qx1 − γ1‖ . . . ‖qxn − γn‖ < ψ(q) for infinitely many q ∈ N} (6.18)

denote the inhomogeneous set of multiplicatively ψ-well approximable points x ∈ In. When
γ = {0}, the corresponding set W×

γ (n,ψ) naturally coincides with the homogeneous set
W×(n,ψ) given by (4.10) in §4.4. It is natural to ask for an inhomogeneous generalisation
of Gallagher’s Theorem (§4.4, Theorem 4.6). A straightforward ‘volume’ argument making
use of the lim sup nature of W×

γ (n,ψ), together with the convergence Borel-Cantelli Lemma
implies the following statement.

Lemma 6.1 (Inhomogeneous Gallagher: convergence). Let ψ : N → R+ be a monotonic
function and γ ∈ Rn. Then

mn(W
×
γ (n,ψ)) = 0 if

∞∑

q=1

ψ(q) logn−1 q <∞ .

The context of Remark 4.9 remains valid in the inhomogeneous setup; namely, we can remove
the condition that ψ is monotonic, if we replace the above convergence sum condition by∑
ψ(q)| log ψ(q)|n−1 <∞.

Surprisingly, the divergence counterpart of Lemma 6.1 is not known.

Conjecture 6.1 (Inhomogeneous Gallagher: divergence). Let ψ : N → R+ be a monotonic
function and γ ∈ Rn. Then

mn(W
×
γ (n,ψ)) = 1 if

∞∑

q=1

ψ(q) logn−1 q = ∞ .

Restricting our attention to n = 2, it is shown in [17, Theorem 13] that the conjecture is
true if given γ = (γ1, γ2) ∈ R2, either γ1 = 0 or γ2 = 0. In other words, we are able to deal
with the situation in which one of the two “approximating quantities” is inhomogeneous but
not both. For further details see [17, §2.2].

We now turn our attention to the Hausdorff theory. Given that the Lebesgue theory is so
incomplete, it would be reasonable to have low expectations for a coherent Hausdorff theory.
However, when n = 2, we are bizarrely in pretty good shape. To begin with note that

if s ≤ 1 then Hs(W×
γ (2, ψ)) = ∞ irrespective of approximating function ψ. (6.19)

To see this, given γ = (γ1, γ2) ∈ R2, we observe that for any α ∈ Wγ1(1, ψ) the whole line
x1 = α within the unit interval is contained in W×

γ (2, ψ). Hence,

Wγ1(1, ψ) × I ⊂W×
γ (2, ψ) . (6.20)

It is easy to verify that Wγ1(1, ψ) is an infinite set for any approximating function ψ and
so (6.20) implies (6.19). Thus, when considering the s-dimensional Hausdorff measure of
W×

γ (2, ψ), there is no loss of generality in assuming that s ∈ (1, 2]. The following inhomoge-
neous multiplicative analogue of Jarńık’s theorem is established in [28, Theorem 1].
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Theorem 6.2. Let ψ : N → R+ be a monotonic function, γ ∈ R2 and s ∈ (1, 2). Then

Hs
(
W×

γ (2, ψ)
)
=





0 if
∑∞

q=1 q
2−sψs−1(q) <∞ ,

∞ if
∑∞

q=1 q
2−sψs−1(q) = ∞ .

(6.21)

Remark 6.7. Recall that Gallagher’s multiplicative statement and its conjectured inhomoge-
neous generalisation (Conjecture 6.1) have the extra ‘log factor’ in the Lebesgue ‘volume’ sum
compared to Khintchine’s simultaneous statement (Theorem 6.1 with s = n = 2). A priori,
it is natural to expect the log factor to appear in one form or another when determining the
Hausdorff measure Hs of W×

γ (2, ψ) for s ∈ (1, 2). This, as we see from Theorem 6.2, is very
far from the truth. The ‘log factor’ completely disappears. Thus, genuine ‘fractal’ Hausdorff
measures are insensitive to the multiplicative nature of W×

γ (2, ψ).

Remark 6.8. Note that in view of the previous remark, even if we had written Hs(I2) instead
of ∞ in the divergence case of Theorem 6.2 , it is still necessary to exclude the case s = 2.

For n > 2, the proof given in [28] of Theorem 6.2 can be adapted to show that for any
s ∈ (n− 1, n)

Hs
(
W×

γ (n,ψ)
)
= 0 if

∞∑

q=1

qn−sψs+1−n(q) logn−2 q <∞ .

Thus, for convergence in higher dimensions we lose a log factor from the Lebesgue volume
sum appearing in Gallagher’s homogeneous result and indeed Lemma 6.1. This of course is
absolutely consistent with the n = 2 situation given by Theorem 6.2. Regarding a divergent
statement, the arguments used in proving Theorem 6.2 can be adapted to show that for any
s ∈ (n− 1, n)

Hs
(
W×

γ (n,ψ)
)
= ∞ if

∞∑

q=1

qn−sψs+1−n(q) = ∞ .

Thus, there is a discrepancy in the above ‘s-volume’ sum conditions for convergence and
divergence when n > 2. In view of this, it remains an interesting open problem to deter-
mine the necessary and sufficient condition for Hs

(
W×

γ (n,ψ)
)
to be zero or infinite in higher

dimensions.

6.4.1 The multiplicative theory for manifolds

Let M be a non-degenerate sub-manifolds of Rn. In a nutshell, as in the simultaneous case,
the overarching problem is to develop a Lebesgue and Hausdorff theory for M∩W×

γ (n,ψ).
Given that our current knowledge for the independent theory (i.e. when M = Rn) is pretty
poor, we should not expect too much in terms of the dependent (manifold) theory. We start
with describing coherent aspects of the Lebesgue theory. The following is the multiplicative
analogue of the statement that M is inhomogeneously extremal. Given τ > 0 and a fixed
point γ ∈ Rn, we write W×

γ (n, τ) for the set W×
γ (n,ψ) with ψ(q) = q−τ .
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Theorem 6.3. Let M be a non-degenerate sub-manifold of Rn. Then
∣∣M∩W×

γ (n, 1 + ε)
∣∣
M = 0 ∀ ε > 0 .

In the homogeneous case, the above theorem is due to Kleinbock & Margulis [67] and implies
that non-degenerate manifolds are strongly extremal (by definition). It is easily seen that
strongly extremal implies extremal. The inhomogeneous statement is established via the
general Inhomogeneous Transference Principle developed in [24].

Beyond strong extremality, we have the following convergent statement for the Lebesgue
measure of M∩W×

γ (n,ψ) in the case M is a planar curve C .

Theorem 6.4. Let ψ : N → R+ be a monotonic function and γ ∈ Rn. Let C be a non-
degenerate planar curve. Then

∣∣C ∩W×
γ (2, ψ)

∣∣
C = 0 if

∞∑

q=1

ψ(q) log q <∞ . (6.22)

The homogeneous case is established in [5, Theorem 1]. However, on making use of the
upper bound counting estimate appearing within Theorem 2 of [18], it is easy to adapt the
homogeneous proof to the inhomogeneous setup. The details are left as an exercise. Just as
in the homogeneous theory, obtaining the counterpart divergent statement for the Lebesgue
measure of C∩W×

γ (2, ψ) remains a stubborn problem. However, for genuine fractal Hausdorff
measures Hs we have a complete convergence/divergence result [28, Theorem 2].

Theorem 6.5. Let ψ : N → R+ be a monotonic function, γ ∈ Rn and s ∈ (0, 1). Let C
be a C(3)-planar curve with non-zero curvature everywhere apart from a set of s-dimensional
Hausdorff measure zero. Then

Hs
(
C ∩W×

γ (2, ψ)
)
=





0 if
∑∞

q=1 q
1−sψs(q) <∞,

∞ if
∑∞

q=1 q
1−sψs(q) = ∞.

It is evident from the proof of the divergence case of the above theorem [28, §2.1.3], that
imposing the condition that C is a C(1)-planar curve suffices.

Beyond planar curves, the following lower bound dimension result represents the current
state of knowledge.

Theorem 6.6. Let M be an arbitrary Lipschitz manifold in Rn and γ ∈ Rn. Then, for any
τ ≥ 1

dim
(
M∩W×

γ (n, τ)
)

≥ dimM− 1 +
2

1 + τ
. (6.23)

The homogeneous case is established in [23, Theorem 5]. The homogeneous proof [23, §6.2]
rapidly reduces to the inequality

dim
(
M∩W×

0 (n, τ)
)

≥ dimM− 1 + dimW×
0 (1, τ) .
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ButW×
0 (1, τ) :=W (1, τ) and the desired statement follows on applying the Jarńık-Besicovitch

Theorem (Theorem 3.2). Now, Theorem 6.1 implies that the inhomogeneous generalisation
of the Jarńık-Besicovitch Theorem is valid; namely that, for any γ ∈ R and τ ≥ 1

dimWγ(1, τ) =
2

1 + τ
.

Thus, the short argument given in [23, §6.2] can be adapted in the obvious manner to establish
Theorem 6.6.

6.4.2 Cassels’ problem

A straightforward consequence of Theorem 6.1 with s = 2 (inhomogeneous Khintchine), is
that for any γ = (γ1, γ2) ∈ R2, the set

W×
γ := {x ∈ I2 : lim inf

q→∞
q ‖qx1 − γ1‖ ‖qx2 − γ2‖ = 0} (6.24)

is of full Lebesgue measure; i.e. for any γ ∈ R2, we have that

m2(W
×
γ ) = 1 .

Of course, one can actually deduce the stronger ‘fiber’ statement that for any x ∈ I and
γ = (γ1, γ2) ∈ R2, the set

{y ∈ I : lim inf
q→∞

q ‖qx− γ1‖ ‖qy − γ2‖ = 0}

is of full Lebesgue measure. In a beautiful paper [89], Shapira establishes the following
statement which solves a problem of Cassels dating back to the fifties.

Theorem 6.7 (U. Shapira).

m2

( ⋂

γ∈R2

W×
γ

)
= 1 .

Thus, almost any pair of real numbers (x1, x2) ∈ R2 satisfies

∀ (γ1, γ2) ∈ R2 lim inf
q→∞

q ‖qx1 − γ1‖ ‖qx2 − γ2‖ = 0 . (6.25)

In fact, Cassels asked for the existence of just one pair (x1, x2) satisfying (6.25). Furthermore,
Shapira showed that if 1, x1, x2 form a basis for a totally real cubic number field, then (x1, x2)
satisfies (6.25). On the other hand, if 1, x1, x2 are linearly dependent over Q, then (x1, x2)
cannot satisfy (6.25).

Most recently, Gorodnik & Vishe [55] have strengthened Shapira’s result in the following
manner: almost any pair of real numbers (x1, x2) ∈ R2 satisfies

∀ (γ1, γ2) ∈ R2 lim inf
q→∞

q log5q‖qx1 − γ1‖ ‖qx2 − γ2‖ = 0 ,

where log5 is the fifth iterate of log. This ‘rate’ result makes a contribution towards the
following open problem.
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Conjecture 6.2. Almost any pair of real numbers (x1, x2) ∈ R2 satisfies

∀ (γ1, γ2) ∈ R2 lim inf
q→∞

q log q ‖qx1 − γ1‖ ‖qx2 − γ2‖ <∞ . (6.26)

Remark 6.9. It is relatively straightforward to show (exercise) that for any τ > 2
{
x ∈ I2 : ∀ (γ1, γ2) ∈ R2 lim inf

q→∞
q logτq ‖qx1 − γ1‖ ‖qx2 − γ2‖ = 0

}
= ∅ .

We end this section by mentioning Cassels’ problem within the context of Diophantine
approximation on manifolds. By exploiting the work of Shah [88], it is shown in [56] that for
any non-degenerate planar curve C

∣∣∣ C ∩
⋂

γ∈R2W×
γ

∣∣∣
C
= 1 .

7 The badly approximable theory

We have had various discussions regarding badly approximable points in earlier sections, in
particular within §1.3 and §4.2. We mentioned that the badly approximable set Bad and
its higher dimensional generalisation Bad(i1, . . . , in) are small in the sense that they are of
zero Lebesgue measure but are nevertheless large in the sense that they have full Hausdorff
dimension. In this section we outline the basic techniques used in establishing the dimension
results. For transparency and simplicity, we shall concentrate on the one-dimensional case.
We begin with the classical nearly 100 years old result due to Jarńık.

7.1 Bad is of full dimension

The key purpose of this section is to introduce a basic Cantor set construction and show
how it can be utilised to show that Bad is of maximal dimension – a result first established
by Jarńık in [59]. Towards the end we shall mention the additional ideas required in higher
dimensions.

Theorem 7.1 (Jarńık, 1928). The Hausdorff dimension of Bad is one; that is

dimBad = 1 .

The proof utilises the following simple Cantor set construction. Let R,M ∈ N and
M ≤ R − 1. Let E0 = [0, 1]. Partition the interval E0 into R equal close subinterval and
remove any M of them. This gives E1 - the union of (R−M) closed intervals {I1,j}1≤j≤R−M
of length |I1,j | = R−1. Then repeat the procedure: partition each interval I1,j within E1

into R equal close subinterval and remove any M intervals of the partitioning of each I1,j .
This procedure gives rise to E2 - the union of (R −M)2 closed intervals {I2,j}1≤j≤(R−M)2

of length |I2,j | = R−2. The process goes on recurrently/inductively as follows: for n ≥ 1,
given that En−1 is constructed and represents the union of (R − M)n−1 closed intervals
{In−1,j}1≤j≤(R−M)n−1 of length |In−1,j | = R−(n−1), to construct En we
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(i) partition each interval In−1,j within En−1 into R equal closed subintervals, and

(ii) remove any M of the R intervals of the above partitioning of each In−1,j.

Observe that En will be the union of exactly (R −M)n closed intervals {In,j}1≤j≤(R−M)n of
length |In,j| = R−n. The corresponding Cantor set is defined to be

K :=
∞⋂

n=0

En .

Remark 7.1. Of course the Cantor set constructed above is not unique and depends on the
specific choices of M intervals being removed in each case. Indeed, there are continuum many
possibilities for the resulting set K. For example, if R = 3, M = 1 and we always remove
the middle interval of the partitioning, the set K is the famous middle third Cantor set as
described in Example 3.1 of §3.1.

Trivially, the Cantor set K is non-empty since it is the intersection of a nested sequence
of closed intervals within [0, 1]. Indeed, if 0 ≤ M ≤ R − 2 then we have that K is uncount-
able. The following result relates the Hausdorff dimension of K to the parameters R and M
associated with K.

Lemma 7.1. Let K be the Cantor set constructed above. Then

dimK =
log(R−M)

logR
. (7.1)

Proof. Let {In,j}1≤j≤(R−M)n be the collection of intervals within En associated with the
construction of K. Recall that this is a collection of (R−M)n closed intervals, each of length
R−n. Naturally, {In,j}1≤j≤(R−M)n is a cover of K. Furthermore, for every ρ > 0 there is
a sufficiently large n such that {In,j}1≤j≤(R−M)n is a ρ-cover of K – simply make sure that
R−n < ρ. Observe that

∑

j

diam(In,j)
s = (R −M)nR−ns = 1 where s :=

log(R−M)

logR
.

Hence, by definition, Hs
ρ(K) ≤ 1 for all sufficiently small ρ > 0. Consequently, Hs(K) ≤ 1

and it follows that
dimK ≤ s .

For the lower bound, let 0 < ρ < 1 and {Bi} be an arbitrary ρ-cover of K. We show that

∑

i

diam(Bi)
s ≥ κ,

where s is as above and the constant κ > 0 is independent of the cover. Without loss of
generality, we will assume that each Bi is an open interval. Since K is the intersection of
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closed subsets of [0, 1], it is bounded and closed and hence compact. Therefore, {Bi} contains
a finite subcover. Thus, without loss of generality, we can assume that {Bi} is a finite ρ-cover
of K. For each Bi, let k ∈ Z be the unique integer such that

R−(k+1) ≤ diam(Bi) < R−k .

Then Bi intersects at most two intervals of Ek as the intervals in Ek are R−k in length. If
j ≥ k, then Bi intersects at most

2(R−M)j−k = 2(R −M)jR−sk ≤ 2(R−M)jRs diam(Bi)
s (7.2)

intervals within Ej. These are the intervals that are contained in the (at most) two intervals
of Ek that intersect Bi. Now choose j large enough so that

R−(j+1) ≤ diam(Bi) ∀ Bi .

This is possible since the cover {Bi} is finite. Since {Bi} is a cover of K, it must intersect
every interval of Ej . There are (R−M)j intervals within Ej. Hence, by (7.2) it follows that

(R−M)j ≤
∑

i

2(R −M)jRs diam(Bi)
s .

The upshot of this is that for any ρ-cover {Bi} of K, we have that

∑

i

diam(Bi)
s ≥ 1

2R
−s =

1

2(R −M)
.

Hence, by definition, we have that Hs
ρ(K) ≥ 1

2(R−M) for all sufficiently small ρ > 0. Therefore,

Hs(K) ≥ 1
2(R−M) > 0 and it follows that

dimK ≥ s =
log(R−M)

logR

as required.

Armed with Lemma 7.1, it is relatively straight forward to prove Jarńık’s full dimension
result.

Proof of Theorem 7.1. Let R ≥ 4 be an integer. For n ∈ Z, n ≥ 0 let

Qn = {p/q ∈ Q : R
n−3
2 ≤ q < R

n−2
2 } ⊂ Q , (7.3)

where p/q is a reduced fraction of integers. Observe that Q0 = Q1 = Q2 = ∅, that the sets
Qn are disjoint and that

Q =

∞⋃

n=3

Qn . (7.4)
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Furthermore, note that
∣∣∣∣
p

q
− p′

q′

∣∣∣∣ ≥
1

q′q
> R−n+2 for different p/q and p′/q′ in Qn. (7.5)

Fix 0 < δ ≤ 1
2 . Then for p/q ∈ Qn, define the dangerous interval ∆(p/q) as follows:

∆(p/q) :=
{
x ∈ [0, 1] :

∣∣∣∣x− p

q

∣∣∣∣ < δR−n
}
. (7.6)

The goal is to construct a Cantor set K =
⋂∞
n=0En such that for every n ∈ N

En ∩∆(p/q) = ∅ for all p/q ∈ Qn . (7.7)

To this end, let E0 = [0, 1] and suppose that En−1 has already been constructed. Let I be
any of the intervals In−1,j within En−1. Then |I| = R−n+1. By (7.5) and (7.6), there is at
most one dangerous interval ∆(pI/qI) with pI/qI ∈ Qn that intersects I. Partition I into R
closed subintervals of length R−n = R−1|I|. Note that since δ ≤ 1

2 , the dangerous interval
∆(pI/qI), if it exists, can intersect at most 2 intervals of the partitioning of I. Hence, by
removing M = 2 intervals of the partitioning of each I within En−1 we construct En while
ensuring that (7.7) is satisfied. By Lemma 7.1, it follows that for any R ≥ 4

dimK ≥ log(R− 2)

logR
.

Now take any x ∈ K and any p/q ∈ Q. Then p/q ∈ Qn for some n ∈ N and since K ⊂ En we
have that x ∈ En. Then, by (7.7), we have that x 6∈ ∆(p/q), which implies that

∣∣∣∣x− p

q

∣∣∣∣ ≥ δR−n ≥ δR−3q−2 . (7.8)

Since p/q ∈ Q is arbitrary and R and δ are fixed, we have that x ∈ Bad. That is, K ⊂ Bad
and thus it follows that

dimBad ≥ dimK ≥ log(R− 2)

logR
.

This is true for any R ≥ 4 and so on letting R → ∞, it follows that dimBad ≥ 1. The
complementary upper bound statement dimBad ≤ 1 is trivial since Bad ⊂ R.

Remark 7.2. The crucial property underpinning the proof of Theorem 7.1 is the separation
property (7.5) of rationals. Indeed, without appealing to Lemma 7.1, the above proof based
on (7.5) alone shows that Bad is uncountable. The construction of the Cantor set K as well
as the proof of Theorem 7.1 can be generalised to higher dimensions in order to show that

dimBad(i1, . . . , in) = n .

Regarding the higher dimensional generalisation of the proof of Theorem 7.1, the appropriate
analogue of (7.5) is the following elegant Simplex Lemma – see for example [69, Lemma 4].
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Lemma 7.2 (Simplex Lemma). Let m ≥ 1 be an integer and Q > 1 be a real number. Let
E ⊆ Rm be a convex set of m-dimensional Lebesgue measure

|E| ≤ (m! )−1Q−(m+1) .

Suppose that E contains m + 1 rational points (p
(1)
i /qi, . . . , p

(m)
i /qi) with 1 ≤ qi < Q, where

0 ≤ i ≤ m. Then these rational points lie in some hyperplane of Rm.

7.2 Schmidt’s games

In his pioneering work [85], Wolfgang M. Schmidt introduced the notion of (α, β)-games
which now bear his name. These games are an extremely powerful tool for investigating
badly approximable sets. The simplified account which we are about to present is sufficient
to bring out the main features of the games.

Suppose that 0 < α < 1 and 0 < β < 1. Consider the following game involving the
two arch rivals Ayesha and Bhupen – often simply referred to as players A and B. First, B
chooses a closed ball B0 ⊂ Rm. Next, A chooses a closed ball A0 contained in B0 of diameter
α ρ(B0) where ρ( . ) denotes the diameter of the ball under consideration. Then, B chooses
at will a closed ball B1 contained in A0 of diameter β ρ(A0). Alternating in this manner
between the two players, generates a nested sequence of closed balls in Rm:

B0 ⊃ A0 ⊃ B1 ⊃ A1 ⊃ . . . ⊃ Bn ⊃ An ⊃ . . . (7.9)

with diameters
ρ(Bn) = (αβ)n ρ(B0) and ρ(An) = α ρ(Bn) .

A subset X of Rm is said to be (α, β)-winning if A can play in such a way that the unique
point of the intersection

∞⋂

n=0

Bn =

∞⋂

n=0

An

lies in X, regardless of how B plays. The set X is called α-winning if it is (α, β)-winning for
all β ∈ (0, 1). Finally, X is simply called winning if it is α-winning for some α. Informally,
player B tries to stay away from the ‘target’ set X whilst player A tries to land on X. As
shown by Schmidt in [85], the following are the key consequences of winning.

• If X ⊂ Rm is a winning set, then dimX = m.

• The intersection of countably many α-winning sets is α-winning.

Schmidt [85] proved the following fundamental result for the symmetric case of the higher
dimensional analogue of Bad which, given the above properties, has implications well beyond
simply full dimension.

Theorem 7.2 (Schmidt, 1966). For any m ∈ N, the set Bad( 1
m , . . . ,

1
m ) is winning.
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Proof. To illustrate the main ideas involved in proving the theorem we shall restrict our
attention to when m = 1. In this case, we are able to establish the desired winning statement
by naturally modifying the proof of Theorem 7.1. Without loss of generality, we can restrict
Bad := Bad(1) to the unit interval [0, 1]. Let 0 < α < 1

2 and 0 < β < 1. Let R = (αβ)−1

and define Qn by (7.3). Again Q0 = Q1 = Q2 = ∅; the sets Qn are disjoint; (7.4) and (7.5)
are both true. Furthermore, for p/q ∈ Qn the corresponding dangerous interval ∆(p/q) is
defined by (7.6), where 0 < δ < 1 is to be specified below and will be dependent on α and
the first move made by Bhupen .

Our goal is to show that Ayesha has a strategy to ensure that sequence (7.9) satisfies

An ∩∆(p/q) = ∅ for all p/q ∈ Qn . (7.10)

Then the single point x corresponding to the intersection over all the closed and nested
intervals An would satisfy (7.8) for all p/q ∈ Q meaning that x is badly approximable. By
definition, this would implying that Bad is α-winning as desired.

Let B0 ⊂ [0, 1] be any closed interval. Now we set

δ := ρ(B0)(
1
2 − α).

Suppose that
B0 ⊃ A0 ⊃ B1 ⊃ A1 ⊃ . . . ⊃ Bn−1 ⊃ An−1

are already chosen and satisfy the required properties; namely (7.10). Suppose that Bn ⊂
An−1 is any closed interval of length

ρ(Bn) = βρ(An−1) = (αβ)n ρ(B0) = R−nρ(B0).

Next, A has to choose a closed interval An contained in Bn of diameter

ρ(An) = α ρ(Bn) = αR−nρ(B0)

and satisfying (7.10). If (7.10) is satisfied withAn replaced byBn, then choosingAn obviously
represents no problem. Otherwise, using (7.5) one readily verifies that there is exactly one
point pn/qn ∈ Qn such that ∆(pn/qn) intersects Bn. In this case Bn \∆(pn/qn) is either the
union of two closed intervals, the larger one being of length

≥ 1
2

(
ρ(Bn)− ρ(∆(pn/qn))

)
= 1

2R
−n
(
ρ(B0)− 2δ

)
= αR−nρ(B0) = αρ(Bn)

or a single closed interval of even greater length. Hence, it is possible to choose a closed
interval An ⊂ Bn \∆(pn/qn) of length ρ(An) = αρ(Bn). By construction, (7.10) is satisfied,
thus proving the existence of a winning strategy for A.

Remark 7.3. For various reasons, over the last decade or so there has been an explosion of
interest in Schmidt’s games. This has given rise to several ingenious generalisations of the
original game leading to stronger notions of winning, such as modified winning, absolute
winning, hyperplane winning and potential winning. For details see [51, 68] and references
within.

67



The framework of Schmidt games and thus the notion of winning is defined in terms
of balls. Thus, it is naturally applicable when considering the symmetric case (i1 = . . . =
in = 1/n) of the badly approximable sets Bad(i1 . . . , in). Recall, that in the symmetric case,
points in Bad( 1n , . . . ,

1
n) avoid squares (which are essentially balls) centred around rational

points were as in the general case the points avoiding rectangles (far from being balls). We
now turn our attention to the general case. Naturally, it would be desirable to be able to
show that the general set Bad(i1 . . . , in) is winning.

7.3 Properties of general Bad(i1 . . . , in) sets beyond full dimension

Despite the fact that the sets Bad(i1, . . . , in) have long been know to be uncountable and
indeed of full dimension, see [42, 68, 69, 77], the following conjecture of Schmidt dating back
to 1982 remained unresolved until reasonably recently.

Schmidt’s Conjecture .
Bad(13 ,

2
3) ∩Bad(23 ,

1
3) 6= ∅ .

As is already highlighted in Remark 4.2, if false then it would imply that Littlewood’s Con-
jecture is true.

Schmidt’s Conjecture was proved in [7] by establishing the following stronger statement
regarding the intersection of Bad(i, j) sets with vertical lines Lα := {(α, y) : y ∈ R} ⊂ R2. To
some extent it represents the badly approximable analogue of the ‘fiber’ results that appeared
in §4.5.

Theorem 7.3. Let (ik, jk) be a countable sequence of non-negative reals such that ik+ jk = 1
and let i := sup{ik : k ∈ N}. Suppose that

lim inf
k→∞

min{ik, jk} > 0 . (7.11)

Then, for any α ∈ R such that lim inf
q→∞

q1/i‖qα‖ > 0, we have that

dim
⋂
kBad(ik, jk) ∩ Lα = 1. (7.12)

Remark 7.4. The Diophantine condition imposed on α associated with the vertical line Lα is
easily seen to be necessary – see [7, §1.3]. Note that the condition is automatically satisfied
if α ∈ Bad. On the other hand, condition (7.11) is present for technical reason and can be
removed – see Theorem 7.5 and discussion below. At the point, simply observe that it is
automatically satisfied for any finite collection of pairs (ik, jk) and thus Theorem 7.3 implies
Schmidt’s Conjecture. Indeed, together with a standard ‘slicing’ result from fractal geometry
one obtains the following full dimension statement – see [7, §1.2] for details.

Corollary 7.1. Let (ik, jk) be a countable sequence of non-negative reals such that ik+jk = 1
and satisfying condition (7.11). Then,

dim
⋂
kBad(ik, jk) = 2. (7.13)
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At the heart of establishing Theorem 7.3 is the ‘raw’ construction of the generalised Cantor
sets framework formulated in [8]. For the purposes of these notes, we opt to follow the
framework of Cantor rich sets introduced in [12] which is a variation of the aforementioned
generalised Cantor sets.

Let R ≥ 3 be an integer. Given a collection I of compact intervals in R, let 1
RI denote the

collection of intervals obtained by splitting each interval in I into R equal closed subintervals
with disjoint interiors. Given a compact interval I0 ⊂ R, the sequence (Iq)q≥0 such that

I0 = {I0} and Iq ⊂ 1
RIq−1 for q ≥ 1

is called an R-sequence in I0. It defines the corresponding generalised Cantor set :

K((Iq)q≥0) :=
⋂

q≥0

⋃

Iq∈Iq
Iq. (7.14)

Given q ∈ N and any interval J , let

Îq :=
(
1
RIq−1

)
\ Iq and Îq ⊓ J := {Iq ∈ Îq : Iq ⊂ J} .

Furthermore, define

dq(Iq) := min
{Îq,p}

q−1∑

p=0

(
4

R

)q−p
max
Ip∈Ip

#
(
Îq,p ⊓ Ip

)
, (7.15)

where the minimum is taken over all partitions {Îq,p}q−1
p=0 of Îq; that is Îq =

⋃q−1
p=0 Îq,p.

The following dimension statement was established in [8, Theorem 4], see also [12, Theo-
rem 5].

Lemma 7.3. Let K((Iq)q≥0) be the Cantor set given by (7.14). Suppose that

dq(Iq) ≤ 1 (7.16)

for all q ∈ N. Then

dimK((Iq)q≥0) ≥ 1− log 2

logR
.

Although the lemma can be viewed as a generalisation of Lemma 7.1, we stress that its
proof is substantially more involved and requires new ideas. At the heart of the proof is the
‘extraction’ of a ‘local’ Cantor type subset K of K((Iq)q≥0). By a local Cantor set we mean
a set arising from a construction as described in §7.1. The parameter M associated with the
extracted local Cantor set K is essentially1

2R.

It is self evident from Lemma 7.3, that if a given set X ⊂ R contains a generalised
Cantor set given by (7.14) with arbitrarily large R, then dimX = 1. The following definition
of Cantor rich [12], imposes a stricter requirement than (7.16) in order to ensure that the
countable intersection of generalised Cantor sets is of full dimension. To some extent, building
upon the raw construction of [7, §7.1], the full dimension aspect for countable intersections
had previously been investigated in [8, §7].
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Definition 7.1. Let M > 1, X ⊂ R and I0 be a compact interval. The set X is said to
be M -Cantor rich in I0 if for any ε > 0 and any integer R ≥ M there exists an R-sequence
(Iq)q≥0 in I0 such that K((Iq)q≥0) ⊂ X and

sup
q∈N

dq(Iq) ≤ ε .

The set X is said to be Cantor rich in I0 if it is M -Cantor rich in I0 for some M , and it is
said to be Cantor rich if it is Cantor rich in I0 for some compact interval I0.

The following summarises the key properties of Cantor rich sets.

(i) Any Cantor rich set X in R satisfies dimX = 1.

(ii) For any given compact interval I0 and any given fixedM ∈ N, any countable intersection
of M -Cantor rich sets in I0 is M -Cantor rich in I0.

The framework of Cantor-rich sets was utilised in the same paper [12] to establish the
following result concerning badly approximable points on manifolds.

Theorem 7.4. For any non-degenerate analytic sub-manifold M ⊂ Rn and any sequence
(i1,k, . . . , in,k) of non-negative reals such that i1,k + · · · + in,k = 1 and

inf{ij,k > 0 : 1 ≤ j ≤ n, k ∈ N} > 0 , (7.17)

one has that
dim

⋂
kBad(i1,k, . . . , in,k) ∩ M = dimM . (7.18)

The condition of analyticity from Theorem 7.4 can be omitted in the case the sub-manifold
M ⊂ Rn is a curve. Indeed, establishing the theorem for curves is very much the crux since
any manifold can be ‘fibred’ into an appropriate collection of curves – see [12, §2.1] for details.
In the case n = 2, so that M is a non-degenerate planar curve, the theorem was previously
established in [9] and provides a solution to an explicit problem of Davenport dating back to
the swinging sixties concerning the existence of badly approximable pairs on the parabola.
Furthermore, in [9] partial results for lines (degenerate curves) with slopes satisfying certain
Diophantine constraints are also obtained. Although not optimal, they naturally extend
Theorem 7.3 beyond vertical lines. As already mentioned, Theorem 7.4 as stated for general
n was established in [12] and it settles the natural generalisations of Schmidt’s Conjecture
and Davenport’s problem in arbitrary dimensions.

Remark 7.5. Building upon the one-dimensional, generalised Cantor sets framework formu-
lated in [8], an abstract ‘metric space’ framework of higher dimensional generalised Cantor
sets, branded as ‘Cantor winning sets’, has recently been introduced in [6]. Projecting this
framework onto the specific one-dimensional construction of Cantor rich sets given above, the
definition of Cantor-winning sets reads as follows. Let ε0 > 0, X ⊂ R and I0 be a compact
interval. Then the set X is ε0-Cantor-winning in I0 if for any positive ε < ε0 there exists a
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positive integer Rε such that for any integer R ≥ Rε there exists an R-sequence (Iq)q≥0 in I0
such that K((Iq)q≥0) ⊂ X and

max
Ip∈Ip

#
(
Îq,p ⊓ Ip

)
≤ R(q−p)(1−ε) .

The latter key condition implies that dq(Iq) is no more than 8R−ε provided that 8R−ε < 1.
Most recently, David Simmons has shown that the notion of Cantor winning as defined in [6]
is equivalent to the notion of potential winning as defined in [51].

The use of Cantor rich sets in establishing statements such as Theorems 7.3 & 7.4, comes
at a cost of having to impose, seemingly for technical reasons, conditions such as (7.11) and
(7.17). Although delivering some additional benefits, unfortunately the framework of Cantor
winning sets described above does not seem to resolve this issue. However, if for example,
we could show that Bad(i1, . . . , in) is (Schmidt) winning, then we would be able to intersect
countably many such sets without imposing any technical conditions. When n = 2, this has
been successfully accomplished by Jinpeng An in his elegant paper [2].

Theorem 7.5 (J. An). For any pair of non-negative reals (i, j) such that i + j = 1, the
two-dimensional set Bad(i, j) is winning.

A simple consequence of this is that we can remove condition (7.11) from the statement of
Corollary 7.1. Prior to [2], it is important to note that An in [1] had shown that Bad(i, j)∩Lα
is winning, where Lα is a vertical line as in Theorem 7.3. Of course, this implies that The-
orem 7.3 is true without imposing condition (7.11). On combining the ideas and techniques
introduced in the papers [1, 9, 12], it is shown in [3] that Bad(i, j) ∩ C is winning, where
C is a non-degenerate planar curve. This implies that we can remove condition (7.17) from
the n = 2 statement of Theorem 7.4. In higher dimensions (n > 2), removing condition
(7.17) remains very much a key open problem. The recent work of Guan and Yu [44] makes
a contribution toward this problem. Building upon the work of An [2], they show that the
set Bad(i1, . . . , in) is winning whenever i1 = · · · = in−1 ≥ in.

So far we have discussed the homogeneous theory of badly approximable sets. We now
turn our attention to the inhomogeneous theory.

7.4 Inhomogeneous badly approximable points

Given θ ∈ R the natural inhomogeneous generalisation of the one-dimensional set Bad is the
set

Bad(θ) := {x ∈ R : ∃ c(x) > 0 so that ‖qx− θ‖ > c(x) q−1 ∀ q ∈ N} .
Within these notes we shall prove the following inhomogeneous strengthening of Theorem 7.1.

Theorem 7.6. For any θ ∈ R, we have that

dimBad(θ) = 1 .
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The basic philosophy behind the proof is simple and exploits the already discussed homo-
geneous ‘intervals construction’; namely

(homogeneous construction) + (θ − θ = 0) =⇒ (inhomogeneous statement).

Remark 7.6. Recall that we have already made use of this type of philosophy in establishing
the inhomogeneous extremality conjecture stated in §6.3.1, where the proof very much relies on
the fact that we already know that any non-degenerate manifold is (homogeneously) extremal.

Proof of Theorem 7.6. Let R ≥ 4 be an integer and δ = 1
2 . For n ∈ Z, n ≥ 0, define the sets

Qn by (7.3) and additionally define the following sets of ‘shifted’ rational points

Qn(θ) = {(p+ θ)/q ∈ R : p, q ∈ Z, R
n−5
2 ≤ q < R

n−4
2 } . (7.19)

Clearly, Q0(θ) = · · · = Q4(θ) = ∅ and the union Q(θ) :=
⋃∞
n=5Qn(θ) contains all the possible

points (p + θ)/q with p, q ∈ Z, q > 0.

Next, for p/q ∈ Qn define the dangerous interval ∆(p/q) by (7.6) and additionally define
the inhomogeneous family of dangerous intervals given by

∆((p+ θ)/q) :=
{
x ∈ [0, 1] :

∣∣∣∣x− p+ θ

q

∣∣∣∣ < δR−n
}
, (7.20)

where (p + θ)/q ∈ Q(θ). With reference to the Cantor construction of §7.1, our goal is to
construct a Cantor set K =

⋂∞
n=0En such that for every n ∈ N

En ∩∆(p/q) = ∅ for all p/q ∈ Qn (7.21)

and simultaneously

En ∩∆((p+ θ)/q) = ∅ for all (p+ θ)/q ∈ Qn(θ) . (7.22)

To this end, let E0 = [0, 1] and suppose that En−1 has been constructed as required. Let I be
any interval within En−1. Then |I| = R−n+1. When constructing En, I is partitioned into R
subintervals. We need to decide how many of these subintervals have to be removed in order
to satisfy (7.21) and (7.22). As was argued in the proof of Theorem 7.1, removing 2 intervals
of the partitioning of I ensures that (7.21) is satisfied. We claim that the same applies to
(7.22), that is removing 2 intervals of the partitioning of I ensures (7.22). Indeed, since the
length of ∆((p+ θ)/q) is no more that R−n, to verify this claim it suffices to show that there
is only one point (p+ θ)/q ∈ Qn(θ) such that

∆((p+ θ)/q) ∩ I 6= ∅.

This condition implies that

|qx− p− θ| < R
n−4
2 (δR−n +R−n+1) for any x ∈ I . (7.23)

For a contradiction, suppose there are two distinct points (p1+θ)/q1 and (p2+θ)/q2 in Qn(θ)
satisfying (7.23). Then, by (7.23) and the triangle inequality, we get that

|(q1 − q2)x− (p1 − p2)| < 2R
n−4
2 (δR−n +R−n+1) for any x ∈ I . (7.24)
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Clearly q1 6= q2 as otherwise we would have that |p1 − p2| < 2R
n−4
2 (δR−n + R−n+1) < 1,

implying that p1 = p2 and contradicting to the fact that (p1 + θ)/q1 and (p2 + θ)/q2 are
distinct. In the above we have used that n ≥ 5. Also without loss of generality we assume
that q1 > q2. Then define d = gcd(q1 − q2, p1 − p2), q = (q1 − q2)/d, p = (p1 − p2)/d and let
m be the unique integer such that

p/q ∈ Qm .

Thus, R
m−3

2 ≤ q < R
m−2

2 . Since q < q1 < R
n−4
2 we have that m ≤ n− 2. Then, by (7.24),

∣∣∣∣x− p

q

∣∣∣∣ < R−m−3
2 2R

n−4
2 (δR−n +R−n+1) ≤ δR−m (7.25)

for any x ∈ I provided that R ≥ 36 (recall that δ = 1
2 ). It means that ∆(p/q) ∩ I 6= ∅. But

this is impossible since (7.21) is valid with n replaced by m and I ⊂ En−1 ⊂ Em. This proves
our above claim. The upshot is that by removing M = 4 intervals of the partitioning of each
I within En−1 we construct En while ensuring that the desired conditions (7.21) and (7.22)
are satisfied. The finale of the proof makes use of Lemma 7.1 and is almost identical to that
of the proof of Theorem 7.1. We leave the details to the reader.

Remark 7.7. Note that in the above proof of Theorem 7.6, we actually show that

dimBad ∩Bad(θ) = 1 .

It seems that proving this stronger statement is simpler than any potential ‘direct’ proof of
the implied fact that dimBad(θ) = 1.

Remark 7.8. In the same way that the proof of Theorem 7.1 can be modified to show that
Bad is winning (see the proof of Theorem 7.2 for the details), the proof of Theorem 7.6 can
be adapted to show that Bad(θ) is winning.

In higher dimensions, the natural generalisation of the one-dimensional set Bad(θ) is the
set Bad(i1, . . . , in;θ) defined in the following manner. For any θ = (θ1, . . . , θn) ∈ Rn and
n-tuple of real numbers i1, ..., in ≥ 0 such that i1 + · · · + in = 1, we let Bad(i1, . . . , in;θ) to
be the set of points (x1, ..., xn) ∈ Rn for which there exists a positive constant c(x1, ..., xn)
such that

max{ ||qx1 − θ1||1/i1 , ..., ||qxn − θn||1/in } > c(x1, ..., xn) q
−1 ∀ q ∈ N.

The ideas used in the proof of Theorem 7.6 can be naturally generalised to show that

dimBad(i1 . . . , in;θ) = n .

In the case n = 2, the details of the proof are explicitly given in [28, §3]. Indeed, as mentioned
in [28, Remark 3.4], in the symmetric case i1 = . . . = in = 1/n, we actually have that
Bad( 1n , . . . ,

1
n ;θ) is winning; i.e. the inhomogeneous strengthening of Theorem 7.2.
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Remark 7.9. The basic philosophy exploited in proving Theorem 7.6 has been successfully
incorporated within the context of Schmidt games to establish the inhomogeneous generali-
sation of the homogeneous winning statements discussed at the end of §7.3. In particular, let
θ ∈ R2 and (i, j) be a pair of non-negative real numbers such that i+j = 1. Then, it is shown
in [3] that (i) the set Bad(i, j;θ) is winning and (ii) for any non-degenerate planar curve C,
the set Bad(i, j;θ) ∩ C is winning. Also, in [3] the following almost optimal winning result
for the intersection of Bad(i, j) sets with arbitrary lines (degenerate curves) is obtained. It
substantially extends and generalises the previous ‘line’ result obtained in [9].

Theorem 7.7. Let (i, j) be a pair of non-negative real numbers such that i+ j = 1 and given
a, b ∈ R with a 6= 0, let La,b denote the line defined by the equation y = ax+ b. Suppose there
exists ǫ > 0 such that

lim inf
q→∞

q
1
σ
−ǫmax{‖qa‖, ‖qb‖} > 0 where σ := min{i, j} . (7.26)

Then, for any θ ∈ R2 we have that Badθ(i, j) ∩ La,b is winning. Moreover, if a ∈ Q the
statement is true with ǫ = 0 in (7.26).

The condition (7.26) is optimal up to the ǫ – see [3, Remark 4]. It is indeed, both necessary
and sufficient in the case a ∈ Q. Note that the argument presented in [3, Remark 4] showing
the necessity of (7.26) with ǫ = 0 only makes use of the assumption that Bad(i, j)∩La,b 6= ∅.
It is plausible to suggest that this latter assumption is a necessary and sufficient condition
for the conclusion of Theorem 7.7 to hold.

Conjecture 7.1. Let (i, j) be a pair of non-negative real numbers such that i + j = 1 and
given a, b ∈ R with a 6= 0, let La,b denote the line defined by the equation y = ax+ b. Then

Bad(i, j) ∩ La,b 6= ∅

if and only if
∀ θ ∈ R2 Badθ(i, j) ∩ La,b is winning.

Observe that the conjecture is true in the case a ∈ Q and when the line La,b is horizontal or
vertical in the homogenous case.
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