
This is a repository copy of First Measurement of Deeply Virtual Compton Scattering on 
the Neutron with Detection of the Active Neutron.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/220160/

Version: Published Version

Article:

(2024) First Measurement of Deeply Virtual Compton Scattering on the Neutron with 
Detection of the Active Neutron. Physical Review Letters. 211903. ISSN 1079-7114 

https://doi.org/10.1103/PhysRevLett.133.211903

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

This article is distributed under the terms of the Creative Commons Attribution (CC BY) licence. This licence 
allows you to distribute, remix, tweak, and build upon the work, even commercially, as long as you credit the 
authors for the original work. More information and the full terms of the licence here: 
https://creativecommons.org/licenses/ 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



First Measurement of Deeply Virtual Compton Scattering
on the Neutron with Detection of the Active Neutron

A. Hobart ,
1
S. Niccolai,

1
M. Čuić,

2
K. Kumerički,

2
P. Achenbach,

3
J. S. Alvarado,

1
W. R. Armstrong,

4
H. Atac,

5

H. Avakian,
3
L. Baashen,

6,*
N. A. Baltzell,

3
L. Barion,

7
M. Bashkanov,

8
M. Battaglieri,

3,9,†
B. Benkel,

10
F. Benmokhtar,

11

A. Bianconi,
12,13

A. S. Biselli,
14
S. Boiarinov,

3
M. Bondi,

15
W. A. Booth,

8
F. Bossù,

16
K.-Th. Brinkmann,

17
W. J. Briscoe,

18

W. K. Brooks,
19
S. Bueltmann,

20
V. D. Burkert,

3
T. Cao,

3
R. Capobianco,

21
D. S. Carman,

3
P. Chatagnon,

3,1
G. Ciullo,

7,22

P. L. Cole,
23

M. Contalbrigo,
7
A. D’Angelo,

10,24
N. Dashyan,

25
R. De Vita,

9,‡
M. Defurne,

16
A. Deur,

3
S. Diehl,

17,21

C. Dilks,
3,26

C. Djalali,
27

R. Dupre,
1
H. Egiyan,

3
A. El Alaoui,

19
L. El Fassi,

28
L. Elouadrhiri,

3
S. Fegan,

8
A. Filippi,

29

C. Fogler,
20
K. Gates,

30
G. Gavalian,

3,31
G. P. Gilfoyle,

32
D. Glazier,

30
R.W. Gothe,

33
Y. Gotra,

3
M. Guidal,

1
K. Hafidi,

4

H. Hakobyan,
19
M. Hattawy,

20
F. Hauenstein,

3,20
D. Heddle,

34,3
M. Holtrop,

31
Y. Ilieva,

33,18
D. G. Ireland,

30
E. L. Isupov,

35

H. Jiang,
30

H. S. Jo,
36

K. Joo,
21

T. Kageya,
3
A. Kim,

21
W. Kim,

36
V. Klimenko,

21
A. Kripko,

17
V. Kubarovsky,

3,37

S. E. Kuhn,
20

L. Lanza,
10,24

M. Leali,
12,13

S. Lee,
4,38

P. Lenisa,
7,22

X. Li,
38

I. J. D. MacGregor,
30

D. Marchand,
1

V. Mascagna,
12,39,13

M. Maynes,
28

B. McKinnon,
30

Z. E. Meziani,
4
S. Migliorati,

12,13
R. G. Milner,

38
T. Mineeva,

19

M. Mirazita,
40

V. Mokeev,
3,35

C. Muñoz Camacho,
1
P. Nadel-Turonski,

3
P. Naidoo,

30
K. Neupane,

33
G. Niculescu,

41

M. Osipenko,
9
P. Pandey,

38
M. Paolone,

42,5
L. L. Pappalardo,

7,22
R. Paremuzyan,

3,31
E. Pasyuk,

3
S. J. Paul,

43
W. Phelps,

34,3

N. Pilleux,
1
M. Pokhrel,

20
S. Polcher Rafael,

16
J. Poudel,

3
J. W. Price,

44
Y. Prok,

20
T. Reed,

6
J. Richards,

21
M. Ripani,

9

J. Ritman,
45,46

P. Rossi,
3,40

A. A. Golubenko,
35

C. Salgado,
47

S. Schadmand,
45

A. Schmidt,
18

Marshall B. C. Scott,
18

E. M. Seroka,
18

Y. G. Sharabian,
3
E. V. Shirokov,

35
U. Shrestha,

21,27
N. Sparveris,

5
M. Spreafico,

9
S. Stepanyan,

3

I. I. Strakovsky,
18

S. Strauch,
33,18

J. A. Tan,
36

N. Trotta,
21

R. Tyson,
3
M. Ungaro,

3
S. Vallarino,

9
L. Venturelli,

12,13

V. Tommaso,
9
H. Voskanyan,

25
E. Voutier,

1
D. P. Watts,

8
X. Wei,

3
R. Williams,

8
M. H. Wood,

48,33
L. Xu,

1
N. Zachariou,

8

J. Zhang,
49

Z.W. Zhao,
26

and M. Zurek
4

(CLAS Collaboration)

1
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Measuring deeply virtual Compton scattering (DVCS) on the neutron is one of the necessary steps to

understand the structure of the nucleon in terms of generalized parton distributions (GPDs). Neutron targets

play a complementary role to transversely polarized proton targets in the determination of the GPD E. This

poorly known and poorly constrained GPD is essential to obtain the contribution of the quarks’ angular

momentum to the spin of the nucleon. DVCS on the neutron was measured for the first time selecting the

exclusive final state by detecting the neutron, using the Jefferson Lab longitudinally polarized electron

beam, with energies up to 10.6 GeV, and the CLAS12 detector. The extracted beam-spin asymmetries,

combined with DVCS observables measured on the proton, allow a clean quark-flavor separation of the

imaginary parts of the Compton form factors H and E.

DOI: 10.1103/PhysRevLett.133.211903

Understanding the structure of the nucleon in terms of
quarks and gluons, collectively called partons, is one of the
main challenges of hadronic physics. The formalism of
generalized parton distributions (GPDs) [1–8] provides a
universal description of the partonic structure of the
nucleon. GPDs correlate partons in different quantum
states, and can be interpreted as the spatial distributions
in the transverse plane of partons carrying a given longi-
tudinal momentum fraction. The simultaneous knowledge
of longitudinal momentum and transverse position gives

access to the angular momentum of quarks and gluons
[2,3]. Therefore, the determination of GPDs can clarify the
so-called “spin crisis” that ensued from the measurements
[9] showing that the spins of the quarks contribute to only
20%–30% of the nucleon’s spin.
GPDs derive from the theory of the strong interaction,

quantum chromodynamics (QCD), as they are the Fourier
transforms of nonlocal and nondiagonal QCD operators.
They are most easily accessed in the measurement of the
exclusive leptoproduction of a photon (deeply virtual
Compton scattering, or DVCS) or a meson on the nucleon,
at sufficiently largeQ2, which is the virtuality of the photon

emitted by the initial lepton [Q2 ¼ −ðk − k0Þ2, where k and
k0 are the momenta of the initial and final state leptons,
respectively]. Figure 1 illustrates the leading-order diagram
for DVCS, where QCD factorization is applied, splitting
the process into the hard quark-photon scattering part,
calculable in perturbative quantum electrodynamics, and
the soft nucleon-structure part. Considering only helicity-
conserving processes and the quark sector, the soft structure
of the nucleon is parametrized by four GPDs for each quark

flavor: H; H̃; E; Ẽ (the tilde denotes polarized GPDs),

*
Present address: King Saud University in Riyadh,

Saudi Arabia.
†
Present address: INFN, Sezione di Genova, 16146 Genova,

Italy.
‡
Present address: Thomas Jefferson National Accelerator

Facility, Newport News, Virginia 23606, USA.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Funded by SCOAP

3
.

PHYSICAL REVIEW LETTERS 133, 211903 (2024)

211903-2



which depend, in leading-order and leading-twist QCD,
upon three variables: x, ξ, and t. x, the average parton
momentum fraction, is not accessible experimentally in the
DVCS process. xþ ξ and x − ξ are the longitudinal
momentum fractions of the quarks, respectively, coming
out from and going back into the nucleon. t is the squared
four-momentum transfer between the final and initial state
nucleons. Figure 1 and its caption illustrate the definitions
of the relevant variables.
DVCS shares the same final state with the Bethe-Heitler

(BH) process, where a real photon is emitted by either the
incoming or the scattered electron. At the cross-section
level BH is typically larger than DVCS, but information on
the latter can be obtained by extracting the DVCS-BH
interference term, and exploiting the fact that the amplitude
from BH can be computed. Spin-dependent asymmetries,
which at leading-twist depend mainly on the interference
term, can then be connected to linear combinations
of real and imaginary parts of Compton form factors
(CFFs, F ¼ fH; E; H̃; Ẽg), defined for a generic GPD F

(F ¼ fH;E; H̃; Ẽg) as

ℜeF ¼ P

Z

1

0

dx

�

1

x − ξ
�

1

xþ ξ

�

½Fðx; ξ; tÞ ∓ Fð−x; ξ; tÞ�

ð1Þ

ℑmF ¼ Fðξ; ξ; tÞ ∓ Fð−ξ; ξ; tÞ; ð2Þ

where P is the principal value of the integral, and the top
and bottom signs apply, respectively, to the unpolarized

GPDs (H, E) and to the polarized GPDs (H̃, Ẽ). Measuring
GPDs is a complex task, calling for a long-term exper-
imental program comprising the measurement of different
observables [8,10]. Such a dedicated experimental pro-
gram, mainly focused on a proton target, has been carried
out worldwide, in particular at Jefferson Lab, with CLAS/
CLAS12 and Hall A [11–20], and at HERAwith HERMES
[21–27], H1 [28–30], and Zeus [31,32] and at CERN with
COMPASS [33], bringing strong constraints to the GPD H

and indications on the size and kinematic dependence of H̃.
Measuring DVCS on both protons and neutrons is

essential to carry out the quark-flavor separation of
GPDs. Moreover, the beam-spin asymmetry (BSA, here-
after also denoted by ALU where L indicates the longitu-
dinally polarized beam and U the unpolarized target) for
DVCS on the neutron is strongly sensitive to the GPD E,
which is poorly known and constrained. E is of particular
interest as it enters, along with H, in Ji’s sum rule [2,3]

X

q

Z

þ1

−1

dxx½Hqðx;ξ;t¼0ÞþEqðx;ξ;t¼0Þ�¼2Jq; ð3Þ

which links the total angular momentum Jq carried by each

quark q to the sum of the second moments over x of the
GPDsH and E. In a first approximation, the BSA relates to
the CFFs as [34]

ALU ∝ sinϕℑm½F1Hþ ξðF1 þ F2ÞH̃þ kF2E�; ð4Þ

where ϕ is the angle between the lepton scattering and
photon production planes, F1 and F2 are the Dirac and

Pauli form factors, and k ¼ −t=4M2 with M the nucleon’s
mass. Because of the different values of F1 and F2 for the
proton and neutron, and to the small size of ξ, the BSAwill
be mainly sensitive to ℑmH of the proton, if the target is a
proton, and to ℑmE of the neutron, if the target is a neutron.
The importance of neutron targets in the DVCS

phenomenology was established by a pioneering Hall A
experiment [35] that was then repeated with higher sta-
tistics [36]. Both experiments measured polarized-beam
cross-section differences for DVCS off a neutron from a
deuterium target by detecting the scattered electron and the
DVCS or BH photon [ed → e0γðnp; dÞ] and then sub-
tracting data taken, in the same detection topology, on a
hydrogen target [ep → e0γðpÞ].
This Letter presents results for the BSA of neutron-

DVCS (nDVCS) from a deuterium target, ed → e0nγðpÞ.
This is the first nDVCS measurement with detection of the
recoil neutron.
The experiment ran at Jefferson Lab in Hall B, using

the large acceptance spectrometer CLAS12 [37] and the
longitudinally polarized electron beam produced by the
Continuous Electron Beam Accelerator Facility. An aver-
age beam polarization of ∼85% was measured throughout
the experiment using a Møller polarimeter. The 5-cm-long

FIG. 1. The “handbag” diagram for the DVCS process on the
nucleon eN → e0N0γ. The four-vectors of the incoming and
outgoing electrons, photons, and nucleons are denoted by

k=k0, q=q0, and p=p0, respectively. t ¼ ðp − p0Þ2 and ξ is
proportional to the Bjorken variable xB (ξ ≃ ½xB=ð2 − xBÞ�, where
xB ¼ ðQ2=2MνÞ, M is the nucleon mass, and ν ¼ Ee − Ee0 ).
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target was filled with unpolarized liquid deuterium. The
experiment ran between February 2019 and January 2020
during three periods, collecting an integrated luminosity of

roughly 285 fb−1. A quarter of the data was taken at a beam
energy of 10.6 GeV, another quarter at 10.2 GeV, and half at
10.4 GeV. Events with at least one electron, one photon,
and one neutron were selected for the DVCS analysis. The
electrons emitted at polar angles 7°≲ θe ≲ 36° were
identified combining signals from the high-threshold
Cherenkov counter [38] and the electromagnetic calorim-
eters (ECALs) [39], and their kinematics were measured by
the drift chambers [40]. The photons were identified and
reconstructed by two electromagnetic calorimeters: the
ECAL for 5°≲ θγ ≲ 35° and the Forward Tagger [41]

for 2.5°≲ θγ ≲ 4.5°. The neutrons were identified and their

kinematics reconstructed either by the ECAL or by the
Central Neutron Detector [42], conceived specifically for
this experiment, and the Central Time of Flight [43].
In the case where multiple final-state particles of the

same type were detected in an event, all possible combi-
nations were examined. The chosen combination was the
one minimizing a χ2-like quantity calculated using varia-
bles related to the exclusive final state.
To determine the selection criteria for the exclusivity, a

GEANT-4 Monte Carlo simulation of CLAS12 was used
[44]. An event generator for incoherent electroproduction of
photons on deuterium was adopted, which produces either
ed → e0nγðpÞ or ed → e0pγðnÞ events, proportionally to
their relative cross sections, coming from the nDVCS or
proton-DVCS (pDVCS) and BH reactions [45]. The DVCS
amplitude is calculated according to the Belitsky-Muller-
Kirchner formalism [46]. The Fermi-motion distribution is
implemented via the Paris potential [47].
Several cuts were applied in order to ensure proper

particle identification and select the relevant kinematic
region for the DVCS reaction. Fiducial cuts were applied to
remove the edges of the detector. The electron momentum
was required to be above 1 GeV. Only neutrons with
momenta above 0.35 GeV were kept, in order to remove
spectator-neutron events. The minimum photon energy was
required to be 2 GeV. The cone angles formed by the
electron and the neutrals, the photon or the neutron (θeγ ,
θen), were required to be bigger than 5° to remove radiative
photons produced by the electrons while passing through
the target and detector materials, as well as those erro-
neously reconstructed neutral clusters identified as photons
or neutrons while being part of the electron shower in the

calorimeter. Imposing Q2 > 1 GeV2 and W > 2 GeV
ensured the applicability of the leading-twist GPD formal-
ism and minimized contributions from nucleon resonances.
Exclusivity cuts were applied to select the e0nγðpÞ

final state while minimizing the background coming

from partially reconstructed π0 decays from the

ed → e0nπ0ðpÞ reaction, where only one of the two

photons from the π0 decay was reconstructed and the

event passed the DVCS selection cuts. Cuts on the
missing masses of X in the en → e0nγX and en → e0nX
reactions, and on the missing momentum of X in ed →

e0nγX were imposed [jMM2
Xðen→e0nγXÞj<0.1GeV2,

jMM2
Xðen → e0nXÞj < 2.5 GeV2, PXðed → e0nγXÞ <

0.35 GeV]. A further cut was imposed on Δϕ

(−1.5° < Δϕ < 0.75°), the difference between the two
ways of computing the angle ϕ between the leptonic and
hadronic planes (using the nucleon and the virtual photon
and using the virtual and the real photon). A similar cut

was applied on Δt (jΔtj < 0.5 GeV2) the difference
between the two ways to compute t, using either the
scattered nucleon or the virtual and real photon. Finally, a
cut on θγX, the cone angle between the detected γ and the

missing particle X in en → e0n0X, was applied (θγX < 3°).

Figure 2 shows the squared missing mass of X in ed →

e0nγX and the missing momentum PX for the data and the

simulations for DVCS and for π0, after having applied the
exclusivity cuts. The data still contain some background

from partially reconstructed π0 decays.
Because of inefficiencies in the Central Tracker [48],

some protons were misidentified as neutrons. This back-
ground was reduced using a multivariate analysis technique
(boosted decision tree) [49]) that relied on low-level
features from the Central Neutron Detector and the
Central Time of Flight, and on Δϕ. The remaining
contamination from protons to the neutron sample was
estimated to be ∼5% and subtracted in the computation of
the BSA. Overall, 77 580 events remained after all selec-
tions were applied. Figure 3 shows the kinematic coverage

in Q2 and xB of the selected events.
The π0 contamination to the DVCS sample was evalu-

ated and subtracted [50]. First, the ratio, from simulations,

of partially reconstructed e0nπ0ð1γÞ events passing the

0 0.2 0.4 0.6

 (X) (GeV) e'n edX P

0 0.5 1 1.5 2

)2 (X) (GeV e'n edX
2 MM

0

0.2

0.4

0.6

0.8

1

 a
.u

.

FIG. 2. Squared missing mass (left) and missing momentum
(right) from ed → e0nγX. The line defines the applied cut on PX.
The data (black circles) are compared with simulations of neutron

DVCS (red triangles) and of partially reconstructed π0 back-
ground (blue upside-down triangles). The simulations are re-
scaled to match, approximately, the relative weights of each
contribution to the data. The green squares are the sums of the
two simulated contributions.
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selection criteria for the DVCS process to fully recon-

structed e0nπ0 events was computed. Multiplying this ratio

by the number of reconstructed e0nπ0 events in the data

yields the number of e0nπ0ð1γÞ events. This number was
then subtracted from the yield of DVCS event candidates in

each kinematic bin and helicity state. The π0 contamination
ranges from 10% to 45% depending on the kinematics.
The BSA is obtained for each kinematic bin as

ALU ¼
1

P

Nþ
− N−

Nþ þ N−
; ð5Þ

where P is the average beam polarization and Nþð−Þ is the
yield of DVCS events for positive (negative) beam helicity

after π0 subtraction. Radiative corrections were estimated
according to Ref. [51] and found to be negligible.
Various sources of systematic uncertainty on the BSA

were studied. To obtain the systematic uncertainty due to
the cut on the boosted decision tree classifier to remove the
proton contamination and on the exclusivity cuts, variations
around each chosen cut were made, and the differences
between the resulting BSAs were taken as the systematic
uncertainty. The systematic uncertainty on the beam
polarization was the standard deviation of the polarization
measured by the Møller polarimeter. The systematic
uncertainty stemming from the merging of datasets with
different beam energy was evaluated with a GPD-based
model computing the BSA stemming from the interference
of DVCS and BH. The systematic uncertainty induced by
the π0 subtraction method was estimated using a different
method, relying on the statistical unfolding [52] of signal

and background contributions to the MM2
enγX spectrum

(Fig. 2, left), and comparing the obtained BSAs in each
kinematic bin. The total systematic uncertainty was com-
puted by summing all contributions in quadrature. It is, on
average, ∼0.01, and largely dominated by the uncertainty
on the exclusivity cuts.

The BSA, which was extracted in bins of either Q2, xB,
or t, is plotted as a function of ϕ in Fig. 4. It has the
expected sinusoidal shape arising from the DVCS-BH
interference, and is fitted by the function ALUð90°Þ sinϕ.
Its amplitude is on the order of a few percent, about a factor
of 4 smaller than the pDVCS amplitude measured at these
same kinematics [20]. The systematic uncertainty is smaller
than the statistical one in most cases.
Figure 5 shows the amplitude ALUð90°Þ of the sinϕ fits

to the BSA as a function of Q2 (left), xB (middle), and

−t (right). The data are compared to predictions for DVCS

on a free neutron of the Vanderhaeghen-Guichon-Guidal

model [53] for different values of the quark total angular

momenta Ju and Jd. The VGG model uses double

distributions [1,4] to parametrize the ðx; ξÞ dependence

of the GPDs, and Regge phenomenology for their t

dependence. The model curves are obtained at the average

kinematics for Q2, xB, and −t, and setting ϕ at 90°. The

values of Ju and Jd were varied in a grid of step 0.025 and

range�1, and the χ2 of each obtained model curve with the

data points was computed. Three of the curves yielding the

best χ2 are retained for Fig. 5. Considering χ2 values within

3σ from the minimum, in the VGG framework the data

favor d quark angular momenta 0 < Jd < 0.2, while no

constraints can be imposed on Ju. The model does not

reproduce the kinematic dependence of ALUð90°Þ, predict-
ing steeper variations, in particular for −t, than those

displayed by the data.
The sensitivity of the CLAS12 nDVCS BSA to CFFs,

in particular to ℑmE, was tested by including it in a fit of
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CFFs by the output of neural networks as an effective
parametrization, serving as unbiased interpolation
function [54]. Here, values at network inputs represent

the kinematical variables xB, Q2, and t, and values at
outputs represent the imaginary and real parts of the up and
down quark contributions to CFFs. The networks were
trained on 200 Monte Carlo replicas of the experimental
data, which ensured that uncertainty of the resulting CFFs
is faithfully propagated from the experimental measure-
ments. Figure 6 shows the up and down quark ℑmH and
ℑmE CFFs, extracted by fits to old CLAS [16,17] and
HERMES [25,27] proton data, to recent CLAS12 proton

data [20] and to the neutron data reported here. Note that

the Hall A nDVCS data were not included in this study in

order to assess the impact of the present data alone. While

the inclusion of the CLAS12 nDVCS data allows the flavor

separation of ℑmH, the main new result is the flavor

separation of ℑmE. The same CFF extraction method was

previously used to attempt flavor separation of the CFFs of

H and E [55] by combining pDVCS data and the Hall A

nDVCS results [36]. While promising results were obtained

for ℜeH and ℑmH, the separation was not possible for

the CFFs of E. The small systematic uncertainties of the

CLAS12 nDVCS data, obtained mainly thanks to the

detection of the neutron, and their wide kinematic coverage

provide the necessary sensitivity for the flavor separation

of ℑmE.

The CLAS12 nDVCS data represent an important step

toward the understanding of the contribution of the

angular momentum of the quarks to the spin of the

nucleon via Ji’s sum rule, of which the GPD E is an

essential, yet poorly known, ingredient. The future

increase in statistics of the nDVCS dataset, which

will be achieved both by upgrades of the CLAS12

reconstruction software and by additional data, will allow

better precision and four-dimensional binning for the

BSA, and thus a more accurate mapping of ℑmE. An

ongoing analysis of this same dataset aims to extract cross

sections for nDVCS, which are sensitive to ℜeE.

Furthermore, CLAS12 recently completed an experiment

with a longitudinally polarized deuterium target, which

will yield target-spin asymmetries and double-spin asym-

metries for nDVCS. These observables, combined with

the unpolarized-target ones, will contribute to constrain

more CFFs of the neutron, hence to progress in the flavor

separation of all four GPDs, and, consequently, to deepen

our understanding of the properties of the nucleons in

terms of their elementary constituents.
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