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Abstract. The number of passwords users require to interact with online accounts 

continues to grow, as the services they interact with online become more and 

more common. Federated Identity Management (FIM) offer an easy option for 

users to authenticate themselves to many accounts using just one password from 

an Identity Provider such as Facebook or Google. Previous research has shown 

that users are reluctant to use such systems and have inaccurate mental models 

of how they work, but much of the research is now over a decade old.  An initial 

exploratory study with 12 users asked them to create a mental model of a 

particular concrete FIM scenario, using a new tangible elicitation method 

involving felt icons and a flocked board, based on the Fuzzy-Felt toy for young 

children. It was found that almost all participants had inaccurate mental models 

of FIM which may lead to hesitancy to use such systems: they believe much more 

information is passed to the website they wish to login to and they mis-understand 

the route taken by the information that is passed between their browser, the 

Identity Provider and the target website.  The implications of these results and 

the new method of eliciting mental models are discussed.  

Keywords: Federated Identity Management (FIM), Mental Models, Fuzzy-Felt 

Method. 

1 Introduction 

The number of passwords users require to interact with online accounts continues to 

grow, as the services they interact with online become more common.  Often the 

information stored in these accounts is personal and valuable, be it financial 

information or personal photos, so ensuring the information is secure is important.  Yet 

research has repeatedly shown that users tend to create weak passwords or re-use the 

same or similar passwords on different accounts.  Analysis by NordPass [11] found that 

the most commonly used password in 2022 was “password”, used by nearly 5 million 

users, with “123456” in second place with over 1.5 million users.   
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Federated Identity Management (FIM)1 is an attractive alternative to remembering 

many different passwords and many websites now offer this process, often using 

services provided by Google or Facebook.  However, research has suggested that users 

are sometimes hesitant about using FIM or that they use it but have concerns about the 

security of the process and this may be because they have inaccurate mental models of 

how it works and how secure it is.  One might legitimately ask, why does it matter 

whether users have accurate mental models of the processes involved in FIM?  It is not 

necessary to understand the inner workings of complex systems to be able to use them 

effectively.  However, if inaccurate mental models are either leading users to take 

unnecessary risks online or conversely to not use convenient and usable systems or not 

use them appropriately, then that is affecting the adoption and safe use of such systems.  

Users’ inaccurate mental models of FIM may be an interesting case in point: if they do 

not realise how secure the process is, they may not use it and resort to less safe methods 

of authentication.  

Our previous research using an online survey [13] found that while the majority of 

British participants reported using FIM at least some of the time but both users and non-

users appeared to have inaccurate mental models of the security of the process.  

Therefore, in this study we used a different method to assess participants’ mental 
models of FIM, by asking them to create a tangible diagram of a specific FIM scenario. 

This will allow us to gather more data about users’ understanding of FIM, but also 
compare the assessment of their understanding using different methods.  

The rest of this paper sets out an overview of previous research of users’ attitudes 
and understanding of FIM, then presents the methodology for our initial exploratory 

study and in particular the method for creating the tangible diagrams of what happens 

in a FIM process, followed by the results and conclusions of the work. 

2 Background 

Federated Identity Management (FIM) processes allow users to authenticate themselves 

to a range of systems through an Identity Provider (IdP), rather than having to 

authentication separately for each system. FIM grew out of the Lightweight Directory 

Access Protocol (LDAP) developed in the early 1993 [26], but only became widely 

used with the growth of many online services in the late 2000s.  For example, Facebook 

launched its first FIM system in 2008 [1].  Consequently, there was an initial burst of 

studies of the acceptability and usability of the process for users in the early 2010s, and 

a steady if small number of studies since then. Early unpublished usability research was 

conducted by Yahoo! and Google on their implementations of FIM processes and found 

usability problems with each of them (Freeman, 2008, Sachs, 2008, reports no longer 

accessible, see [25]). The first published research was by Sun et al. [23, 24] who 

conducted a small laboratory study with nine participants. They found that participants’ 
 

1 A more restricted form of FIM is Single Sign-On (SSO) when used within same entity or domain (e.g. 

within Google). SSO as a term which is more familiar to the general public and is often used instead of FIM, 
so we referred to the process as SSO with our participants.  Social login is another term used in the literature, 

but it is not widely used by the public in the UK. In this paper for simplicity we will use FIM to refer to both 

FIM and SSO. 
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existing password management strategies reduced the perceived usefulness of FIM, that 

some participants expressed concerns about “single point of failure” risks, most held 
incorrect beliefs that their credentials were being passed to the target website, and many 

were reluctant to use FIM for services that contained valuable personal information.  In 

follow-up research, Sun et al. [25] designed a prototype FIM user interface to address 

some of these issues.  However, an evaluation with 35 participants found that one third 

of participants would still opt to use separate passwords for each system and a further 

third would decide depending on the value of the information being held and the 

trustworthiness of the target website.  

A number of other laboratory studies have been conducted [1, 4, 6, 17]. Engelman 

[6] presented three variations of Facebook Connect (the Facebook FIM in 2013), the 

original presentation and two variations with the same information but different layouts. 

87 participants used one of these to login to three different websites. Over 75% of 

participants proceeded to log in with Facebook Connect, with the layout of information 

and website not having a significant effect. However, nearly a third of participants had 

an inaccurate mental model of what information was transferred to the target website. 

It may be that the high rate of using Facebook Connect in this study was due to the 

participants trust in the researchers and the “demand characteristics” of the laboratory 

situation [12], problems which have been noted in several studies of usable security [19 

- 21].   

Arianezhad et al. [1] were particularly interested in differences how users’ security 
expertise affects their attention to security indicators in FIM and their willingness to 

use it. They measured eye-tracking behaviour as well as interviewing participants.  

Their small study (9 security expert participants, 9 novices) found that the experts spent 

longer studying the security indicators than the novices, but neither experts nor novices 

had a good understanding of FIM. Brostoff et al. [4] investigated the acceptance of FIM 

for online government services (then under consideration) in the UK.  In a first study 

in which prototype FIM information complied with UK government guidance, 50% of 

participants said they would not login with the FIM and 34% of participants felt 

threatened rather than reassured by the privacy statement. With a redesigned interface, 

only 20% said they would not login. Ruoti et al [17] compared seven different available 

web authentication processes. They found that transparency of information increased 

usability, but also led to confusion and a decrease in trust. Most interestingly, they 

found that participants preferred FIM to other authentication processes, but also wanted 

to augment it with site specific passwords.   

Saint-Louis and McEwen [18] studied participants’ mental models of FIM by 

providing them with magnetized buttons for logos of a range of entities and asking them 

to connect them with lines drawn on a magnetized white board.  They presented a 

display of 30 buttons in their paper, but participants were asked to undertake 15 FIM 

related tasks and create representations of their mental model of each, so presumably 

all the buttons were required at some point.  This certainly increased the complexity of 

the task for participants.  These researchers do not report any results on the accuracy of 

participants’ mental models, as they are more interested in their method of eliciting the 
mental model. 
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A number of other researchers have conducted online studies about use and 

acceptance of FIM. Bauer et al. [3] investigated Google, Facebook and Google+ FIMs 

and found that participants’ understanding of the information shared was based largely 
on their preconceptions and not the actual information provided in the FIM dialogs (this 

study was conducted with MTurk participants and raised doubts about how much 

attention they were paying, compared to what they would do in their real use of FIM 

processes).  Participants also expressed a strong desire to be informed about what 

information is being shared. Gafni et al. [7] conducted an online survey of users and 

non-users of FIM processes in Israel. They found that while familiarity with and 

convenience of the process predicted FIM use, ease of use had no impact, and not 

surprisingly privacy and security concerns predicted non-use. Jiang [8] also conducted 

an online survey in China investigating individual characteristics which predict FIM 

use. She found that men were more likely to use FIM than women, older people and 

those with more privacy knowledge and self-protection skills are less likely to use them 

than others. Most recently, Cho et al. [5] conducted an online study which asked 

participants to login to four mock-ups of apps which had differing levels of valuable 

information using either an FIM (Facebook, Google or Twitter), with their email, or by 

setting up a new account.  The study produced rather surprising results: for the low 

value app (a class reunion), participants were equally split between FIM and their email 

account, although these were more popular than setting up a new account; but for the 

high value apps (a serious matchmaking app and a “hook up” app for casual liaisons), 

again Facebook or email were preferred over a new account, but for the “hook up” app 

participants preferred Facebook to their email, whereas for the matchmaking app they 

preferred their email. It might have been expected that for the “hook up”, users would 

want the highest level of security, but it may be that in this instance immediate privacy 

(not revealing one’s email address) was more important than overall security.  The 
authors conclude that users have different layers of sensitivity, so decisions about using 

a particular authentication mechanism are quite nuanced. 

Stobert and Biddle [22] conducted interview studies with both novice and experts in 

computer security, showing them a number of screenshots of login screens. One of 

these screenshots offered a choice of logging in with Facebook or with username and 

password.  Of the 27 novices interviewed, only two mentioned the Facebook option, 

one participant said she would use it, because she had difficulty remembering even her 

reused passwords; the other participant said she would not use it because she did not 

want any extra information cluttering her Facebook page (which shows an interesting 

mis-understanding of how FIM works).  None of the other participants commented on 

the Facebook option and they were not prompted to do so, as the purpose of the 

interviews was to investigate people’s use of passwords rather than FIM.  In the 15 

interviews with experts, FIM did not appear to get mentioned at all.  

Balash et al [2] conducted two large online surveys and found that more than half 

the respondents used FIM but many expressed concerns about the process giving access 

to personal information such as email addresses.  Pratama et al. [14] also used a large 

online survey to investigate individual differences in attitudes to FIM, finding that there 

was an age difference, with older participants less aware of the security of FIM than 

younger participants, but that there was no difference between men and women.  
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Morkonda et al. [10] in another large online survey found that 55% of participants 

would opt to use FIM for authentication, with those who would not choose FIM most 

frequently citing privacy concerns.  Interestingly after being provided with more 

information about what information would be shared by the process, 28% of 

participants said they would change their option, but 11.5% said they would change to 

a different FIM option (e.g. Google to Apple), 9.0% said they would change from a 

non-FIM option to an FIM one and 7.5% opted out of the FIM options.  Thus, providing 

more information did not uniformly make participants report they would be more likely 

to use FIM. In our online survey [13] with 98 participants in the UK, 75% use FIM but 

both users and non-users rate it as moderately high risk and have numerous security 

concerns about it.   

The availability of FIM has grown considerably in the past few years, so we would 

expect users to be much more familiar with the concept and perhaps have developed a 

better understanding of the process and more confidence in it.  Yet research continues 

to show that only 50% to 75% of users are taking up the option [4, 6, 10, 13], even 

though it is generally more secure than having individual passwords for different 

accounts (if these are not strong).  Therefore, it is important to understand why a 

substantial percentage of potential users decide not to use it. Although asking people in 

surveys provides some insight into their mental models of the processes involved, we 

investigated whether a more accurate understanding could be developed by asking them 

to create a tangible representation of the process. In addition, this method of creating a 

tangible representation of users’ mental models might be useful in investigating other 
issues in cybersecurity research.  

3 Method 

3.1 Design 

Studying people’s mental models is not easy, as this information may not be stored 
verbally but in some more abstract, relational form.  Thus, although researchers often 

use questionnaires and interviews to elicit mental models, drawing techniques are often 

used as well.  However, our experience is that asking research participants to draw also 

has a number of problems.  Participants may be unconfident about their drawing skills 

and embarrassed to draw for a stranger (i.e. the researcher), and trying to make a visual 

representation of unfamiliar concepts such as servers, the cloud and websites may make 

them even more unconfident and stressed.  Both these factors may mean participants 

put considerable cognitive effort into the process of drawing rather than thinking about 

their mental model.   
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Therefore, we propose a simpler and hopefully more enjoyable method for eliciting 

participants’ mental models, which involves the use of small felt icons and a flocked 

board (see Figs. 1, 2) and combines the use of these materials with a concurrent think 

aloud protocol [16], a very well-established method in human-computer interaction and 

other fields to elicit information from participants about what they are doing and 

thinking. These materials are based on a young children’s toy known as Fuzzy-Felt2. 

Thus, one contribution of this research is both results from a small study about current 

users’ mental models of FIM, but also an initial trial of the Fuzzy-Felt method. We 

believe this method will be useful for researchers in studying users’ mental models of 
a range of topics in usable security and beyond, as well as FIM. We discovered (after 

we had conducted this study) that another group of researchers [15] had also used 

Fuzzy-Felt icons and a flocked board.  They were interested in where people located 

domestic appliances in their home and whether they programmed them and how often, 

so a very different, but interesting purpose, to that of the current study. They were not 

interested in people’s mental models, but the Fuzz-Felt was a useful way of grounding 

the discussion of different appliances in the home. 

Thus in this initial exploratory study participants were asked to create a visual 

representation of their mental model of what they thought happened during a particular 

single sign-on (FIM) event, described to them in a non-technical scenario (see section 

2.3, below), To create the representation they were given a set of tangible materials, a 

Fuzzy-Felt board and a range of felt icons representing all the entities that might be 

involved in FIM, including some distractor entities (i.e. digital entities which are not 

involved in FIM, but which might plausibly be involved), and some blank felt icons 

and a felt-tip pen with which to create further icons if they wished. Participants were 

also provided with WikiSticks3 to represent connections in their representation (see 

Figs. 1, 2). While participants created their representation, they were asked to “think 
aloud” what they were doing and what their mental model was, to ensure that the 

researcher understood what they were creating. After they had created the 

representation, participants were asked how confident they were in their understanding 

of the FIM process and what information they thought FIM systems stored. As part of 

the debriefing, they were shown what actually happens in a FIM event such as the one 

in the scenario. 

3.2 Participants 

An opportunistic sample was used, with the only selection criteria being that 

participants should be 18 years or older and have seen or used an FIM login before. 12 

participants took part in the study, 6 women and 6 men, with a mean age of 26.7 years 

(range: 22 to 46 years). All participants were educated to master’s degree or above. 
Four participants were professionals working at the University of York, the other eight 

were students.  The students were studying a wide range of subjects including English, 

 
2 Fuzzy Felt was developed in the UK as an educational toy for young children, it was first sold in 1950. The 
toy consists of a flocked board onto which a number of felt shapes are placed to create different pictures 

(https://en.wikipedia.org/wiki/Fuzzy-Felt). 
3 WikkiStix (wikki-stix.co.uk) are sticky waxed sticks 12 cm long which adhere to the flocked board. 

https://en.wikipedia.org/wiki/Fuzzy-Felt
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psychology and computer science, but none were specializing in computer or online 

security. Three participants (one of the professionals and two of the students) had some 

previous experience working in positions related to online security. The student 

participants were offered an Amazon gift voucher worth GBP10 (approximately 

USD12.50) for their time.  The working professionals were offered coffee and biscuits. 

Participants were asked to rate their expertise with computers and the internet on a 

rating scale from “not at all expert” (scored as 1) to “very expert” (scored as 7). The 

median rating was 4.5 (range: 1 to 7), which was not significantly different from the 

midpoint of the rating scale (one sample Wilcoxon ranked signs test T = 0.63, n.s.), so 

the participants thought they were “averagely” expert in this area. Participants were 

also asked to rate their expertise with online security issues on the same scale. The 

median rating was 4.0 (range: 1 - 5), again not significantly different from “averagely” 
expert (T = -1.19, n.s.). Participants were asked about what education they had about 

online security issues: nine were considered “self-taught”, mentioning online reading 
and research and word of mouth; of the other three, one had taken courses at university 

and the other two had learnt in working in areas related to security.  

3.3 Materials and Equipment 

A standard Fuzzy-Felt flocked board was used to represent cyberspace (see Figs. 1, 2).  

14 different felt icons (see Table 1) were created to represent entities of cyberspace: 

different coloured felt was cut into 1-inch squares and labelled with the initials of each 

entity (see Fig. 1). The range of icons created was based on our previous survey which 

asked respondents an open-ended question about what happens in FIM [13].  12 of the 

icons would involved in an FIM process, but 2 were “distractor” icons, entities which 
are not involved in FIM processes, but which people often think are involved. A display 

of all the entities was created with the description and a reference icon (which were left 

on the display even if the participant used all three available icons; if they were all used, 

the researcher would create some more on the fly, but this never happened). This meant 

participants always had access to the meaning of the icons while creating their 

representation. Participants were given a pile of extra blank felt pieces and a felt tip pen 

in case they wanted to add an entity which was not present in the display. WikkiStiks 

were provided to represent connections between entities in the representation. 

A mobile phone mounted on a tripod was used to record participants' creation of 

their representation, along with their think aloud protocol and any prompts from the 

researcher.  
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Fig. 1. Set up at the start of the study.  From the left, WikkiStixs and extra unlabelled felt icons; 

the 14 icons of entities which could be used in making a representation, with short labels on the 

icon and longer explanations next to them; the Fuzzy-Felt flocked board with two items, one of 

a sender of a message and one of a receiver (only one was needed for the main sessions, this 

arrangement was for the demonstration by the researcher, see section 2.3); smartphone on tripod 

set up to record the session.  

 

A recruitment questionnaire collected demographic information from participants 

and asked them to rate themselves on their expertise with computers and the internet, 

and on their expertise about online security issues (both on scales from “not at all 

expert” scored as 1 to “very expert” scored as 7). Participants were asked where they 

learnt about online security issues. 

The researcher used an example scenario to illustrate how to create a representation 

using the materials and provide a “think aloud” while doing so.  This scenario was not 

related to FIM, but involved sending an email from her Gmail account to her friend’s 
Apple account. This was to ensure participants understood how to use the materials and 

in particular how to provide the “think aloud” while doing so. 
The main scenario was read to the participants and placed on the table so they could 

refer to it at any time while making their representation: 

Imagine you are interested in travelling to Edinburgh to attend the Edinburgh 

Fringe Festival. When you try to book your train tickets in trainline it requires 

you to create an account for buying the tickets. Since you have little time, you 

decide to go ahead and sign in with your Google account (note that you are 

not already signed into your Google account). Imagining the Fuzzy-Felt 

board as the cyberspace, can you use the different felt pieces provided to map 

out what you think happens when you sign in with Google to the Trainline 

website?  

After creating the visual representation, a short post-study questionnaire asked 

participants if they thought FIM systems stored information about them and if so, what 

information was stored and where. 

The third author created an accurate visual representation (using the Fuzzy-Felt 

materials) and think aloud protocol of what actually happens in the FIM scenario, which 

was used to explain the process to participants at the end of their session and to provide 
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a reference representation and information against which to code their representations 

and think aloud protocols for accuracy. 

2.3 Procedure 

Ethical approval was given by the University of York Physical Sciences Ethics 

Committee. The researcher (either the first or second author) started by giving an 

overview of the study, allowed the participant to ask any questions and asking them to 

sign the informed consent form. Then the researcher explained the materials to be used 

and demonstrated an example of using the materials to create a visual representation 

and provided a think aloud protocol while doing so. The participant was again asked 

whether they had any questions. 

The participant then read the scenario and a printed copy was available throughout 

the study for them to refer to if they wished. The researcher started the representation 

for the participant by placing computer and browser icons next to the person icon (male 

and female icons were used as appropriate, see Fig. 2) and prompted them to start 

creating their representation and thinking aloud. The researcher also prompted the 

participant as needed if they were not thinking aloud or if the researcher thought 

something was not sufficiently clear. 

When the participant was satisfied with their representation, they completed post-

study the questionnaire. Then the researcher explained the actual FIM process involved 

in the scenario, answered any questions, thanked the participant for their time and for 

the students, arranged for the gift voucher. The study took about 30 to 45 minutes for 

each participant. 

2.4 Data Analysis 

Participants’ think aloud protocols and any interventions by the researcher were 

transcribed for analysis in conjunction with the Fuzzy-Felt visual representations. 

In order to understand the accuracy of participants’ representations and think aloud 
protocols, the first author used a 7-point Likert item to code their accuracy in 

comparison with the reference representation and information (see Table 1). The second 

author independently scored all the representations and think aloud protocols and any 

differences between scores were discussed and resolved. The representations and think 

aloud protocols were also analysed to identify which misconceptions participants had. 
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Table 1. Coding of level of accuracy for the representation and think aloud protocol 

information. 

Accuracy level Explanation 

1 No understanding at all, got it completely wrong 

2 Not a very clear understanding, 6 or more misconceptions  

3 A slight understanding, 5 misconceptions 

4 Some understanding, 4 misconceptions  

5 Good understanding, 3 misconceptions  

6 Fairly good understanding, two misconceptions  

7 Very good understanding, a single misconception allowed 

3. Results 

Figure 2 shows the mental models created by two participants, neither accurate. In 

terms of the accuracy, only one participant produced a completely accurate 

representation (with a score of 7); 4 of the 12 participants (25%) were able to create a 

representation that was close to the actual working of the FIM (scored 5 or 6); and 5 

participants (41.7%) had only a slight idea of how FIM authentication works or less 

(scored 1 to 3).  

 

 

Fig. 2. Fuzzy Felt representations of FIM by two participants. 

Table 2 summarizes the misconceptions made by participants in creating their 

representations and the frequency of each misconception, which reflect inaccurate 

mental models. Participants often made more than one misconception, so the numbers 

add up to more than 12 (the number of participants). 

 The most common misconception (made by 10, 83.3% of participants) was not 

realizing the full data flow path aFIMciated with FIM login. Participants had a simpler 

mental model in which the data flow in FIM login is one way (see representation on the 

left in Fig. 2). However, the actual FIM process is more complex, the user inputs their 

credentials (username and password) to the Google server and the server sends a code 

and the user’s username only to the user’s browser. The browser then sends a unique 
code and the username to the Trainline website. This may well be a reason for hesitancy 

in using FIM. However, if users realized that Google sends a code back to the browser 
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and then the browser sends the code and username to the Trainline, they might have 

more confidence in the process.  

Table 2. Misconceptions made by participants and their frequency. 

Misconception N % of participants 

reporting 

Did not realise data travelled back to the user’s browser 10 (83.3%) 

Thought Google shared user’s credentials (username and 
password) with the Trainline website directly 

7 (58.3) 

Thought credentials were directly sent to the Trainline website 

rather via a Google server and the user’s browser 
5 (41.6) 

Unsure of the role of Google in FIM login 6 (50.0) 

Thought all information associated with Google account is stored 

in user’s browser memory and cookies 

3 (25.0) 

Thought Trainline has access to all the information in the user’s 
Google account 

3 (25.0) 

Thought all information associated with user’s Google account is 
stored in the cookies of the Trainline website 

2 (16.6) 

Thought there was a connection established between the Trainline 

website and user’s browser/computer memory 

2 (16.6) 

Thought there was a connection established between the user’s 
Google username and password and the Trainline website 

2 (16.6) 

Considered two factor authentication as part of SSO login process 1 (8.3) 

 

A number of the other misconceptions involved providing the user’s password and 
other personal information to the target website.  This accounted for over half of the 

misconceptions reported.  Overall, only one participant had a clear understanding of 

what information was passed to the target website and one participant had some 

understanding, but contracted themselves during their think aloud protocol. This is 

undoubtedly a major reason in hesitancy in using FIM processes.  

Participants were also confused about the role of cookies in FIM.  This may be a 

case of a “little knowledge is a bad thing”.  Cookie banners try to provide information, 

whereas typically FIM pages do not provide any information about what information 

will be passed between the IdP and the target website.  Participants may be trying tothe 

information they have learnt about cookies to FIM.  One participant also became 

confused between two factor authentication and FIM, and described a novel system 

combining the two, which involved the user receiving a token on a different device and 

entering it into the target website.   

Although the sample size was small, we did investigate whether there was a 

relationship between participants’ self-rated level of expertise with computers and the 

internet or with online security and the accuracy of their mental model.  It should be 

noted that these two self-report measures did correlate significantly with each other 

(Spearman rank correlation rs = 0.66, p = 0.019), so participants who said they were 

more expert with computers and the internet were also more likely to say they were 

expert about online security. However, there was no correlation between the 

participants’ self-ratings of online security expertise and the researchers’ ratings of the 

accuracy of their representations of FIM (rs = 0.37, p = 0.24).  There is a suggestion of 
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a correlation between the participants’ self-ratings of their computer and internet 

expertise and the researchers’ ratings of the accuracy of their representations of FIM (rs 

= 0.49, p = 0.09).  This relationship is plotted in Fig. 3, note that there are only 10 

points, as 2 participants gave scores of 3 for their self-rating and received 3 for their 

representation, and two gave 5 for their self-rating and received 6 for their 

representation.  So, for 10 out of the 12 participants there is a very good positive 

relationship between self-rating of computer/internet expertise and rating of their 

representation.  But two participants give themselves high self-ratings of their 

computer/internet expertise, but only received ratings of 2 (not a very clear 

understanding, 6 or more misconceptions) for their representation.  Examining the data 

for these two participants, one cannot pick out a particular reason why they should be 

so different from the rest of the sample.  Of course, it is completely reasonable for 

someone to have very good computer/internet expertise and not understand how FIM 

works, but it is intriguing that for over 80% of the sample, there is a very good 

relationship. This warrants further investigation, but clearly needs a larger sample of 

participants, and more nuanced measures of their computer/internet and online security 

expertise. These do exist, but we did not want to extend the length of the study to 

include them.   

  

 
 
Fig. 3. Relationship between participants’ self-rating of computer/internet expertise and 

researchers’ ratings of the accuracy of their representation of FIM. 

4. Discussion and Conclusions 

The aim of this study was to further understand people’s mental models of FIM 

processes, in terms of how accurate they are and whether they would lead people to be 

overly cautious in terms of their decisions of whether to use FIM.  It was also an initial 

exploration of the use of the Fuzzy-Felt method for eliciting people’s mental models of 
FIM processes, which might also be useful for studying people’s mental models of other 
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aspects of online security, and indeed their mental models of other aspects of the online 

world.  

Although the sample size was very small, the results are clear that almost all 

participants had a poor mental model of FIM, with many misconceptions.  However, in 

examining participants’ mental models we revealed two reasons why users’ may be 
hesitant to use FIM, one of which has been widely reported in the research literature, 

but the other has not.  We would argue that this is because we asked participants to 

create a visual representation of their mental model, which only two previous studies 

on use and understanding of FIM have done [18, 25]. The first reason is that almost all 

participants did not understand how little information is shared with the target website, 

many thinking that their password is shared with the IdP, or indeed all their personal 

information.  This confirms previous studies, particularly those by Sun et al. [23, 24] 

and Brostoff et al. [4] which suggest that a decade later, users still do not have a basic 

understanding of FIM, which may lead to hesitation to use it.  

But in addition, we found that users did not understand that the data flow in FIM and 

believed that data flowed directly from the IdP to the target website, without the user’s 
browser involved.  There is a hint of this misconception in the research by Sun et al 

[25] (the figure with a participant’s incorrect mental model drawing shows exactly this 

misconception), but it is not discussed in the paper, which only considers whether users’ 
mental models were correct or not.  Clearly, the link between this misconception and 

hesitancy about FIM needs further investigation.  However, on the basis of both these 

findings, we suggest that IdPs should provide more clear information to users about 

what information is passed to the target website and what precautions are taken.  

Interestingly, this advice is at odds with the findings of Ruoti et al [17], who found that 

greater transparency of information led to confusion and a decrease in trust.  On the 

other hand, Karegar et al. [9] created a tutorial and a user interface to inform users about 

the privacy issues of FIM. They found that both approaches improved participants’ 
knowledge about FIMs.  Whether this would lead to greater use in real life in the future 

remains an open question. 

The results on the relationship between computer and internet expertise and accuracy 

of representations and hence mental models, an interesting possibility, but requires 

further research with a larger sample and better measures. 

On the use of the Fuzzy-Felt method to elicit participants’ mental models of FIM, 

we did not conduct a formal evaluation of the method, as this was a first exploratory 

study.  However, many of the participants commented that it was fun and easy to use 

the materials.  As researchers, although it involved more time and effort to set up than 

simply asking participants to create a drawing of their mental model, we found it a 

satisfying way to work with participants.  Combined with the use of the participants’ 
think aloud protocol, we believe it is an effective way to elicit mental models.  We are 

already planning a further study, of a different aspect of online security, in which we 

will compare simply drawing a mental model with creating it use Fuzzy-Felt (both with 

think aloud), to investigate whether the Fuzzy-Felt method is more effective, more 

efficient (for participants) and more enjoyable than drawing. 

The study has a number of limitations, which should be noted.  As already 

mentioned, the sample size was very small, but in addition it was very heterogeneous, 
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with some students and some staff.  We had originally aimed for a sample of all students 

of a limited age range, but participant recruitment was difficult, so a wider net was cast.  

In some sense it yielded a more robust sample, but a more homogenous sample might 

have yielded clearer findings particularly on the relationship between self-rated 

computer/internet and security expertise and accuracy of mental model.  In addition, 

participants only created their mental model of one concrete FIM scenario.  There may 

have been something about this particular scenario which influenced the results.  Using 

a range of scenarios would have been better, but we did not want to extend the length 

of the study for our participants. 

In conclusion, this study has shown that users still have inaccurate mental models of 

what happens in FIM, in two particular ways, what information is passed to the target 

website and how it is passed.  These may both contribute to a reluctance to use FIM 

processes.  In addition, we found the Fuzzy-Felt method to elicit the participants’ 
mental models fun and effective, if not as efficient for researchers as drawing and plan 

to provide more evidence of this in the future. 
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