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Wetted-foam layers are of significant interest for inertial-confinement-fusion capsules, due to the control they
provide over the convergence ratio of the implosion and the opportunity this affords to minimize hydrodynamic
instability growth. However, the equation of state for fusion-relevant foams are not well characterized, and many
simulations rely on modeling such foams as a homogeneous medium with the foam average density. To address
this issue, an experiment was performed using the VULCAN Nd:glass laser at the Central Laser Facility. The
aim was to measure the principal Hugoniot of TMPTA plastic foams at 260 mg/cm3, corresponding to the
density of liquid DT-wetted-foam layers, and their “hydrodynamic equivalent” capsules. A VISAR was used
to obtain the shock velocity of both the foam and an α-quartz reference layer, while streaked optical pyrometry
provided the temperature of the shocked material. The measurements confirm that, for the 20–120 GPa pressure
range accessed, this material can indeed be well described using the equation of state of the homogeneous
medium at the foam density.
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I. INTRODUCTION

Foams are of broad interest for inertial-confinement-fusion
(ICF) research for a number of reasons, including (but not
limited to) laser beam smoothing and imprint mitigation [1,2],
adiabat shaping [3–5], increasing absorption of Nd-laser light
[6], and increasing conversion from laser light into x rays
[7]. One particularly interesting application is the use of
deuterium-tritium (DT) wetted-foam layers, which can be
used in place of conventional DT-ice layers in ICF capsules.
These wetted-foam or “liquid-layer” capsules can be fielded at
a range of higher initial temperatures, which leads to a range
of vapor pressures within the capsule and allows a useful de-
gree of control over the convergence (or amount of compres-
sion) that the capsule undergoes [8]. Recent experiments at the
National Ignition Facility investigating these implosions have
demonstrated good performance and low-instability growth
[8,9], which has led to further interest in the potential of
these target designs [10–13]. Novel “dynamic-shell” designs,
in which a low-density hotspot and high-density shell are
formed dynamically in a capsule consisting of liquid-DT and
wetted-foam layers, have also recently been developed [14].

In spite of this interest, simulating foams in radiation hy-
drodynamics codes remains a challenging problem, with the
impact of homogenisation and microstructure still areas of ac-
tive research [15–18]. One issue of key importance is the foam
equation of state (EOS). For DT wetted-foams it is known that
(for currently achievable foam densities) a mixed CH+DT
equation of state is required [10]. However, the EOS of even
dry (i.e., without DT-wetting) foams, which are used for this
mixed-EOS, are not well characterised. Foams are commonly
simulated as an equivalent homogeneous material, where they
are treated as a low-density version of the material (usually
plastic) of which they are composed, without accounting for
the foam structure—yet this approach has previously proven
to be inadequate in the modeling of some experiments [19].
This is therefore a source of potential uncertainty for de-
signs involving foam materials and needs to be addressed. A
number of previous experiments have explored the Hugoniot
and shock temperatures for foams of a range of compositions
and densities for a range of different shock strengths [e.g.,
Refs. [20–25]], but there is a continuing need for more data
on this subject.

This paper describes a recent experiment using the VUL-
CAN kJ-class Nd:glass laser at the UKRI-STFC Rutherford
Appleton Laboratory to investigate the EOS of one such ma-
terial. Experimental measurements of the principal Hugoniot
of trimethylolpropane triacrylate foam (“TMPTA,” C15H12O6)
are presented and compared to theoretical Hugoniots gener-
ated from different EOS models for homogeneous TMPTA
and polystyrene (CH). The pore size of this foam is around
1µm. A foam density of 260 mg/cm3 was used, which is of
direct interest for recently proposed “hydrodynamic equiva-
lent” ICF capsules [26]. These capsules have been proposed
as room-temperature surrogates for liquid DT-wetted-foam
designs; a dry foam of 253 mg/cm3 density is used in place
of the 253 mg/cm3 wetted-foam layer, giving a capsule with
comparable hydrodynamic performance (but reduced yield)
without the need for cryogenic cooling. Improving the equa-
tion of state models of these foam materials will also be of

use in developing more accurate equation of state models for
wetted foams (although the foam itself in such layers has a
much lower density of around 25 mg/cm3 [27,28]).

The experiment used VISAR [29] to measure the average
shock velocity in the foam and an α-quartz reference layer for
each shot, which enabled an impedance matching calculation
to be performed to calculate the full shock state of the foam.
Streaked optical pyrometry (SOP) was also used to infer the
foam shock-temperature. This paper is organized as follows.
Full details of the target design, experimental procedure, and
setup are given in Sec. II. Section III provides details of the
impedance matching and gray-body temperature calculations
performed on the experimental results. Section IV looks at
the resulting data, and compares these to both theoretical
models and data from other facilities on various foams with
varying initial densities. Section V summarizes the results and
concludes the paper.

II. EXPERIMENT

The VULCAN laser was used to drive a shock-wave
through a multilayer “step” target, while VISAR and SOP
diagnostics measured the shock-behavior of the rear two lay-
ers. A simple schematic of the setup is shown in Fig. 1,
with a closer view of the target and beams shown in Fig. 2.
The six laser beams (the only VULCAN beams used in this
experiment) were positioned in three planes at −25◦, 0◦, and
25◦ with respect to the horizontal, with two beams within
each plane at 6◦ and −6◦ to the target normal. Random phase
plates were used to produce a “flat-topped” focal spot with
a uniform intensity over 400µm on the front surface of the
target. The beams were frequency doubled to 527 nm, and
were overlapped to produce a single “top hat” temporal pulse.
The length of this pulse was varied between 2 ns and 9 ns
over the course of the experiment (with around 500 ps rise
and decay time either side of the peak power). The total pulse
energy varied between approximately 300 and 700 J, giving
intensities on target between 3 × 1013 and 2 × 1014 W/cm2.
An x-ray pinhole camera (not displayed in the schematic)
imaged the front surface of the target, and was used to confirm
the diameter of the focal spot along with positioning and
overlap of the beams.

The target design displayed in Fig. 2 consists of four layers:
an ∼40µm CH ablator, followed by an ∼3µm gold layer, an
∼40µm α-quartz reference layer, and then finally the ∼40µm
TMPTA foam. The laser pulses were incident upon the ablator
layer, generating a shock wave which was roughly uniform
over the 400µm focal spot. The gold layer was present to
absorb any x rays that were generated in the coronal plasma
during the laser-plasma interaction, and thus prevent x-ray
preheating of the quartz and foam. The α-quartz was a ref-
erence material for the impedance matching and SOP. The
foam layer covered only half of the rear side of the target.
This multilayer “step” target design was similar to those used
in previous experiments to investigate other materials [21,22],
and allowed diagnostic line-of-sight to both the quartz and
foam layers. There were no glue layers present in the bulk
of the target; the CH ablator and gold layers were deposited
directly onto the quartz without glue, while the foam was
tacked to the quartz at the corners only (which were outside of
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FIG. 1. A simplified schematic of the experiment. The routes
of different frequencies are indicated, while key components are
labeled. A 532 nm laser is passed through a beamsplitter (d) through
the objective lens ((c), protected by a blast shield (b)) onto the target
((a), as detailed in Fig. 2). The lens (n) with a focal length of 400 mm
forms a lens pair with (c), such that the probe beam is collimated
at the target (rather than focussed by (c)). The reflected 532 nm
light and self-emission is collected by the objective lens, and passes
through a system of 4 lenses (e), with focal lengths of 700, 500,
700, and 250 mm. A dichroic mirror (f) separates a narrow band of
wavelengths around 532 nm from the transmitted light. Filters (g)
leave only the 400–500 nm light, which is focused by a f = 300 mm
lens (h) into a streak camera, forming the SOP system. The 532 nm
light is further isolated by a notch filter (i), removing any 527 nm
noise from VULCAN. A beamsplitter (j) directs the light into two
VISAR systems, with different etalon lengths. (k) is a simple turning
mirror. Finally, a f = 300 mm lens (l) focuses the light from each of
these into a separate streak camera, while a f = 200 mm cylindrical
lens (m) focuses it further in the dimension perpendicular to the
streak camera slit to improve signal strength. The schematic is not
to scale, and additional components (such as turning mirrors) have
not been displayed.

FIG. 2. Simple schematic showing the target and objective lens
(top view, not to scale).

the 400µm region of interest, as the transverse dimensions of
the foam were around 1 mm). Each target was metrologized to
provide precise thickness measurements of the different layer
materials and to confirm preshot homogeneity on a shot-by-
shot basis.

VISAR and SOP diagnostics measured the shock breakout
and self-emission from the quartz and foam layers. A 532 nm
laser was used to drive the VISAR, and provided a single
20 ns pulse timed to overlap the VULCAN pulse and shock
breakouts. The diagnostic laser (with a beam diameter of
roughly 1 mm) was reflected from the rear surface of the tar-
get. The reflected 532 nm light, along with the self-emission
from the target, was collected by a 150 mm objective lens
(with a blast shield used to protect the lens from debris). A
further four lenses (with focal lengths of 700, 500, 700, and
250 mm) were used to relay this collected light and provide
magnification. All lenses used in this relay were achromatic
doublets. A dichroic mirror reflected out the 532 nm reflected
laser light into the VISAR system, with a notch filter being
used to further isolate the 532 nm light from any 527 nm
VULCAN light. Two VISARs were used to provide two inde-
pendent measurements, with different etalon lengths to allow
for unambiguous velocity determination. Cylindrical lenses
were used to increase the signal intensity on the corresponding
streak cameras. The self-emission passed through the dichroic
mirror, was filtered down so that only the 400–500 nm range
remained, and was focused by an f = 300 mm lens into a
streak camera to form the SOP system. The shared imag-
ing system meant that the VISAR and SOP were co-aligned
(though differences in the streak cameras, plus additional
lenses within the VISAR, meant that the magnification/field
of view differed). The system was aligned so that both the
diagnostics and the shock were centered on the quartz-foam
step, so that the shock state in both quartz and foam could be
measured.

III. DATA ANALYSIS

A. VISAR analysis and impedance matching

Raw VISAR data from a typical shot is presented in Fig. 3.
The left half of the image corresponds to signal from the
quartz, while the right side corresponds to the signal from
the foam. The key shock timings can be identified: first, the
shock enters the quartz (seen as a change in signal intensity
on the left), before breaking out of the quartz rear surface
(fringe extinction, left) and entering the foam, before finally
breaking out of the foam rear surface (extinction, right). The
shock transit time through both the quartz and foam layers
could therefore be determined which, using the known layer
thicknesses, enabled calculation of the average shock velocity
in the two materials.

α-quartz is commonly used for shock EOS experiments
because, when shocked to above ∼100 GPa, it becomes a
conductive fluid with significant reflectivity [30]. When such
pressures are achieved the diagnostic laser pulse will reflect
directly from the moving shock front, causing a fringe shift in
the VISAR data which is used to calculate the shock velocity
as a function of time [31]. Unfortunately, for most shots in this
experiment (and as seen in Fig. 3) no obvious fringe shift was
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FoamQuartz

Time

FIG. 3. Raw VISAR data (20 ns streak time). The left half of
the image corresponds to signal from the quartz, while the right side
corresponds to the foam. Timings for shock entry into the quartz
(change in signal strength on the left), shock breakout from the
quartz (extinction of signal on left) and shock breakout from the foam
(extinction of signal on right) can all be identified.

observed, despite the fact that 1D simulations suggested that
the shock pressure should be sufficient for this to occur. The
reason for this is discussed in Sec. IV C. This meant that the
average velocity calculated from the shock breakout timings
was used instead.

The determined quartz and foam shock velocities were
then used in the impedance matching procedure outlined by
Knudson and Desjarlais [32] to calculate the foam shock state
achieved in each shot. This calculation, described below, uses
the Rankine-Hugoniot equations:

(E − E0) = P(V0 − V )/2, (1)

P = ρ0Usup, (2)

ρ = ρ0Us/(Us − up), (3)

where E , P,V,Us, up, and ρ are internal energy, pressure,
specific volume, shock velocity, particle velocity, and density,
respectively [33]. Variables with a subscript “0” describe the
state of the unshocked material ahead of the shock front, while
those without a subscript describe the shocked material be-
hind this shock front (the pressure of the unshocked material,
P0, is assumed to be 0 and has thus been omitted). These
relations are derived based on conservation of energy, mass,
and momentum across the front of a shock, and apply in any
material. In this paper, the superscripts “quartz” and “foam”
will be used to indicate where a measured/calculated value
for a particular material is being used.

First, the known α-quartz Hugoniot is used along with the
measured quartz velocity, U

quartz
s to identify the state of the

TABLE I. Coefficients for the quartz Hugoniot in Eq. (4), repro-
duced from Ref. [32].

a0 (km/s) a1 a2 (km/s)−1 a3 (km/s)−2

1.754 1.862 −3.364 × 10−2 5.666 × 10−4

shocked quartz. The Hugoniot used was of the form

Us =

3
∑

n=0

anun
p, (4)

with coefficients in Table I [32], and is a cubic fit to exper-
imental data from Ref. [34]. Equation (2) is used to convert
this Hugoniot into the (up, P) plane. Equation (2) is also
used to calculate the Rayleigh line, an additional constraint
on the shocked quartz in the (up, P) plane; the measured
shock velocity of the quartz, U

quartz
s , is substituted into this

equation to produce a chord upon which the shocked quartz
state must sit, P = ρ

quartz
0 U

quartz
s up. The shocked quartz state

in the experiment must satisfy both the Rayleigh line and the
Hugoniot, and can thus be identified as the intercept of these
two curves in the (up, P) plane. This is shown in Fig. 4 (along
with additional curves for the following steps).

When the shock crosses the interface between the quartz
and the lower-impedance foam, a rarefaction wave propagates
back through the quartz causing it to relax. The release isen-
trope describes the locus of possible states that the quartz can
relax to from a given shock state. It is calculated here accord-
ing to the method presented in Knudson and Desjarlais [32],
but with a small variation. They use a new “linear-reference”
Mie-Grüneisen model with a variable Grüneisen parameter,
but this model is not valid over the range of shock velocities

0 2 4 6 8 10 12

Particle Velocity u
p
 (km/s)

0

50

100

150

200

250

300

350

P
re

ss
u

re
 (

G
P

a)

Q
ua

rtz
 R

ay
le

ig
h 

Lin
e

Foam Rayleigh Line

Q
uartz R

elease Isentrope

Q
ua

rt
z 

H
ug

on
io

t

Quartz Shock State

(u
p

quartz
, P

quartz
)

Foam Shock State

(u
p

foam
, P

foam
)

FIG. 4. The impedance matching calculation for the data from
Fig. 3, shown graphically. The intercept of the known quartz Hugo-
niot and the quartz Rayleigh line (defined by the measured quartz
shock velocity) provides the shocked quartz state. This is used to
calculate the appropriate quartz release isentrope. The intercept of
this with the foam Rayleigh line provides the foam shock state.
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measured in this paper. A conventional Mie-Grüneisen model
with a fixed Grüneisen parameter of Ŵ = 0.64 was therefore
used instead for this analysis. This value of the Grüneisen pa-
rameter was calculated from a range of EOS models [35], and
is in good agreement with that derived [35] from experiments
[36,37].

The “impedance matching” aspect of the calculation is
introduced by the fact that particle velocity and pressure is
conserved across the interface between the two materials [38],
meaning that the value of these variables is shared between
the shocked foam and relaxed quartz. The range of possible
relaxed quartz states is defined by the isentrope. The exper-
imentally measured foam shock velocity, U foam

s , defines the
foam Rayleigh line, P = ρfoam

0 U foam
s up. The shared particle

velocity and pressure is therefore identified from the intercept
of these two curves. Pfoam and ufoam

p (determined from this
intercept) and U foam

s (measured) are then used to calculate all
variables for the shocked foam using the Rankine-Hugoniot
relations. This defines the foam shock state achieved in a
single shot where the quartz and foam shock velocities were
measured; by repeating this calculation for a number of
shots, Hugoniot data for a wider range of shock velocities is
produced.

The uncertainty in this calculation was quantified using a
Monte Carlo approach [39]. The measured values and uncer-
tainties of the different quantities (shock velocities, densities,
and layer thicknesses) were considered to be the mean and
standard deviations of normal distributions. Ten thousand
iterations of the above calculation were run for each shot,
sampling different values from these distributions each time.
Uncertainty in the α-quartz Hugoniot in Eq. (4) was also in-
cluded, by using 10 000 samples of the Hugoniot coefficients
in place of those in Table I using the corresponding covariance
matrix [32]. This produced a distribution of values for each
shock variable of the foam. The standard deviation around
the mean of this distribution was used to define the range
of possible uncertainty. A selection of these distributions are
displayed in Fig. 5.

The resulting distributions are not normal, and as a result
the distribution mean may differ from the value obtained
from the “exact” impedance matching calculation displayed in
Fig. 4 (which does not factor in the uncertainties). To ensure
consistency (i.e., so that when the quartz shock velocities and
pressures are quoted together, they are exactly compatible
with the Hugoniot from which they are derived), the values
used in the figures and tables in later sections of this paper
are those obtained from the “exact” calculation. However,
the standard deviation which defines the uncertainty range is
centered on the mean of the distribution—and thus the quoted
errors in later sections are asymmetrical, accounting for this
difference between the quoted and mean values.

B. SOP analysis

Streaked optical pyrometry allows for the calculation of the
temperature of a body, by comparing the surface brightness of
that body in a narrow wavelength band with the brightness
produced by a perfect black-body [33], assuming that the
shocked material is optically thick to the wavelength band
used. A “gray-body” approximation provides a more accurate
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FIG. 5. Histograms of the shock velocity and pressure distribu-
tions (for both quartz and foam) used in the Monte Carlo analysis.
For the shock velocities, the experimentally measured values (solid
lines) and experimental uncertainty (dashed lines) were used as the
means and standard deviations of uniform distributions. These were
each randomly sampled 10 000 times, along with the other measured
quantities, and the impedance matching calculation performed for
each set of samples. This resulted in distributions for each of the
calculated quantities, such as the pressure. The standard deviation
(dashed lines) around the mean of each of these resulting distribu-
tions were then calculated, and used as the uncertainty of that shock
variable (the actual value was obtained from an impedance match
calculation of each value without error—the solid black line on the
two pressure distributions).

calculation, by accounting for the emissivitity of the surface
[40]. The gray-body temperature T of the material can be
calculated from the measured SOP intensity I ,

T =
T0

ln
[

1 +
(1−R)A

I

] , (5)

where R is the reflectivity of the shocked material and T0 =

hc/λ0 is a constant calculated from Planck’s constant h, the
speed of light c, and the central wavelength of the frequency
band λ0 (for the 400–500 nm band used in this experiment,
λ0 = 450 nm). A is a calibration constant for the SOP system
[41], which must be determined. The SOP was not absolutely
calibrated (due to a lack of calibrated white light source), and
so it was effectively calibrated each time on-shot by using the
shocked quartz as a reference of known temperature [42].

Raw SOP data (corresponding to the same shot as the
VISAR data in Fig. 3) is shown in Fig. 6. There are two broad
bands of signal—an earlier one on the left side of the image
corresponding to self-emission from the quartz, and a later
one on the right corresponding to the foam. The spatial region
over which each band was roughly uniform was selected, and
averaged to give mean counts (on the streak camera) versus
time. The regions used for the averages correspond to the
boxes in Fig. 6, while the spatially averaged signal is shown as
the trace on the figure. A large peak can be seen for the quartz
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FoamQuartz

Time

Spatially averaged

signal

FIG. 6. Raw SOP data (50 ns streak time). Quartz emission is
detected first on the left side of the image, followed by foam emission
on the right side at a later time. Regions containing the SOP signal
for the quartz and foam were selected (boxes), and the signal in these
regions were spatially averaged to give the mean signal from the
material as a function of time (trace on image).

signal, followed by a small (but distinct) peak from the foam
emission.

An expression for quartz reflectivity as a function of shock
velocity is provided in Ref. [42]. The reflectivity relationship
for the TMPTA foam was estimated using previously pub-
lished density functional theory (DFT) data for polystyrene
plastic [43], combined with new DFT simulations for the ma-
terial in this experiment using the same method [43,44]. DFT
simulations were used to calculate the reflectivity of shocked
TMPTA foam at two relevant pressures (50 and 150 GPa), and
the CH reflectivity data (which was linearly extrapolated to
apply at lower pressures) was then scaled and linearly shifted
to pass through both of these points. The required reflectivity
R for both materials could thus be calculated, as required
for the gray-body calculation. To perform the calibration, the
expected quartz shock temperature was calculated based on
the VISAR-measured shock velocity, using the expression
given in Ref. [42] (a power-law fit to data from Ref. [30]). By
substituting this temperature and the maximum SOP intensity
from the quartz into Eq. (5), it was possible to calculate the
calibration constant A for the shot. This therefore allowed
the foam temperature T from that shot to also be calculated.
This calculation was performed in parallel with the VISAR
analysis described above, and the error was also calculated
using MC simulation. The uncertainty in the shock velocities,
and that arising from the use of fits for quartz temperature
and quartz and foam reflectivities (for which uncertainties
were estimated) resulted in a large overall uncertainty for this
calculation.

Shock entry into the quartz can be identified from the SOP
data by the start of the quartz signal (since the shocked quartz
is transparent to the thermal radiation). The shock breakout
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FIG. 7. Combined quartz and foam transit times, as determined
for each valid data shot from the VISAR and SOP. All shots agree
to within the error (which is due to uncertainty in identifying the
relevant behaviors in the raw data, and the finite slit width of the
streak cameras).

from the foam can also be roughly identified from the peak of
the foam signal (the foam is much less transparent, so there is
only some low emission just before this time). However, there
is no clearly identifiable change in the data corresponding to
the shock leaving the quartz and entering the foam, which
prevents the transit times (and thus shock velocities) in the
two materials from being calculated. However, a combined
quartz and foam transit time can be determined, which can
be compared with the VISAR data to check for consistency.
This is done in Fig. 7, which demonstrates good agreement
between the two diagnostics. This increased confidence in
both the results, and also in the SOP data; while the foam SOP
signal is weak, the fact that the timing of the signal agrees with
the VISAR timing data suggests that it is indeed a physical
signal and is not merely background noise.

C. Shot selection

A number of shots provided VISAR images where the
breakout signals were not fully clear, due to signal strength
issues. For shots to be included in the analysis all three shock
breakout signals had to be identifiable with reasonable con-
fidence. A small number of shots also displayed two distinct
regions of SOP emission in the quartz, which was sometimes
also accompanied by an increase in intensity in the VISAR
signal. The most likely explanation for this behavior is a sec-
ond shock overtaking the first within the quartz. This behavior
was observed in some 1D simulations of the experiment, al-
though it was not possible to accurately predict on which shots
it would occur (particularly as the passage of the first shock
would magnify the uncertainty in predicting the second). Such
a phenomena would mean that the average shock velocity
would contain information from two distinct shocks travel-
ing at different speeds, and would therefore not be a good
description of the shock at the time it crossed the quartz-foam
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TABLE II. Principal Hugoniot data for the compressed foam. U quartz
s and U foam

s are the measured quartz and foam shock velocities. The
quartz particle velocity, pressure, and temperature (uquartz

p , Pquartz, and T quartz) are not directly measured, and are instead calculated from the
shock velocity using known relations (the Hugoniot [32], and a measured relationship between U quartz

s and T quartz [42]). ufoam
p and Pfoam are

the foam particle velocity and pressure, determined from the impedance matching calculation, while T foam is the foam gray-body temperature
calculated in the SOP analysis. Other than U quartz

s and U foam
s , where the quoted error is the experimental uncertainty, the errors given for each

value are the standard deviation of a distribution for that value obtained from 10 000 random Monte Carlo iterations. The SOP did not work
correctly on all shots, hence the missing T foam values.

U quartz
s (km/s) uquartz

p (km/s) Pquartz (GPa) T quartz (eV) U foam
s (km/s) ufoam

p (km/s) Pfoam (GPa) T foam (eV)

9.2 ± 0.6 4.3 + 0.4
− 0.4 106 + 17

− 16 – 11.1 ± 1.1 6.8 + 0.6
− 0.7 19.2 + 3.0

− 2.1 –

13.4 ± 2.4 7.0 + 1.8
− 1.6 249 + 123

− 93 0.96 + 0.59
− 0.40 15.9 ± 4.9 11.1 + 3.2

− 2.8 44.4 + 19.3
− 16.0 0.60 + 0.30

− 0.23

13.4 ± 0.4 7.0 + 0.2
− 0.2 250 + 16

− 15 – 22.3 ± 3.5 10.5 + 0.5
− 0.5 59.0 + 9.9

− 7.3 –

13.5 ± 1.0 7.1 + 0.7
− 0.7 253 + 47

− 42 0.98 + 0.21
− 0.18 17.0 ± 2.0 11.0 + 1.2

− 1.2 47.4 + 8.6
− 6.2 0.62 + 0.16

− 0.13

14.3 ± 1.5 7.7 + 1.0
− 1.0 290 + 73

− 64 1.14 + 0.35
− 0.28 16.3 ± 2.7 12.1 + 1.9

− 1.8 50.0 + 12.0
− 9.4 0.68 + 0.20

− 0.17

14.4 ± 2.7 7.7 + 2.0
− 1.9 296 + 150

− 117 1.17 + 0.76
− 0.53 14.5 ± 3.3 12.5 + 3.7

− 3.3 45.7 + 17.9
− 14.8 0.69 + 0.35

− 0.28

15.7 ± 1.8 8.7 + 1.3
− 1.2 362 + 102

− 87 – 25.2 ± 2.8 13.0 + 2.2
− 2.1 82.9 + 18.8

− 13.9 –

16.9 ± 1.1 9.5 + 0.8
− 0.8 423 + 69

− 62 1.79 + 0.36
− 0.31 19.0 ± 2.5 15.1 + 1.5

− 1.5 72.3 + 13.2
− 9.6 1.29 + 0.31

− 0.24

21.6 ± 0.8 13.1 + 0.7
− 0.7 749 + 69

− 66 3.62 + 0.42
− 0.40 22.3 ± 2.3 21.2 + 1.2

− 1.4 120.0 + 16.1
− 10.9 1.43 + 0.32

− 0.26

interface—affecting the accuracy of the impedance matching
calculation. As a result, shots displaying this behavior were
not used further in evaluating the equation of state.

IV. RESULTS AND DISCUSSION

A. Shock variables

The experimental data and corresponding calculated shock
states are provided in Table II, and the foam Hugoniot data is
displayed in Fig. 8 in the (up, P) plane. The error bars (calcu-
lated from the MC uncertainty) are relatively large: while this
uncertainty includes contributions from the error in the quartz
Hugoniot, it is dominated by the relatively large measurement
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FIG. 8. Experimental up-P data compared to principal Hugoniots
generated from a range of EOS models. The error bars come from a
MC analysis of 10 000 random samples (these error bars are symmet-
ric around the mean of the distribution, which is slightly different
from the value calculated through the “exact” calculation—leading
to the asymmetry).

error in the quartz and foam shock timings. This is compared
to theoretical Hugoniot data from the SESAME 7592 (CH)
table [45], along with QEOS [46] data for both CH and
TMPTA. All three theoretical Hugoniots correspond to the
homogeneous material (i.e., not a foam) at the 260 mg/cm3

foam density. The QEOS data is produced using the HUGO-
NIOT utility packaged with the radiation hydrodynamics code
HYADES [47].

It is clear that all three theoretical Hugoniots do a good
job of representing the compression behavior of the exper-
imental data. The two QEOS Hugoniots show that there is
little difference in compression behavior between CH and
TMPTA models, suggesting that it is reasonable to approxi-
mate TMPTA foam using CH—and thus the comparison with
SESAME 7592 is a valid one (no SESAME table is available
for TMPTA). As such this appears to suggest that, in this
pressure range, the compression behavior of this foam can
be reasonably described by approximating it as a low-density
homogeneous plastic.

Figure 9 includes data from previous experiments for other
low-density foam materials. These include explosively driven
experiments performed on CH at Los Alamos [23], absolute
Hugoniot measurements on CH (with a ∼1µm pore size) us-
ing the NRL’s Nike laser facility [24], and impedance matched
TMPTA-plastic foam experiments (with a ∼0.5µm pore size)
performed at the LULI at Ecole Polytechnique [25]. This plot
shows good agreement between the data sets, displaying three
separate curves corresponding to the different densities of
foam. From comparing the data for foams above 200 mg/cm3

to the EOS models, it appears that the SESAME model gives
the best fit over the full range of pressures represented by
the four experiments. The same data could also be consid-
ered in terms of density versus pressure. However, density is
particularly sensitive to the uncertainty in the data, leading
to large relative errors in this value [48]—resulting in large
scatter for all of the considered datasets and preventing useful
discrimination between models when viewing the current data
sets in this format.
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FIG. 9. up-P experimental data from a series of experiments on
low-density foams. The SESAME and QEOS CH Hugoniots are
displayed as the solid and dashed lines respectively (the TMPTA
QEOS overlaps the CH QEOS, and so has been omitted). Error bars
are displayed for the VULCAN data (but omitted from other sets
due to data availability and visibility). Color indicates foam density,
while shape indicates the source of the data. The NRL data is at
higher particle velocity and pressure and so does not appear on these
axes, but continues the trend for the 100 mg/cm3 data.

B. Temperature data

The temperature data corresponding to the valid shots are
displayed in Fig. 10. There are fewer data points in this figure,
as the SOP diagnostic did not return useful data for some
of the shots. The errors are large due to the on-shot calibra-
tion, the shock velocity errors (which propagate through the
calculations), and the need for models to estimate the quartz
temperature and quartz and foam reflectivities.
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FIG. 10. Gray-body temperature for the shocked foam as a func-
tion of shock velocity. Despite the large error bars, the theoretical
models are not within the uncertainty of most shots.

The detected signal from the foam was relatively weak,
and thus high gain was required on the streak camera to
detect it. The resulting signal was quite patchy, and thus firm
conclusions can not be drawn from this data with confidence.
However, it appears that the foam shock temperatures mea-
sured in the experiment were noticeably lower those predicted
by the theoretical models, and in particular those suggested
by the SESAME data. Despite the large uncertainty in these
measurements, the SESAME model does not pass through the
error-bars of any of the data points. This could be indica-
tive that such a model overestimates the temperature in this
pressure range, although the low signal means that further
investigation of this (with a more accurate SOP diagnostic)
would be required to make this conclusion with any certainty.

C. Comparison with simulation

One- and two-dimensional radiation hydrodynamic sim-
ulations were performed of the experiment in a range of
codes (HYADES [47], HELIOS [49], MULTI-1D [50], and
FLASH [51,52] were used for 1D simulations, while h2d
[53], FLASH, and MULTI-2D [54] were used for 2D). Sim-
ulations before the experiment were used to aid target and
experiment design, while post-experiment simulations using
the measured target dimensions and laser profiles attempted
to match the measured data. Figure 11 shows the results from
a post-experiment 2D FLASH simulation. This simulation
included the foam step and demonstrates that this 2D structure
did not significantly change the shock dynamics from the 1D
simulations, while also allowing the transit time through each
layer to be determined. The simulations also indicated that the
ablation front remained in the ablator layer, and thus the gold
and quartz were not directly ablated by the laser.

The shock transit time through the different layers of the
target were investigated in these simulations, and compared
with the experimental results. Figure 12 shows these simu-
lated transit times as a function of intensity (and thus shock
strength) for a number of different codes (all simulating the
same experimental shot, using the real target dimensions and
laser profile). Two transit times are recorded, corresponding
to measurements that were made during the experiment: the
quartz transit time was identified from the VISAR data, while
the combined ablator-gold transit time was determined (with
larger uncertainty) as the time difference between the laser
being applied, estimated from a fiducial, and the shock en-
tering the quartz layer. It is clear from Fig. 12 that it is not
possible to match both experimentally measured transit times
in a single simulation. The ablator-gold transit time requires a
higher laser intensity, comparable to the ∼1.8 × 1014 W/cm2

used in the experiment. However, matching the quartz transit
time requires a laser intensity in the simulation that is almost
an order of magnitude lower than what was actually used.
This discrepancy was observed in every simulation code and
in all shots (to varying extent), and suggests that the shock
in the quartz is significantly weaker than would be expected
based on both the shock strength in the previous layers, and
the applied laser intensity. This decreased shock strength in
the quartz resulted in much lower pressures than predicted,
which explains why VISAR fringe curvature (which requires a
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FIG. 11. 2D FLASH simulation using measured target dimensions and temporal laser profile, with a peak laser intensity of 1.8 ×

1014 W/cm2. Panel (a) shows four snapshots of the shock propagating through the target in 2D. It can be seen that the shock propagation
through the foam is largely undisturbed by the step structure. Panel (b) shows the shock propagation vs time at a single horizontal position
(50µm within the foam step, indicated by the dashed black line in (a)). The same color scale (representing density) is used in all plots.

minimum pressure to generate a reflective shock in the quartz)
was not typically seen.

In a small number of targets, the gold and ablator layers
delaminated from the quartz and thus had to be glued on.
These targets could not be used in the final results (as the glue
layer prevented accurate determination of the quartz shock
velocity). However, it was observed that in these targets, the
shock strength in the quartz was much closer to that in the ab-

FIG. 12. Simulated shock transit times through the combined
ablator and gold layers (left) and the quartz layer (right) for one
of the experimental shots. This was performed in 4 different 1D
radiation hydrodynamics codes: HYADES (black circles), FLASH
(teal squares), MULTI (yellow diamonds), and HELIOS (blue trian-
gles). 2D simulations were also performed in MULTI (yellow stars)
and FLASH (teal hexagrams). On each plot, the gray shaded region
corresponds to the experimentally measured value (bounded by the
uncertainty). The agreement between codes is good, and in all cases
it is not possible to match the experimentally measured times in both
ablator-gold and quartz layers at any one intensity.

lator, and thus showed better agreement with the simulations
(although there was still a discrepancy). The stronger shock
strength in the quartz in these targets was also indicated by
the fact that some fringe motion was observed in these targets
(although the signal strength was too weak for velocities to be
determined from this). In fact, all four targets with glue layers
which returned analysable data displayed some evidence of
fringe motion. This suggests that the shots with glue layers
were disproportionately likely compared to the other shots to
return a strong shock in the quartz.

It is therefore apparent that adding the glue layer appeared
to reduce the observed discrepancy, and led to a stronger
shock in the quartz. Any explanation for the discrepancy in
this experiment must therefore explain three observations: (1)
that the shock is significantly weaker in the quartz than is
expected based on the strength in the ablator and the simula-
tions, (2) that the shock is not substantially weaker in the foam
than in the quartz (as might be expected if the shock was con-
tinually decaying throughout the transit), and (3) that gluing
the gold to the quartz substantially improves the quartz shock
strength. Based on these criteria, a possible explanation for
this behavior is that there was a partial delamination and poor
contact between the gold and quartz layers. The resulting gaps
could lead to shock decay between the two layers (explaining
the observed discrepancy), but the issue would be improved
by gluing the two layers together (explaining the improvement
seen for the glue targets). Such delamination is also feasible,
as full delamination of some targets did indeed occur (hence
the need for the glue layers). Attempts were made to investi-
gate the effect of such a gap in the hydrodynamic simulations,
but without success; 1D and 2D simulations with a constant
gap between the layers did not result in an increase in shock
transit time. However, 2D FLASH simulations where the gap
structure was more complicated (and not-constant thickness)
did result in a small change. This increase was not particularly
significant, but could indicate that for a very nonlinear inter-
face between the layers, as would likely be the case in a real
target, that this could be a viable explanation.
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FIG. 13. Shock propagation plot (log-derivative of pressure)
from a 1D HYADES simulation of the same shot and laser intensity
as in Fig. 11. It can be seen that a second shock (originating from
the gold layer) catches and overtakes the primary shock just before it
reaches the foam layer (this is different to the FLASH simulation,
where this occurs at an earlier time). The figure is plotted as a
function of Lagrangian simulation zone number (rather than radius),
so that the zone and material boundaries are stationary and the shock
propagation can be seen more easily. The material interfaces are
indicated by the white horizontal lines.

It is important to note that this discussion relates to the
discrepancy between the experiment and the simulation ef-
forts, but does not impact the validity of the results presented
in Sec. IV. These results simply require that a steady shock
passes through the quartz and foam, and is not concerned if
this shock is weaker than expected. The shock variables are
not measured until after the shock has entered the quartz (a
time which can clearly be well identified in the raw data, as
seen in Fig. 3), and thus any behavior in the preceding layers
will not have any effect on the results and analysis.

The simulations also allow two potential sources of sys-
tematic error to be investigated. First (and as discussed in
Sec. III C), there is an additional shock generated when the
shock wave first crosses the gold-quartz interface. This shock
backward-propagates through the target before reflecting from
the ablation front. In some cases this second shock can catch
and overtake the first shock, which would impact the accuracy
of the calculated shock velocities and thus the impedance
matching calculation. This phenomena can be observed in
Fig. 11 (where the shock merger is seen at ∼2.5 ns), or more
clearly in Fig. 13, where it occurs just before the shock reaches
the foam boundary. These two simulations are of the same
shot and conditions, but in 2D FLASH and 1D HYADES,
and demonstrate that this effect exhibits significant differences
between simulation codes (a HELIOS simulation of the same
shot showed even greater difference, with the merger occur-
ring just as the shock breaks out from the rear of the target).
This behavior cannot be accurately simulated, since (a) the
decrease in shock strength between the combined ablator and
gold and the quartz would likely also affect the second shock

to an unknown extent, and (b) uncertainty around the first
shock will lead to greater uncertainty regarding the second,
as the second shock travels through already shocked material.
Potential evidence of a second shock was seen in some of
the experimental shots, but as discussed in Sec. III C these
shots were then omitted from the final results. As a result, it is
thought to be unlikely that this had a significant impact on the
experimental results.

The second potential source of systematic error is the
shock stability. Impedance matching requires knowledge of
the shock velocity in the quartz just before it crosses the
quartz-foam boundary, and the shock velocity in the foam just
after. The use of average shock velocities in this experiment
therefore requires that these average values are a reasonable
approximation of the velocities at these times; if the shock is
decaying, then this is not the case and this would result in a
systematic error. It had been intended that the shock velocity
as a function of time could be measured using the VISAR, but
the lack of observed fringe motion prohibited this.

Simulations indicated some degree of shock decay was
present, but that the average shock velocity measurements
used are likely sufficient to give a reasonable estimate of the
achieved shock states (although it should be noted that the
shock stability could also be influenced by the unexpected
decrease in shock strength between ablator and quartz, which
is not captured in these simulations). Figure 14 shows the
shock velocity, pressure and particle velocity at the shock
front from a 1D HELIOS simulation (a 1D simulation was
used for this analysis to enable high resolution for accurate
shock front tracking) using the same real target dimensions
and laser profile as Fig. 11, at a lower intensity intended
to give a more accurate quartz transit. It can be seen that
the shock is reasonably stable in the quartz (with a small
amount of decay), and slightly less stable in the foam. The
dashed horizontal lines on the shock velocity plots represents
the average shock velocity that would be calculated from the
transit times and layer thicknesses, and it can be seen that this
is a reasonable approximation in both materials. These aver-
age shock velocities were then analysed in the same way as
the real experimental data, giving the dashed horizontal lines
seen in the pressure and particle velocity plots. While there
is some difference to the true shock states (ideally this would
match the final shock profile in the quartz, and the first shock
profile in the foam), the calculated quantities are a reasonable
approximation of the true values. This suggests that the use of
average velocity measurements in this experiment was likely
valid (with the systematic error introduced by this estimated
at around 10%, which is typically less that the random error
represented by the error bars).

D. Suggested improvements

If this subject were to be further investigated, there are a
number of potential improvements that could be made. Given
the proposed gap between the gold and quartz layers, the
importance of improved target fabrication and metrology is
emphasised—if this experiment was to be repeated, x-ray
diagnostics could be used to test for delamination in these
targets. Alternatively, the ablator layer could be doped with a
material such as iodine or bromine to prevent preheating [55],
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FIG. 14. Simulated shock velocity, pressure and particle velocity
at the shock front as the shock propagates through the quartz and
foam layers, from a 1D HELIOS simulation with a laser intensity of
1.5 × 1013 W/cm2. The shock velocity is displayed as a function of
time, while for pressure and particle velocity, profiles of the shock
front are provided at eight equally spaced time intervals (later times
are further to the right, and are plotted in darker color). The shock
transit times through the quartz and the foam were used to calculate
average shock velocities (the dashed horizontal teal lines). The same
analysis procedure as used on the experimental data was then used to
calculate the pressure and particle velocity in the two materials (the
dashed horizontal black lines).

removing the need for the gold layer. This ablator layer could
be formed of an undoped layer followed by a doped layer,
to prevent the heavier ions from radiating under direct laser
heating. Replacing the gold layer would simplify the target,
potentially reduce the risk of delamination, and could also
help prevent the generation of the second shock discussed in
Sec. III C—removing a source of uncertainty. If a stronger
shock could be achieved in the quartz, then it should be possi-
ble to determine the shock velocity as a function of time in this
layer using the VISAR, which would both remove the need to
use the average velocity in this layer and enable the shock
stability to be determined. Alternatively, the quartz could be
replaced with a material which exhibits shock reflectivity at
a lower pressure, so that the VISAR could be utilised in this
manner in the current pressure regime.

Changes could be made to the implementation of the exper-
iment to improve performance. First, a more sensitive streaked
optical pyrometer could be used. Using a more sensitive streak
camera would yield improved signal strength, which would
enable the temperature to be estimated more accurately and

with more confidence. Ideally this SOP should be absolutely
calibrated, so that the temperature can be measured without
assuming a temperature for the quartz. Improvements could
also be achieved by using a simpler optical relay, consisting
of a shorter optical path with fewer components. This would
result in an easier setup and also hopefully lead to less loss
of light, which would benefit the signal strength for both the
VISAR and the SOP. [The more complicated setup used in this
experiment was due to early attempts to inject the probe laser
through the VISAR beamsplitter (component “k” in Fig. 1), so
that one fewer beamsplitter was required (as component “d”
could therefore be a mirror); doing so resulted in the focusing
of the probe laser at the target and thus poor illumination over
the VISAR/SOP field of view, necessitating the change to the
setup presented in this paper.]

V. CONCLUSIONS

Principal Hugoniot data for TMPTA foam at a density
of 260 mg/cm3 was successfully measured in an impedance
matching experiment and found to be in reasonable agree-
ment with theoretical Hugoniots predicted using the CH and
TMTPA QEOS models and the SESAME 7592 table. These
theoretical Hugoniots all assume the foam to be a low-density
homogeneous plastic, suggesting that this assumption can be
used to describe the compression behavior of the foam to rea-
sonable accuracy. The temperature of the shocked foam was
also estimated based on self-emission, and this data appeared
to suggest that the existing EOS models (particularly the
SESAME data) over-estimated the foam temperature. How-
ever this SOP data was of low signal-to-noise ratio (and the
lack of absolute calibration led to large uncertainties), which
means that further investigation is required to confirm these
temperature-based findings.

This data was also compared to previous experiments look-
ing at low-density foams. It was found that generally this data
fit the trends observed in those experiments. Comparison of
the different theoretical Hugoniots over a wider pressure range
again confirmed that they were a reasonable description of
such foams, with closest agreement found to the SESAME
data. Overall, the comparison with previous experiments is
encouraging, and confirms the conclusion that this material
is well described with a low-density homogeneous plastic
equation of state.
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