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A B S T R A C T   

Method validation has gained traction within forensic speech science. The community recognises the need to 
demonstrate that the analysis methods used are valid, but finding a way to do so has been more straightforward 
for some analysis methods than for others. This article addresses the issue of method validation for the Auditory 
Phonetic and Acoustic (AuPhA) approach to forensic voice comparison. Although it is possible to take inspiration 
from general regulatory guidance on method validation, it is clear that these cannot be transposed on to all 
forensic analysis methods with the same degree of success. Particularly with respect to an analysis method like 
AuPhA, and in a field of the size and characteristics of forensic speech science, a bespoke approach to method 
validation is required. In this article we address the discussions that have been taking place around method 
validation, and illustrate one possible solution to demonstrating the validity of voice comparison by a human 
expert using the AuPhA method. In doing so we consider the constraints placed on sole practitioners, which 
generally go unacknowledged.   

1. Introduction 

In this article we address the issue of method validation for forensic 
voice comparison by a human expert. Method validation is of impor-
tance in many fields, but forensic voice comparison poses particular 
problems. Moreover, ongoing regulatory changes to forensic science 
provision in the UK mean that a solution to the problem is a pressing 
concern. In view of this, a key purpose of this paper is to lay out a 
realistic approach to validation for forensic voice comparison by a 
human expert. 

The provision of forensic science services to the Criminal Justice 
System in England and Wales is regulated by the Forensic Science 
Regulator (FSR). The core task carried out by forensic speech practi-
tioners, i.e., voice comparison analysis, falls within the remit of the FSR. 
Voice (or speaker) comparison analysis involves the comparison of 
recorded voices (e.g., telephone recordings, covertly recorded material, 
police interviews with suspects) to assist the court in deciding whether 
they come from the same or different speakers. There are two main 
accepted methodologies for carrying out voice comparison analysis. One 
is known as Auditory-Phonetic and Acoustic (AuPhA) analysis by a human 
expert, and the other is voice comparison by means of an automatic 

speaker recognition system (usually complemented by some measure of 
human analysis) (see [1] for a more detailed discussion). At the time of 
writing, AuPhA analysis is the only admissible approach in UK juris-
dictions for voice comparison analysis. 

The Forensic Regulator Act 2021 [2] places the Regulator on a 
statutory footing, and the Regulator is currently in the process of pro-
ducing a statutory code of practice and conduct (the “Code”) [3]. 
Although only a draft of the Code is available at present, there is no 
doubt that certain provisions contained within this draft are going to 
remain part of future published versions. This includes the requirement 
for method validation. The importance of working with valid methods is 
also recognised in secondary legislation applicable in England and 
Wales. Part 19 of the Criminal Procedure Rules and the associated 
Criminal Practice Directions (CrimPD) [4] emphasise the court’s active 
role in the assessment of the reliability of expert opinion evidence. 
CrimPD V 19A.5 [5] lists factors which the court may take into account 
in making such assessments and these include: "the extent and quality of 
the data on which the expert’s opinion is based, and the validity of the 
methods by which they were obtained". 

Method validation means demonstrating that a method achieves 
what it is claimed to achieve. While there is widespread agreement on 
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the importance of method validation, establishing what method vali-
dation involves in the context of voice comparison using the AuPhA 
approach has, so far, been a problem. The Code includes broad di-
rections on how method validation should be performed, but naturally, 
the Code does not address what method validation actually involves for 
the AuPhA approach. This is, in part, because the Code targets a broad 
range of forensic science disciplines. Therefore, it comes down to the 
forensic speech science (FSS) community to transpose the provisions 
contained in the Code onto this specific area. The FSS community has 
engaged with this topic for several years now, and a number of ideas 
have been put forward about what method validation means for AuPhA 
voice comparison. Despite having devoted thought to the issue, it is fair 
to say that, in the UK at least, the FSS community has been struggling to 
arrive at an approach to AuPhA method validation that is both theo-
retically cogent and achievable in practice. 

Working towards a solution to validating the automatic approach to 
voice comparison (as opposed to AuPhA) has been less problematic. [6] 
present a consensus as to how method validation can be achieved in this 
context. However, it would not be possible to simply adopt the recom-
mendations made in that paper for the AuPhA approach, as the two 
methods of analyses, i.e., automatic vs AuPhA, are not sufficiently 
comparable [1: 245]. 

One problem with validating AuPhA voice comparison may originate 
from the way that AuPhA has been conceptualised for the purpose of 
method validation within the FSS community, i.e., a conceptualisation 
that separates the ‘method’ from the ‘analyst’ and thereby treats them as 
independent components. As we go on to explain, this conceptualisation 
and resulting approach to method validation is a key source of the 
problem for AuPhA voice comparison. Further, adopting such a con-
ceptualisation also means that following the FSR guidance on method 
validation is near-impossible. We argue that, for the purpose of vali-
dating AuPhA voice comparison, the method and the analyst are 
inseparable. Therefore, a solution to AuPhA method validation can be 
found in competency testing. Reassuringly, recent discussions among 
members of the UK FSS community (2021–2022) suggest that views are 
starting to converge towards this latter conceptualisation and corre-
sponding route to method validation. 

In light of these developments, in this paper we aim to consolidate 
the discussions that have been taking place and share experience of a 
possible approach to validating AuPhA voice comparison through 
competency testing. Section 2 provides an overview of AuPhA voice 
comparison, emphasising that all aspects of AuPhA depend to a large 
extent on the analyst. Section 3 further justifies why it is competency 
testing that could be used to validate AuPhA voice comparison. Sections 
4 and 5 present and discuss an example of how competency testing was 
implemented by the authors on behalf of Soundscape Voice Evidence, a 
small forensic speech analysis provider. The approach aims to enable 
any practitioner to be able to integrate competency testing into their 
practice, irrespective of whether they are a sole practitioner, or part of a 
large laboratory. Section 6 offers a candid discussion and ideas around 
how competency testing could be integrated into the wider FSS 
community. 

2. Auditory-Phonetic and Acoustic (AuPhA) voice comparison 

AuPhA voice comparison involves two types of analysis which are 
carried out in parallel: (i) auditory-phonetic and (ii) acoustic analyses. 
Auditory-phonetic analysis involves repeated and detailed analytical 
listening, while acoustic analysis involves using software to visualise 
and measure aspects of the speech signal. In applying the AuPhA 
approach, the analyst makes qualitative and quantitative observations 
about a range of different voice and speech features in the speech 
samples under analysis. It is not possible to give an exhaustive list of 
features one might examine, but some examples of the features that are 
commonly analysed include vowel and consonant sounds, voice quality 
(timbre), voice pitch, speech rhythm, (dis)fluency, speech tempo, and 

lexical/grammatical usage (see, for example, [1;7] for more detail). 
Many of the frameworks used to analyse the features in AuPhA are 
largely uncontroversial and are adopted in many branches of phonetics 
and linguistics, e.g., the International Phonetic Alphabet. There are also 
some frameworks that have emerged for specific use within FSS, e.g., a 
modified version of the Vocal Profile Analysis protocol [8]. 

Although field-specific literature has given descriptions of frame-
works and features that are involved in AuPhA voice comparison, there 
has been insufficient acknowledgement of the extent of decision making 
that takes place when undertaking a comparison. Although some fea-
tures are routinely analysed, e.g., voice quality and vowel sounds, ulti-
mately it is the analyst who decides which features to analyse, and how. 
This is done on a case-by-case basis, taking into account the analyst’s 
decisions around the quality, quantity and comparability of the mate-
rial, and the distinctiveness of the voices. For example, decision making 
at the feature level can be illustrated using measurements of funda-
mental frequency (f0), the acoustic correlate of voice pitch, which is 
usually expressed numerically in Hertz (Hz). First, the analyst decides 
whether the recordings are suitable for f0 analysis (it might not be 
possible in cases of poor technical quality of the recording, for example). 
Provided that they are, the analyst then decides which parts of the 
speech to include in the f0 analysis. It is typical to encounter recordings 
which contain speech of varying levels of vocal effort (e.g., whisper, 
neutral, raised voice, shouted, etc), which impacts on resulting f0 
measurements. Therefore, in order to make meaningful f0 comparisons, 
the analyst controls for voice level within and across recordings by 
selecting appropriate and comparable sections of the speech. Once this 
has been done, f0 analysis is conducted via specialist software. At this 
stage, several more decisions need to be made, for example in the choice 
of software, settings within the software, and the specific measurements 
taken (e.g., mean, median, range). While the f0 analysis results are 
seemingly objective, then, they are heavily dependent on the decisions 
that the analyst has made. Similar decision making applies to all the 
features included in an AuPhA analysis, whether qualitative or 
quantitative. 

Based on the overall collection of findings, the analyst then assesses 
the nature of the similarities and differences between the speech samples 
under comparison. Irrespective of whether two recordings contain the 
same speaker or different speakers, it is inevitable that there will be both 
similarities and differences in the observed voice and speech features. 
On the one hand the voices are likely to be similar enough for an un-
trained ear (such as that of an investigating police officer) for the case to 
be brought, and are at least likely to contain the same language. On the 
other hand, no two samples of speech are identical, because speech is a 
dynamic process and every speech event is unique. Speech contains no 
permanent feature and as such is not a biometric akin to fingerprints or 
DNA, for example. 

In relation to the similarities, it is for the analyst to determine how 
closely matching and how unusual they are. In relation to the differ-
ences, it is for the analyst to determine whether these are more likely to 
be a result of the differences in recording context or the fact that 
different speakers are involved. Having carried out this interpretative 
exercise, the analyst forms an overall conclusion. This is an evaluative 
opinion that draws on the analyst’s expertise gained from advanced 
training, professional development, research literature, and casework 
experience as well as ecological experience derived from exposure to 
voices on an everyday basis. 

It is relevant to point out that AuPhA voice comparison is not unusual 
with respect to the reliance placed on analyst judgement and decision 
making. This is evident from the Law Commission report, entitled Expert 
Evidence in Criminal Proceedings in England and Wales [9]. In producing 
the report, the Commission gathered cross-disciplinary responses to 
their proposals in relation to the admissibility of expert opinion evi-
dence. Input from the FSS community at the time, as well as other dis-
ciplines such as fingerprint analysis and fibre analysis, emphasised the 
reliance on analyst experience and interpretation. 
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3. Method validation for AuPhA voice comparison 

Section 2 highlighted the fact that the analyst is an integral part of 
the AuPhA voice comparison analysis; they are at the centre of every 
aspect of the process, irrespective of whether this involves making 
qualitative observations, taking quantitative measurements or inter-
preting analysis findings. In view of this, AuPhA voice comparison is 
best conceptualised as one single interpretative method that the analyst 
employs in reaching a voice comparison conclusion. Therefore, AuPhA 
method validation could be achieved by testing the competence of the 
analyst. 

There have been suggestions within the UK FSS community that 
method validation could be achieved through the running of many 
‘validation’ tests on all of the individual voice and speech features that 
might contribute to an analysis. This would be based on the alternative 
conceptualisation of AuPhA voice comparison which separates the an-
alyst and the method and in turn treats each individual voice and speech 
feature as separate methods. In practical terms this might mean, for 
example, that the analysis of vowel sounds is regarded as one method, 
the analysis of f0 as another, the analysis of voice quality as another, 
then the competence of the analyst being yet another method, and so on. 
If one were to apply this ‘micro-method’ conceptualisation, it is not clear 
what validation would involve. The answer perhaps would be to carry 
out many different ’validation exercises’ on these individual voice and 
speech features. However, to insist on individually validating the full 
range of features available to a forensic speech practitioner to show the 
features’ performance in discriminating speakers would be a mammoth 
task for any field, let alone a field bearing the size and characteristics of 
the FSS community. It is not only the sheer number of features that re-
quires consideration, but also how these perform as features under a 
range of recording conditions and within different speech communities 
(e.g., different regional varieties of the language). 

Aside from the impractical scale of the task, there is an inherent 
limitation that comes with ‘micro-method’ validation. Validation im-
plies that there is ground truth to compare against. For many features 
included in an AuPhA analysis, it is not possible to obtain ground truth 
because most qualitative and quantitative elements of the analysis are 
estimates. For example, [10] and [11] provide a reminder that the aim of 
quantitative acoustic measurements, such as f0, is to arrive at the most 
representative value, i.e. an estimate, rather than a “true” value. Finally, 
conclusions arising from AuPhA voice comparison analyses reflect the 
expert’s interpretation of the combined range of different features 
included in any specific case. Presumably, there would also have to be an 
overall validation exercise that combines all the individual ’validation 
exercises’. The task would clearly be untenably complex. 

Of course, the above does not discount the importance of demon-
strating the science that underpins the use of individual voice and 
speech features in order to differentiate among speakers. It is vital to 
continue to test the performance of voice and speech features in 
discriminating speakers, how these features are affected by recording 
and speaking contexts, how best to analyse these features, etc. However, 
rather than viewing this type of testing as method validation, it is better 
to view this testing as ’method development’. The Expert Working 
Group for Forensic Speech and Audio Analysis (FSAAWG) within the 
European Network of Forensic Science Institutes (ENFSI) has recognised 
the role of method development in this respect in Section 6.1 of their 
Best Practice Manual [12]: 

“The methodology of FSC has been developed within forensic laboratories 
for decades. The development has been conducted on the basis of scientific 
research in the field of forensic speech science and linguistics, through pub-
lished peer-reviewed literature and empirical testing (under casework con-
ditions), and through knowledge exchange within the community of 
researchers and experts (e.g. during conferences). The methodology consists 
of analysing individual speech features on different dimensions with appro-
priate methods, each of them having been developed and tested for its speaker 
discriminatory power in the aforementioned way (see the literature in 

Appendix 2 ‘Bibliography’). Individual analyses are then combined to arrive 
at an overall conclusion.” (page 10). 

This paragraph goes on to say that: 
“New methods of feature analyses shall also be validated as they become 

available”. 
The use of the word “validated” in this sentence has the potential to 

lead to confusion. We strongly suspect that ENFSI do not intend to 
promote, what we have termed, ‘micro-method’ validation for AuPhA 
voice comparison as this is not what is done within ENFSI. 

Instead of competency testing, as we propose in this paper, the 
approach adopted within ENFSI foregrounds the method that is being 
employed rather than the individual analyst.1 Within and across gov-
ernment laboratories in Europe, AuPhA method validation is performed 
by laboratories taking part in collaborative exercises and proficiency 
tests. The names of the analysts who participate in these activities are 
typically anonymised. The intention is to test the method by retrieving 
test results from multiple analysts and generalising across them. 

At first glance, the approach adopted within ENFSI appears to differ 
from what we are proposing in this paper. When taking a closer look, 
however, the difference is more of a difference in emphasis rather than a 
difference in substance. The approach to competency testing proposed in 
this paper does not just focus on analyst-level testing, but also on 
comparing test results from individual analysts with those produced by 
other analysts employing the same method. 

4. Competency testing: Obstacles for AuPhA voice comparison 

There are different ways of assessing and certifying the competence 
of forensic analysts (some of which are recognised in the draft Code). 
These include: 

a) Designing in-house assessments using positive and negative compe-
tency tests;  

b) Independent confirmation of results/opinions by another competent 
examiner, i.e., without prior knowledge of the first result/opinion 
provided;  

c) Participating in inter-laboratory comparisons, e.g., collaborative 
exercises;  

d) Proficiency testing through recognised and relevant professional 
organisations. 

On the surface, there appears to be a pool of options. When consid-
ering the context of forensic voice comparison, however, issues soon 
arise with respect to their viability. Forensic voice comparison is a niche 
area within forensic science. In the UK context, voice comparison 
casework for evidential purposes is currently undertaken entirely by 
private providers, rather than government organisations. Many of these 
providers are individual practitioners (sometimes academics). To give 
an indication of the size of the field, to the best of our knowledge, at the 
time of writing, there are around five sole practitioners, some of whom 
work with an assistant, and one micro company with four full-time 
analytical staff. All of these factors – being niche, working as a private 
provider and, where applicable, being a sole practitioner – have meant 
that opportunity to engage with competency testing has been very 
limited. 

Options a) and b) are not readily available to sole practitioners. In 
order to pursue these possibilities, sole practitioners would have to 
collaborate with external partners. This requires that there are external 
partners available who are not only interested in collaborating, but who 
also have the necessary time and expertise. Option c) lends itself well to 
government-funded laboratories. The Speech and Audio units of the 
German Bundeskriminalamt (BKA) and those of the relevant Land-
eskriminalämter (LKAs) participate in various forms of inter-laboratory 

1 We are grateful to an anonymous reviewer for providing this insight. 
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comparisons and have done so for many years [13]. It is, of course, 
conceivable that inter-laboratory testing could be put in place between 
private providers, but nothing like this currently exists in the UK. All of 
these options carry with them financial implications. While this is not a 
barrier per se, any financial expenditure needs to be proportionate to the 
organisational set-up. Without external funding, it is clear that these 
financial repercussions would have to be absorbed by clients through the 
costs they pay for voice comparison analysis. 

In relation to option d), the first and second authors’ attempts at 
setting up proficiency testing through relevant organisations have so far 
been unsuccessful. There are private organisations which advertise that 
they assist providers and disciplines in conducting proficiency testing. 
However, from experience of contacting these organisations to develop a 
proficiency test for forensic voice comparison, there is little appetite for 
the prospect. These organisations have responded to say they do not 
have the resource or knowledge base to develop a proficiency test for 
this area, and it would seem that finding a way of doing so for such a 
small forensic discipline is not a profitable venture. 

In contrast to these private organisations, the FSAAWG within ENFSI 
(see Section 3 above) is an example of a professional organisation that is 
invested specifically in speech and audio analysis. The FSAAWG was 
formed in 1998 and one of its aims is to improve, develop, and evaluate 
methodologies used in forensic voice comparison. To this effect, the 
group has in previous years run inter-laboratory comparisons. The first 
author explored the possibility of engaging with the activities of the 
FSAAWG but was informed that, as a private provider, it is not open to 
her to join the group and participate in its activities. 

Another professional organisation relevant to the area of forensic 
voice comparison is the International Association for Forensic Phonetics 
and Acoustics (IAFPA), formally established in 1991. One of its aims is to 
provide "a forum for the interchange of ideas and information on practice, 
development and research in forensic phonetics and acoustics" [14]. Be-
tween 2015 and 2016, there was an attempt by the IAFPA Working 
Group on Developing an Infrastructure for Testing to initiate compe-
tency exercises, but the take up of this testing opportunity by UK prac-
titioners was very low. Reasons may relate to the financial and time 
investment required for these types of activities. 

5. A route to competency testing for AuPhA voice comparison 

In view of the points raised in Section 4, it is currently down to 
proactive and committed members of the FSS community to pave a way 
to competency testing. An example of a project which aimed to do just 
that can be seen in [15]. The author, together with colleagues at the 
Netherlands Forensic Institute, designed a collaborative exercise, one of 
the purposes of which was to gain greater insight into the different 
analysis methods employed when carrying out voice comparison anal-
ysis. As part of the collaborative exercise, participants were invited to 
compare voices in twelve recordings and report on their findings. The 
participants represented practitioners from within and outside of 
Europe, some of whom employed the AuPhA approach, and others 
adopted approaches involving an automatic system. We do not know 
whether UK practitioners volunteered and participated in this exercise. 
In any case, to the best of our knowledge, shared analysis exercises such 
as this have not been repeated by UK practitioners outside of their own 
laboratory or organisation since. 

[15] emphasises that the collaborative exercise was not intended to 
be a proficiency test, and that the results, as presented in the article, do 
not allow for an assessment of the performance of the individual analysts 
involved. There is no doubt that collaborative exercises such as this are 
invaluable. It is through open discussion and sharing of best practice 
that improvements in performance in voice comparison analysis can be 
achieved. However, it is also fruitful to complement collaborative ac-
tivities of this kind, with outright proficiency testing as this more 
directly taps into the competence of the analyst. 

The remainder of this section outlines the way in which the authors, 

on behalf of Soundscape Voice Evidence developed and carried out a 
proficiency test (the “Test”). The Test was put in place from the 
perspective of sole practitioners and micro-organisations, as these make 
up the current UK forensic speech analysis provision. For sole practi-
tioners, there is an inevitable need to reach out to individuals outside of 
the organisation to assist with different aspects of the Test. However, 
even in the case of micro-organisations where there is the potential to 
draw on ‘in-house’ expertise, calling on colleagues from outside the 
organisation to contribute to the Test has the added advantage of 
transparency and increased objectivity. 

Given that the current proficiency testing exercise is, to some extent, 
exploring new ground, it was decided that the best strategy would be to 
start simple. As such, the Test was to take the form of a mock case 
covering the comparison of the voice and speech patterns of a ques-
tioned speaker in one recording with those of a known speaker in 
another recording. A one-to-one comparison of this type is a standard 
request in UK casework. On a superficial level, the size of the Test may 
somewhat limit the generalisations that can be made with respect to the 
analyst’s performance in voice comparison analysis. However, the pur-
pose of the Test was not just to evaluate whether the analyst can reach 
the right conclusion, i.e., whether the analyst’s overall conclusion ac-
cords with the ground truth. The Test also sought to evaluate the process 
followed by the analyst in carrying out AuPhA voice comparison, 
including scrutiny of the analyst’s skill and decision making, e.g., the 
analysis of f0, analysis of vowel sounds, interpretation of observed 
similarities and differences, etc. Furthermore, a key objective was to 
design a test which would provide a viable long-term option for sole 
practitioners in particular. As such, the amount of work involved in 
completing the Test had to be proportionate to the organisational setup. 
To illustrate, in completing the collaborative exercise designed by [15] 
participants spent 65 hours on average, ranging from 28 hours to 120 
hours. We suspect that the participants employing the AuPhA approach 
were closer to the 120-hour mark. This is a significant time investment 
that any provider type would struggle to support on a recurring cycle, let 
alone a sole practitioner in the private sector. 

Having consulted relevant guidance [16], the following subsections 
provide further detail on (i) the construction of the Test; (ii) how the 
Test was carried out by the analyst; and (iii) the external review. 

5.1. Proficiency test construction 

As the Test co-ordinator, the second author (GB) was responsible for 
constructing the Test, the process of which can be divided into two 
stages: identifying potential test data and deriving the actual Test case 
data from the pool of potentials. 

5.1.1. Identifying potential mock case data 
As a starting point, it was considered important that the data used for 

the mock case should meet the following criteria:  

a) The speech and recording types should be reflective of forensic 
casework data;  

b) There should be ground truth available with regards to the identities 
of the speakers in the two recordings, i.e., the voices in the two re-
cordings are known to form a same-speaker pair or a different- 
speaker pair;  

c) The Test should not be “too easy”; neither should it be “too hard” as 
to become unsuitable for AuPhA voice comparison. 

To meet a), the ideal scenario would be to use real case data. It is only 
real case data that can truly fulfil this requirement because, as discussed 
in [17], it is impossible to fully replicate speech produced under the 
conditions typically reflected in evidential recordings containing speech 
(for example, the emotions and pressures often experienced by the 
speakers). However, a key problem with using real case data is that it is 
often not possible to accommodate requirement b). The ground truth is 
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generally unknown, i.e., that it is definitely the same person speaking in 
the recordings under analysis, or that the speakers in the recordings are 
definitely different people. A pragmatic solution may be to find re-
cordings from a real case where the suspect pleaded guilty, and then rely 
on the guilty plea as forming ground truth. There are also shortcomings 
to this approach, however, including the fact that suspects may plead 
guilty irrespective of whether they have actually committed the 
wrongdoing in question, or the guilty plea was based on case informa-
tion or evidence other than the voice comparison analysis. Even if it 
were to be assumed that a guilty plea confirmed that the same speaker is 
found in the recordings under analysis, this would restrict the possible 
mock case scenarios to just same-speaker trials and would leave no 
prospect of including different-speaker trials in the proficiency test. 

An alternative route to obtaining data for the mock case would be to 
record the test samples from scratch. This is an approach that was 
adopted by [15] when designing the collaborative exercise discussed 
above. While one would have control over many of the technical and 
environmental characteristics of the recordings if collected in this way, 
this would limit the variety of candidate voices, unless multiple voices 
are recorded across multiple recording sessions. This of course has im-
plications on the time and labour involved in creating a proficiency test. 
As a key objective was to design a process which is viable for sole 
practitioners currently working in the UK, it became clear that recording 
samples from scratch would not be a feasible option, at least initially. 

GB therefore turned towards existing databases of speech recordings, 
in particular those which contain speech samples submitted by speakers 
across multiple recording sessions. Accurate metadata in such databases 
allow for proficiency tests supported by ground truth. While it is 
acknowledged that these do not contain recordings wholly reflective of 
casework conditions, many of the recordings are nevertheless forensi-
cally relevant. 

Given that they were primarily collected for FSS research purposes, 
the Dynamic Variability in Speech (DyViS) database [18] and the West 
Yorkshire Regional English Database (WYRED) [19] were considered as 
sources of mock case data. Both corpora contain recordings of at least 
100 young adult men speaking in different forensically relevant 
recording conditions and communicative settings, e.g., studio re-
cordings, telephone transmission, conversations with different levels of 
formality, and monologues. Unfortunately, both corpora were judged to 
be unsuitable for the current proficiency testing purpose because the 
analyst taking the Test, i.e., the first author (CK), is already very familiar 
with the speech samples in these corpora through attending research 
talks and carrying out research projects involving the analysis of the 
speech contained within these corpora. 

It was therefore decided that a corpus with which CK did not have 
previous contact would be more suitable for the Test. To this end, GB 
sourced a dataset from the UK Government’s Defence Science and 
Technology Laboratory (DSTL) which contained speech from approxi-
mately 100 men and women across multiple recording sessions. The 
voices in this corpus also covered a range of demographics, including 
different accent varieties and speaker ages. As such, GB decided that this 
formed a suitable pool from which to select recordings for the Test. 

5.1.2. Deriving the data used for the Test 
Using the DSTL dataset, GB sought pairs of speech recordings that 

could form potential test data. Firstly, as the vast majority of evidential 
speech recordings contain male voices, GB decided that the Test should 
contain male voices. GB listened to samples of all the male speakers in 
the dataset and considered three main factors when selecting potential 
test pairs:  

i) The samples are not so poor quality that they are deemed to be 
unsuitable for AuPhA analysis; 

ii) The samples are sufficiently challenging and reflective of case-
work, including the mismatch between them;  

iii) The voice characteristics are not too distinctive so as to make the 
Test “too easy”. 

In relation to all of i) - iii), GB relied on her exposure to evidential 
recordings over three years, as well as her experience working within 
speech science more broadly. This initial selection procedure resulted in 
nine potential sample pairs which were taken forward to the next stage. 
This next stage called on an Advisory Panel. 

The purpose of the Advisory Panel was to assess the nine sample pairs 
and to eventually reach a single pair of recordings that could be used for 
the Test. The Advisory Panel consisted of GB and two researchers within 
speech science, both of whom have appropriate and differing experi-
ences of working with speech databases. For the purpose of structuring 
the discussions, members of the Advisory Panel were asked to consider 
each of the nine sample pairs (at first, without knowing the ground 
truth) and note the following for each pair: 

a) How similar or different the voices sound; 
b) Any general observations about the recordings and voices; 
c) How challenging the voice comparison analysis might be; 
d) Whether there was an appropriate degree of mismatch in 
recording channel and/or speaking style; 
e) How appropriate it was for a forensic voice comparison profi-
ciency test. 
After detailed discussion of all nine sample pairs, the ground truth 

of each pair was revealed to the Advisory Panel for further de-
liberations. Panel members were then asked to independently rank 
the nine pairs in order of how appropriate they were for the Test. 
There was a lot of agreement among the panel members, with all 
three identifying the same sample pair as the most fitting for the Test. 
The recordings that made up the Test were judged to be of relatively 
good technical quality for evidential material. There was a mismatch 
in recording channel, with one sample being telephone-transmitted 
and the other not. The speech that was not telephone-transmitted 
was instead captured at a distance from the microphone. There was 
also mismatch in communicative setting in that one of the samples 
featured a conversation involving a police call handler where the 
speaker of interest was reporting a crime. In the other sample, the 
speaker of interest was enquiring with a car dealership about the 
purchase of a car. Together, this meant that there was a matrix of 
mismatch between the recordings under analysis. The speech in both 
recordings was spontaneous and the speakers were speaking on 
normal voice levels. Around 60 seconds of net speech was available in 
one of the recordings, while around 80 seconds of net speech was 
available in the other. It was this sample pair that was taken forward 
to form the Test for CK. 

5.2. Taking the Test 

CK was aware that she was participating in a proficiency test and so 
this meant that the Test was overt. [20] present arguments for imple-
menting covert tests in forensic laboratories, i.e., where the analyst is 
unaware that they are taking a proficiency test. However, particularly 
for the small organisational setup typical of FSS practice in the UK, 
covert testing would be impractical to arrange. In order for the analyst to 
believe that they are carrying out a real case, the proficiency test would 
have to replicate the whole casework pipeline, starting at the enquiry 
stage where a customer approaches the organisation for a quote and 
turnaround time. 

Further, it is unclear how much there is to be gained from covert 
tests, as opposed to overt tests. The purpose of proficiency testing is to 
determine whether analysts are competent. If an analyst is not compe-
tent, it is expected that this would be revealed by both overt and covert 
tests. Even if overt tests lead to a change in behaviour, that change in 
behaviour is unlikely to be material to the question of whether they can 
competently carry out an analysis. 
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CK carried out the Test replicating the process she would ordinarily 
use in real casework, and arrived at an overall conclusion addressing the 
question of whether the same speaker or different speakers featured in 
the two test recordings. She made a record of her analysis and conclu-
sion and wrote a report in the same format as for a real case. 

5.3. The external review 

Although performance could be measured in a broad sense by 
comparing CK’s overall conclusion with the ground truth, the scope of 
this proficiency test extended to a more comprehensive evaluation of 
CK’s AuPhA voice comparison analysis process. As such, it was impor-
tant to engage with an external reviewer. 

The third author (PF) was approached to be the external reviewer 
based on his experience within the field in both research and casework, 
and his independent status in relation to Soundscape Voice Evidence. The 
purpose of the external review was to carry out an “audit” of CK’s work, 
covering a) the analysis itself, b) the conclusion, and c) the written 
communication of the analysis and conclusion. PF was given some 
possible questions to consider as part of the review:  

• Whether an appropriate range of features was selected and whether 
the selected features were suitable for comparison given the quality 
of the samples, e.g., whether the samples were suitable for voice 
quality, f0, vowel analysis, etc.;  

• Whether there were any features which should have been selected 
and analysed but which were not included;  

• Whether appropriate tools were used in extracting the features;  
• Whether the observations made about the features were appropriate, 

e.g., whether the reviewer agrees with the assessment of voice 
quality, vowel sounds, etc.; 

• Whether the reviewer agrees with the interpretations made in rela-
tion to the analysis and comparisons of the features;  

• Whether the conclusion is justified;  
• Whether the written communication of the analysis and conclusion 

achieves a balance between being understandable to the non-expert 
while retaining the necessary technical detail for another analyst to 
follow. 

Overall, PF was free to choose how he would like to approach the 
reviewing task, and he was encouraged to comment on any aspect that 
he felt important to highlight and discuss. In approaching the review, PF 
first chose to carry out his own AuPhA voice comparison on the Test 
recordings, with no knowledge about the materials (including whether 
or not the recordings were from the same speaker), prior to referring to 
CK’s analysis notes and report. This was in an effort to increase the 
transparency and rigour of the review. 

As part of his independent analysis, PF checked the edited sound files 
produced by CK and carried out an overall suitability assessment of the 
material for AuPhA analysis. He then based his own AuPhA voice 
comparison analysis on CK’s edited files. PF drew on a range of voice and 
speech features (e.g., vowel and consonant sounds, voice pitch, voice 
quality, speech prosody and discourse patterns) in order to arrive at his 
own conclusion that addressed the question of whether the two re-
cordings contained the same or different speakers. 

PF’s analysis and conclusion formed a basis for comparison with CK’s 
analysis and conclusion. PF checked every voice and speech feature that 
had been mentioned by CK, but which he had not considered as part of 
his own analysis, or which appeared to differ from his own observations. 
With respect to the latter, for example, CK noted the deletion of /r/ in 
the word ‘from’, PF did not note this as an outright deletion of /r/ but 
rather as the /r/ being greatly reduced. Overall, CK and PF were 
extremely close in the selection of voice and speech features, the qual-
itative and quantitative observations reported, and the interpretations 
drawn. Specifically:  

• The mean f0 estimates were identical;  
• The acoustic estimates of vowel sounds were very similar; 
• Perceptual evaluations of vowel and consonant sounds, voice qual-

ity, prosody and discourse-level patterns were very similar; 
• There was agreement between CK and PF in relation to the distinc-

tiveness of the set of features shared between the questioned and 
known voices;  

• There was agreement between CK and PF in relation to the overall 
voice comparison conclusions; firstly, both of their conclusions were 
in accord with ground truth (i.e., that the evidence supports the 
same-speaker view), and secondly, they arrived at a similar degree of 
support for that view (i.e., CK arrived at moderately strong support and 
PF arrived at moderate support). CK and PF expressed their conclu-
sions with reference to the scale that is recommended by the UK 
Association of Forensic Science Providers [21] and ENFSI [22] 
(however, their conclusions were not derived from a numerical 
likelihood ratio). 

As we would expect, there were minor differences between CK’s 
and PF’s analyses. However, CK and PF worked together to review the 
features in question to resolve the discrepancies. This exercise 
revealed that the source of difference was not in whether a feature 
was present or absent, but rather it was the result of the descriptive 
terms used by each analyst. For example, both CK and PF noted 
underarticulation as a characteristic that was shared between the 
questioned and the known voices; however, while CK used the 
expression ‘lax vocal tract’ to capture this feature, PF expressed it as 
‘lax speech’. There were no differences in observation or interpreta-
tion that would be of any material value in a forensic voice compar-
ison case. 

6. Discussion 

There are benefits to proficiency testing beyond the most basic 
function of revealing an individual analyst’s competence. Proficiency 
testing could also increase confidence and trust placed on the whole FSS 
community by police officers, lawyers and the public. In addition, pro-
ficiency testing schemes provide a professional development framework 
which could fuel the morale and pride of new and existing practitioners. 
Naturally, this would support the recruitment and retention of forensic 
speech analysts, enabling the field to sustain itself. 

The example of proficiency testing presented in this paper is seem-
ingly straightforward, but the financial and time investment required 
should not be underestimated in the context of a small organisation. We 
have pointed out the challenges attached to the availability of appro-
priate personnel and data, and there are also substantial costs associated 
with the exercise. Taking into account direct costs (paying the Test co- 
ordinator, external reviewer and Advisory Panel) as well as the indi-
rect cost in the time spent on designing and carrying out the Test (i.e., 
loss of earnings), this exercise amounted to around 5% of Soundscape 
Voice Evidence’s annual turnover. 

The Test carried out could be criticised as being too small, as it 
only involved the comparison of two recordings and only two ana-
lysts, and therefore only so much can be drawn from it. However, we 
question the viability of even carrying out small tests like this on an 
annual basis. In order to ensure that competency testing becomes a 
more integral part of a practitioner’s existence, there must be room 
for flexibility with respect to the nature, size and frequency of this 
testing. It is envisaged that a practitioner would compile a varied 
portfolio of competency exercises, some of which might involve 
groups of practising analysts coming together on an ongoing basis 
throughout their career. To achieve breadth within the portfolio, the 
competency exercises might cover different data types and would vary 
in nature and scope. Examples of exercises that could contribute to 
such a portfolio include: 
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• Full-blown voice comparison analyses involving different accents, 
speaker demographics, sample durations, recording characteristics, 
etc.;  

• Voice comparison sub-tasks such as accent profiling (as exemplified 
in [23]);  

• Narrowly-focused analysis tasks that aim to scrutinise and exchange 
best practice in vowel analysis, f0 analysis, voice quality analysis, 
etc.;  

• A lighter touch task involving blind-grouping of multiple speech 
samples (as exemplified in [24]). 

The more analysts involved in a single exercise, the stronger the 
foundation to make generalisations about AuPhA voice comparison. In 
the UK, we can draw on only a handful of analysts; however, for some of 
the narrowly-focused analysis tasks that do not rely on language specific 
expertise, there could be opportunity to involve analysts who practise 
outside of the UK. 

The portfolio concept could also address other challenges that FSS 
faces. There is an expectation placed on forensic speech analysts that 
case notes and reports are reviewed by another suitably qualified analyst 
to ensure quality. An expectation that such reviewing takes place in 
every single case presents a practical barrier to those who work as in-
dividual practitioners and in turn suffocates a field that is dependent on 
these practitioners. Further, pressuring a niche forensic discipline to 
include these reviews in every single case may mean organisations are 
tempted to put in place surface-level checking procedures which amount 
to box ticking but which lack substance – possibly even leading to a false 
sense of security. Compiling a portfolio of the kind described in this 
section, which incorporates the use of external and comprehensive re-
view of analysts’ work, could provide an alternative safeguarding 
mechanism that carries credibility. 

A recurring criticism of AuPhA voice comparison is that there are no 
error rates that can be referred to in order to demonstrate its reliability 
(unlike automatic systems used to carry out voice comparison). This 
inability to produce numerical error rates is even used to advocate for 
the use of automatic systems over the AuPhA approach implemented by 
a human expert [25]. A portfolio of competency exercises could go a 
long way to place confidence in an individual practitioner and in AuPhA 
voice comparison as a whole. 
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