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ARTICLE INFO ABSTRACT

Keywords: Weaning from mechanical ventilation covers the process of liberating the patient from mechan-
Ventilator weaning ical support and removing the associated endotracheal tube. The management of weaning from
Mechanical ventilation mechanical ventilation comprises a significant proportion of the care of critically ill intubated
Deep learning patients in Intensive Care Units (ICUs). Both prolonged dependence on mechanical ventilation
Feature importance and premature extubation expose patients to an increased risk of complications and increased

health care costs. This work aims to develop a decision support model using routinely-recorded
patient information to predict extubation readiness. In order to do so, we have deployed Con-
volutional Neural Networks (CNN) to predict the most appropriate treatment action in the next
hour for a given patient state, using historical ICU data extracted from MIMIC-III. The model
achieved 86% accuracy and 0.94 area under the receiver operating characteristic curve (AUC-
ROC). We also performed feature importance analysis for the CNN model and interpreted these
features using the DeepLIFT method. The results of the feature importance assessment show
that the CNN model makes predictions using clinically meaningful and appropriate features. Fi-
nally, we implemented counterfactual explanations for the CNN model. This can help clinicians
understand what feature changes for a particular patient would lead to a desirable outcome, i.e.
readiness to extubate.

1. Introduction

Mechanical ventilation via an endotracheal tube, sometimes also called invasive mechanical ventilation, is one
of the most widely used interventions for patients admitted to intensive care units (ICUs). Mechanical ventilation
is a life-saving medical procedure used to assist or replace spontaneous breathing for patients with acute respiratory
difficulties. Studies have shown that around 40% of ICU patients require invasive mechanical ventilation [1]. This
consumes significant ICU resources with estimated daily costs around £1,738 in the UK [2] and $2,300 in the US [3].

Weaning patients from mechanical ventilation covers the process of liberating the patient from mechanical support
and removing the endotracheal tube (extubation). Time spent in this weaning process occupies a significant proportion
of the total duration of mechanical ventilation [4]. Assessment of weaning readiness is a complex clinical task, which
often includes determining whether or not the underlying disease of the patient has been successfully treated, together
with haemodynamic stability, the patient’s level of consciousness, and the current values for ventilator settings. The
final stage is often to conduct a series of Spontaneous Breathing Trials (SBTs), using either unsupported T-piece
breathing or low-level Pressure Support Ventilation (PSV) over at least 30 minutes [5].

Despite advances in medical knowledge, weaning too early or too late are still problematic. Delays in assessing
readiness to wean are a common cause of late weaning. As a consequence, patients with prolonged ventilation might
experience airway trauma, post-extubation delirium, drug dependencies, ventilator induced pneumonia, other forms
of increased morbidity and even higher fatality rates [6] [7] [8]. There are also non-clinical effects including increased
costs and greater strain on hospital resources, e.g. it has been reported that patients on prolonged ventilation use 37%
of ICU resources [9].

On the other hand, premature extubations may lead to extubation failure, where re-intubation is required within
48-72 hours. Studies have shown that up to 25% of patients suffer extubation failure due to recurrence of respiratory
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insufficiency and require re-intubation [ 10], which can cause severe patient discomfort and result in even longer stays in
the ICU with associated increases in cost and resource demands [11]. As with early extubation there can be increased
fatality rates [12].

Considering the risks of prolonged dependence on mechanical ventilation and premature extubation, it is important
to identify the ideal time point for weaning from mechanical ventilation from both a patient and healthcare provider
point of view. However, there is no consensus on a standardised weaning protocol [13], even though they can be of
benefit [14]. In practice protocols can vary between institutions, and may include different parameters [15]. This is
mainly due to uncertainty, so an automated prediction model to indicate when extubation may be appropriate is likely
to be helpful to clinicians seeking to make better-informed decisions.

In this paper we report a decision support model that aims to advise clinicians when a patient is ready for extubation,
using patient information which is routinely available in the ICU setting. More specifically, we employ Convolutional
Neural Networks (CNNs) to predict extubation readiness at each patient state, with a one hour time step. The model
was developed using the MIMIC-III clinical database [16] and incorporates 25 patient features, such as demographics,
vital signs and laboratory values. Our goal is to help the clinicians choose the most appropriate action at each time
step, including initiation of an SBT or commencing extubation, and to provide explanations that give insights into the
model predictions and hence improve confidence to act on those predictions.

This paper describes three main components to a system aiming to realise this goal; they are summarised as follows:

e CNN to predict the most appropriate treatment action in the next hour for a given patient state, with 86% accuracy
and 0.94 AUC-ROC performance;

e feature importance assessment showing that the CNN model is making prediction using clinically meaningful
features; and

e counterfactual explanations that help clinicians understand what kinds of feature changes for a particular patient
would lead to a desirable outcome, i.e. readiness to extubate.

The paper is organised as follows: Section 2 describes related work, focusing on the use of machine learning (ML)
for helping clinicians with weaning decisions. In Section 3, we describe the data and methods used, and Section 4
presents the results, i.e. the performance of the CNN, analysis of feature importance and counterfactual explanations.
Our results are discussed in Section 5, and we set out our conclusions in Section 6.

2. Related Work

The growing use of electronic health records (EHRs) has enabled data-driven approaches to healthcare, including
employing ML for diagnosis and to recommend treatments. A 2017 survey found over 5,000 publications with the
majority using support vector machines and neural networks, although more than ten different ML methods have
been reported [17]. The use of ML methods offers the prospect of more effective healthcare, including personalised
treatment regimes. In this section, we focus on ventilator weaning and consider the different ML methods and sets of
features included in the models that have been explored in this clinical context.

Supervised learning methods, e.g. statistical methods such as logistic regression, Artificial Neural Networks
(ANNS), or naive Bayes have promise for predicting extubation outcome for infants [18]. ANNs have been shown
to give better results than standard clinical criteria such as the Rapid Shallow Breathing Index (RSBI) and maximum
inspiratory pressure [19]. An association rule network-based feature category-weighted naive Bayes method has been
proposed to better support physicians’ weaning decision-making, and was shown to consistently outperform other
benchmark techniques, e.g. support vector machine (SVM) [20]. Other recent work has used reinforcement learning
to develop policies for ventilation weaning [21]. There is no apparent consensus on the best approach to use, although
ANNSs are widespread, e.g. [19] [22].

A wide range of features have been considered for predicting extubation failure. These include demographic in-
formation (e.g., age, reason for intubation) [19], vital signs (e.g., heart rate, respiratory rate) [23], blood gas analysis
(e.g., sodium, potassium, serum anion gap, oxygen/carbon dioxide partial pressure) [24], and respiratory parameters
(e.g., duration of mechanical ventilation, tidal volume) [19] [22]. What is striking is the variation in the factors used
in different studies:

e subjects’ age, reasons for intubation, duration of mechanical ventilation, Acute Physiology And Chronic Health
Evaluation (APACHE II) scores, and breathing patterns obtained during a 30-minute SBT [19];
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e tidal volume, minute ventilation, breathing frequency, and maximum inspiratory pressure [22];

e pre-extubation serum anion gap values and ratio of arterial oxygen partial pressure to fractional inspired oxygen
(P:F ratio) [24];

e signal power of the respiratory flow obtained during the inspiratory phase [25];

cardiorespiratory behaviour [26] and respiratory pattern parameters [27].

Generally, these studies use small numbers of features in training and prediction. In contrast, the reinforcement
learning approach mentioned earlier uses 32 features [21]. Some work reports systematic approaches to identifying the
relevant features. One study has sought to identify relevant features by comparing all combinations of three features
from a total of 57,[23] eventually selecting 6 features from the best two models. Work using a Light Gradient Boosting
Machine [28] initially considers 92 features and reduces them to 36 for the final model. This work [28] and the
reinforcement learning approach [21] analyse feature importance to help to interpret the models.

Our approach is different from, and complements, the existing work. Most of the previous work predicts extuba-
tion outcomes whereas we monitor patient states every hour and indicate when patients are potential candidates for
extubation thus prompting clinicians to commence a SBT. In ML terms our work employs deep learning, specifically
CNNs, with a comparatively rich model (25 features) giving better performance, and uses counterfactual explanations
as well as feature importance to help clinicians have confidence in the system’s predictions. We see our approach as a
step towards personalised and actionable healthcare.

3. Methods
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Figure 1: Overview of the method for the paper

We developed an end-to-end actionable and explainable deep learning prediction system that can assist clinicians
in making decisions about weaning from mechanical ventilation. As seen from Figure 1, our approach is broadly
divided into two connected parts — the model itself, and the mechanisms to generate explanations for the model. The
input data, comprising of 25 patient features, is passed into a series of convolution layers with a varying number of
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filters to extract relevant features, which are then passed into the output layer that provides a prediction readiness to
extubate within the next one hour. The explanation for this prediction is then generated in two different ways: feature
importance and counterfactual explanations. For a complex ICU setting, it is important to create a system that not
only produces predictions, but also provides different explanations along with it. To this end, we use DeepLIFT [29]
to generate per patient feature importance graphs. We also generate multiple diverse counterfactual examples using
DiCE [30], which can help clinicians to identify and choose what kind of features to change to achieve the desired
outcome.

3.1. Critical Care Data

Assessed for eligibility/ undergoing invasive ventilation (n = 8860)

Excluded (n = 1532)
>+ Notadult (n=12)
* Not successfully discharged from the hospital (n=1521)

Successfully discharged adult undergoing invasive ventilation (n = 7328)

Excluded (n = 4643)
* Any of the considered features i.e. 25,
not documented or erroneous input

Well formed successfully discharged adult cohort (n = 2685)

Excluded (n = 386)
— ¢ Experienced extubation failure (n=249)
* Ventilator support less than 8 hours (n =137)

Included (n =2299)

l |

Train dataset Validation dataset Test dataset
(n=1839) (n=229) (n=231)

Figure 2: Patient inclusion diagrams in MIMIC-I1I

We used Multi-parameter Intelligent Monitoring in Intensive Care (MIMIC-III) [16] a freely available data set to
develop the model. The MIMIC-III data set was collected from the Beth Israel Deaconess Medical Center in Boston
and contains patient demographics, vital signs, records of fluid and medication administration, results of laboratory
tests, observations and notes provided by care professionals. We initially selected 8,860 admissions who underwent
invasive mechanical ventilation from the data set. We excluded non-adult patients and also those who died in the
hospital as these fatalities can be caused by factors that are beyond the weaning process, in line with other work [21]
[28]. This resulted in 7,328 adult patients who were successfully discharged following invasive ventilation, see Figure
2.

Based on the literature surveyed, e.g. clinical studies of “protocolized” weaning [31], and clinical judgement, we
extracted 25 features including patient demographics, e.g. age, gender, ethnicity, laboratory tests, e.g. arterial pH,
and vital signs, e.g. heart rate, oxygen saturation (SpO,), and ventilator information, e.g. ventilator mode, Positive
End-Expiratory Pressure (PEEP), and mean airway pressure. We took the patient data and produced a series of records
with values for the features on an hourly basis, for each patient from when the ventilator mode was recorded until the
last time it was recorded. This ensured that the records covered the whole invasive ventilation period and also the non-
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invasive ventilation support period (n.b. non-invasive modes were also included). Where multiple values for a feature
were available in an hour, they were averaged. Further, data in MIMIC-III is not available for every hour so where
individual values of a feature were missing they had to be estimated. We used the previous valid value, if available, to
fill in the missing values i.e. forward propagation; if there was no valid previous value then back propagation was used.
After this process, if a patient record still had missing values for some features, i.e. no values were recorded during
the period considered, or was obviously erroneous then they were deleted. This processing resulted in a well-formed,
successfully discharged adult cohort of 2,685 patients, see Figure 2. The main reason for the substantial reduction
in number of patients is the absence of values of some features, as deep learning will not accept missing data during
training.

As a final processing stage we excluded patients who had ventilation support for less than 8 hours as they were
likely to be undergoing routine ventilation following elective surgery. Post-operative extubation is minimal risk of
adverse extubation outcomes and it was not our intention to consider such cases in this work. Patients who experienced
extubation failure were also excluded to ensure the predictions relate to successful weaning, because extubation failure
could arise from premature extubation [11] [32], and thus the weaning schedule for such patients could be misleading.
To be consistent with previous studies we defined extubation failure as the need for re-intubation within 48 hours [5]
[33]. This produced a final cohort of 2,299 patient admissions for use in our study, see Figure 2.

3.2. Convolutional Neural Networks

CNNs have proven useful in image analysis, and their application has been explored in various other domains such
as time series forecasting and data generation. The rationale for using a CNN for this task is that they are fast at run
time and have the potential to produce accurate predictions for the type of tabular data employed here, see for example
[34] [35] [36] [37].

CNNs make predictions by extracting features without explicit, pre-defined knowledge of what is important in the
data. In CNNs convolution computations are generally followed by non-linearities, also known as activation functions.
The most commonly used activation is the Rectified Linear Unit (ReLU), given by ReLU (x) = max(0, x), where the
response of a network is zeroed for negative values of the features learnt. Stacking multiple layers of convolutions and
activation functions together extracts features in a CNN. These features are then passed into fully connected layers that
learn to make the prediction.

The architecture of our CNN went through extensive tuning. The input features are passed through a series of 4
convolution layers with filter sizes 64, 128, 256, 256 and dropout is used in the final convolution layer. The output
from this convolution layer is then flattened and passed into a fully connected layer of size 128 nodes which is then fed
into the output layer, making the prediction through a sigmoid function with a threshold set at 0.5. The architecture of
the CNN model is summarised in Table | and in Figure 1.

Table 1

CNN architecture

ConvlD with 64 filters of Kernel size 1
ConvlD with 128 filters of Kernel size 1
Conv1D with 256 filters of Kernel size 1
ConvlD with 256 filters of Kernel size 1
Dropout with probability 0.5 of leaving out units
Fully connected layer with 128 neurons
Sigmoid output

We use the following metrics to assess our work: accuracy, precision, recall, F1 score, as well as the area under
the ROC (AUC-ROC) curve. This is the generally accepted set of evaluation metrics for deep learning.
We calculate the accuracy of our model as the ratio of the number of correct predictions to the total number of

predictions. Formally:
TP+TN

TP+ FP+TN+ FN
where, TP = True Positives, TN = True Negatives, FP = False Positives, and FN = False Negatives in the predictions.

Accuracy =
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Similarly, precision is given by:
TP

TP+ FP
and can be interpreted as the proportion of the positive predictions that were correct. Recall is given by:

Precision =

TP

Recall = ———
TP+ FN

and can be interpreted as the true positive rate (i.e. the number of true positives divided by the total number of elements
that actually belong to the positive class). A model can have a high precision or recall and do badly on the other metric.
An F1 score takes both scores into account so as to better evaluate the model’s performance. It is given by:

F1— Score =2 % Precision X Recall

Precision + Recall

The ROC curve demonstrates the model’s ability to provide predictions at various decision thresholds. It assesses how
well a model can distinguish between the classes and is a plot of the True Positive Rate (TPR) of a model against its
False Positive Rate (FPR). The area under the curve (AUC) denotes the probability of the classifier ranking a random
positive sample in the data higher than a random negative sample.

3.3. Explainability

ML systems are often “opaque” in that it is not easy for users to understand the reasoning behind the prediction
[38]; for this reason they are sometimes referred to as “black box” [39]. The term “explainability” is used for methods
that help stakeholders, e.g. users or developers, understand why the ML models behave in a certain way. Explainability
is particularly important in healthcare where decisions made with the support of ML models can have an impact on
patient safety [40].

There are a range of methods for achieving explainability. Here we consider two relevant, and complementary,
classes of method: feature importance and counterfactual explanations, and present the specific methods that we have
used.

3.3.1. Feature importance

Feature importance methods can help clinicians gain insights behind ML model predictions. They involve identify-
ing the features in a model that are most significant in making a prediction; more specifically, the features are normally
ranked in order of importance. Feature importance, sometimes called feature attribution, is by far the most common
explainability method [41] [42].

Generally, feature importance methods for complex ML models try to build a simpler model than the original one
(sometimes known as the “explanation model”), as the original model is hard to interpret. Lundberg has pointed out
that many current feature importance methods use the same explanation model, which is a linear function summing the
effects of all feature attributions to approximate the output of the original model; methods that match this definition
are called additive feature attribution methods [43].

In this paper we use a feature importance method known as DeepLIFT (Deep Learning Important FeaTures) [29]
which is one of these additive feature attribution methods. It has been developed specifically for use with deep NNs.
When explaining deep NN, the features are the set of inputs to the model. DeepLIFT compares the activation of each
neuron to its “reference activation” and attributes to each input an importance score according to the difference. The
“reference activation” is obtained through some user-defined reference input to represent an uninformative background
value, for example for image classification this could be a totally black image. Research shows that DeepLIFT can
be viewed as a variant of gradient-based methods where the gradient for the non-linearity is calculated using the ratio
between the difference in output and the difference in input and the gradient for the linearity is just the weights [44].
We chose this method for three main reasons. First, DeepLIFT considers both positive and negative contributions of
features, thus exposing the sign of dependencies from the input features to the output. Second, it deals effectively with
discontinuities in the gradient of the CNN model as it uses a difference from reference approach. Third, it avoids the
problem of model saturation where using gradients would just assign zero to the features. DeepLIFT can still assign
a non-zero score to the features. In addition, the feature ranking is generated by a single backpropagation through the
network so the explanation can be generated efficiently, which could help the clinician by providing the explanation at
the time of making a prediction.
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3.3.2. Counterfactual explanations

Post-hoc explanations can enable clinicians to understand predictions of ML models and decide how to act to
achieve the desired outcomes. Counterfactual explanations for ML, which were introduced by Wachter et al [45], are
one way to achieve this. Counterfactual explanations are proposed as a way to provide a different and more desirable
outcome by perturbing the input of the ML model. For example, when the CNN model predicts that the patient should
continue with mechanical ventilation, counterfactual explanations would provide the clinician with information on what
features of this patient need to change, such as successful completion of an SBT, in order to change the prediction.
To be useful, counterfactual explanations should minimise the difference (distance) from the current inputs to the
counterfactual examples. Further, it can be helpful to produce diverse counterfactual explanations to give clinicians a
choice of what features to change, given the feasibility of the change, to achieve the desired outcome.

Generating counterfactual explanations can be viewed as an optimisation problem: given an input x, a model f,
and a distance metric d, we find a counterfactual explanation ¢ as follows:

min d(x,c)

such that f(c) provides a desirable outcome. DiCE (Diverse Counterfactual Explanations) is the method we used
here [30], which can produce diverse counterfactual examples to help the clinicians to choose features that it is feasible
to change. We use this approach as it enables us to provide counterfactual explanations that are tailored to individual
patients and are actionable.

4. Results
4.1. Performance of the CNN

ROC curve

10

08

©
o

True Positive Rate

o
=

—— CNN (area = 0.94)
ANN (area = 0.76)
— LR (area = 0.83)
~—— SVM (area = 0.61)
S DT (area = 0.74)
)" —— RF (area = 0.77)

02

00 02 04 06 08 10
False Positive Rate

Figure 3: CNN Performance when trained on 1,839 records from MIMIC-III

As shown in Figure 2, the included patient admissions were split into three sets: 80% (n = 1,839) were randomly
assigned to the training set; 10% (n = 229) to the validation set for tuning the hyper-parameters of the model; and
10% (n = 231) to the test set for evaluating the final performance of the model. To prevent over-fitting during model
training, L2 regularisers were used and a comparison of the performance between the training and validation data sets
was undertaken. There was no significant difference in accuracy between the validation set (86%) and training set
(87%) regarding the CNN model.

The AUC-ROC using the test set for the CNN model was 0.94 which was better than any of the following ML
methods: 0.76 for ANN, 0.83 for Logistic Regression, 0.61 for Support Vector Machine, 0.74 for Decision Tree and
0.77 for Random Forest Tree, as shown in Figure 3.
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Predicting extubation readiness using the CNN model on the test set has a precision of 82%, a recall of 86% and
an accuracy rate of 86% with the optimal threshold of 0.5. The accuracy, precision and recall for predicting extubation
readiness from the test set using other ML methods are listed in Table 2. This shows that the CNN model has generally
superior performance to any of the other methods presented here. All these methods show good results in accuracy
and precision, but they have comparatively low recall and AUC-ROC.

Table 2

Performance comparison with different ML classifiers

Methods Accuracy Precision Recall F1-Score AUC
CNN 86% 82% 86% 84% 0.94
ANN 85% 84% 76% 79% 0.76
Logistic Regression 82% 78% 84% 79% 0.83
Support Vector Machine 70% 61% 61% 61% 0.61
Decision Tree 81% 76% 74% 74% 0.74
Random Forest Tree 87% 90% 7% 80% 0.77

4.2. Feature importance analysis

Inspired 02 Fraction
Ventilator Mode

Peak Insp. Pressure
PEEP set

Tidal Volume (observed)
Mean Airway Pressure
Admit Type

Arterial 02 pressure
Sp02

Blood Pressure (systolic)
Heart Rate

Blood Pressure (mean)

Admission Weight

02 Flow

Ethnicity

Gender

Age

PH (Arterial)

Respiratory Rate
Respiratory Rate(Spont)
Blood Pressure (diastolic)
Arterial CO2 Pressure
Spontaneous breathing trials

Plateau Pressure

Richmond-RAS Scale
-05 -04 -03 -02 -01 00 01 02 03

Figure 4: Feature Importance for the CNN Model

An overview of the feature importance produced using DeepLIFT is shown in Figure 4. In this work, the reference
sample is the minimum values of all of the input features obtained from the data set, for which the CNN gives a
prediction of 0.13. A positive feature importance score contributes to moving the output above its reference value
towards a patient remaining intubated. In contrast, a negative feature importance score contributes to moving the
output below the reference value, which supports a prediction of extubation. Those features that score near zero, e.g.
ethnicity, gender and age, are unimportant and have little influence on the prediction. This shows the model does not
rely on sensitive attributes that can inadvertently lead to bias.

Other aspects of the ranking correlate well with clinical expectations, helping to give confidence in the model.
Patients who are undergoing invasive mechanical ventilation are often sedated to maintain physiological stability and
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Figure 5: Feature Importance for a single patient

to control pain levels. Sedation is reflected in the Richmond Agitation Scale (RAS) with negative values representing
sedation and 0 meaning that they are alert and calm, thus more likely to be suitable for weaning. This is of particular
practical importance as sedation is under the clinician’s direct control. Also, a positive SBT result contributes to
confidence that the patient is ready to extubate. The factors with a strong positive weight, e.g. inspired O, fraction,
ventilator category, peak inspiratory pressure, and PEEP set, are also important clinical factors that a doctor will
consider in the weaning decision-making process.

Figure 5 visualises the feature importance values for a single patient; positive and negative scores for features are
interpreted the same way as in Figure 4. The sum of the positive contributed features are far greater than the sum of the
negative contributed features, thus the prediction for this patient, for the next hour, is that they will remain intubated.

4.3. Counterfactual explanations

Table 3 shows a single counterfactual example for the patient shown in Figure 5, to illustrate the method. Certain
features cannot be varied, e.g. age and gender; the dash in the right hand column indicates no change from the original
input. The figures in the right hand column show feature changes that would achieve a different prediction, as shown in
the bottom row. This example could potentially help the clinician to identify actions to take so that the patient becomes
ready for extubation. It is also possible to generate multiple counterfactual examples, so that the clinicians can choose
one that is most practical to implement.

5. Discussion

With the wide use of EHR systems, it becomes possible to feed healthcare data from EHR to ML-based decision
support systems (DSS). Research in recent years has shown the potential benefit from using ML in healthcare. Our
work on decision support for weaning is but one example. However, in order to successfully deploy such systems in
healthcare, there are many factors to consider. Demonstrating a good performance of the ML model is a minimum
criterion for accepting this kind of system. Given that clinicians are already overloaded, it is also important to ensure
that such systems decrease the burden on clinicians. For example, a user friendly interface is as important as the ML
model itself, no matter whether it is integrated with the EHR or a stand-alone interface. To achieve good ML model
performance, especially when using deep learning, a lot of patient features are often required (in our case 25 features).
Thus, it would be desirable to integrate the ML model with the EHR system rather than rely on manual input, avoiding
further error from transcribing. Furthermore, safety has also been expressed as one of the major concerns for such
systems, especially in critical areas of healthcare [46] [47], and this is an active area of study by regulators, e.g. [48]
[49]. Explainability can also contribute to safety, especially in healthcare which is a complex, social and technical
organisation. Thus, explanations of what data is required and how it is pre-processed are also important, and this can
ensure that the model is used correctly. For example, some features in our model are frequently monitored, e.g. SpO,,
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Table 3

An Example of generated counterfactual for the specific patient in Figure 4
Features Original input Counterfactual Example
Admit Type Emergency —
Ethnicity White —

Gender Female —

Age 78.2 —
Admission Weight 86.5 —

Heart Rate 119 110
Respiratory Rate 24 —

SpO, 98% —

Inspired O, Fraction 100% 40%

PEEP set 10 5

Mean Airway Pressure 14 10

Tidal Volume (observed) 541 —

PH (Arterial) 7.46 —
Respiratory Rate(Spont) 0 24
Richmond-RAS Scale -1 0

Peak Insp. Pressure 21 —

O, Flow 5 —

Plateau Pressure 19 —

Arterial O, pressure 124 118
Arterial CO, Pressure 33 —

Blood Pressure (systolic) 101 —

Blood Pressure (diastolic) 65 —

Blood Pressure (mean) 76 —
Spontaneous breathing trials No result Successfully Completed
Ventilator Mode CMV/ASSIST /AutoFlow SIMV/PSV
Predicted outcome 0.93 0.17

but other features are less so, e.g. arterial blood gas. Explaining how features which are not monitored hourly are
pre-processed is also important - in our case, the value for such features are forward propagated if there is no current
value. In addition, explaining the ML model itself is also important as a way of gaining confidence in such systems.
In this paper, we present two approaches to explainability, which we consider to be complementary. For the feature
importance method, the overview (see Figure 4) gives clinicians confidence that the model is considering important
clinical factors, e.g. ventilator mode and peak inspiratory pressure, rather than fixed attributes of the patient, e.g.
ethnicity and gender. The individual patient feature importance (see Figure 5) gives clinicians information that helps
them place trust in predictions for a specific patient. The counterfactual explanations also focus on the specific patient
helping clinicians to see what actions to take to increase the chances of a successful extubation.

However, there is a relationship between the DeepLIFT method and counterfactual explanations. DeepLIFT can
be viewed as a variant of gradient-based methods where the gradient for non-linearities is modified (see Section 3.3.1).
The importance score given by DeepLIFT is equal to (x — x’) multiplied by the modified gradient, where x is the input
features and x’ is the “reference activation”, see the proof [44]. The input features for our CNN model are normalised
between 0 and 1, so the minimum value of the input features is a zero-array after normalisation. Thus, in this case
the importance is defined as x X the modified gradient. Where the feature has a higher score using DeepLIFT, i.e.
the absolute score for a feature is greater than zero, perturbation of this feature will make a larger difference in the
prediction given that the input feature values are on a similar scale. As counterfactual explanations are proposed as a
way to provide perturbations that would have changed the prediction of a model, we expect a correlation between the
importance scores produced by DeepLIFT and the counterfactual explanations. This is observed in our experiments.
In the counterfactual example, the change of ventilator mode, RAS scale, PEEP set and Inspired O, fraction produce
a different prediction, where these features are shown to have high importance score in Figure 4. Therefore, changes
to these features will help to “flip” the prediction.

It is also worth noting that Respiratory rate (spontaneous) has a zero score as shown in Figure 5. This is because
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the input feature value is zero. Therefore, in this case, this feature is not important but this might not be true in other
cases. In the counterfactual example, arterial O, pressure also changed from 124 to 118, even though this feature only
weighs 0.05 in Figure 5. If we investigate the counterfactual example by changing the arterial O, pressure back to 124,
the new prediction is 0.169, which is a small change from 0.168 (this is the original prediction of the counterfactual
example in Table 3). This is consistent with our expectation as it has a small importance score in Figure 5.

The work also has its limitations. Most importantly, our model only incorporates 25 features. Whilst this is far
more than in many other approaches, we have no evidence to show that this is optimal and that benefits would not
accrue from the inclusion of additional features, as has been tried elsewhere, e.g. [26] [28]. For example, some work
has investigated the use of diaphragmatic parameters to predict the outcome of weaning from mechanical ventilation
and found that time to peak inspiratory amplitude of the diaphragm exhibits good performance in predicting the success
of weaning [50]. It would be interesting to see the effect of including diaphragmatic parameters in the ML model, but
unfortunately such features are not recorded in MIMIC III. In addition, CT scans or chest X-rays are also factors that
doctors will consider when they are making weaning decisions. However, such diagnostic tests are images supported
with free text radiology reports. Current ML methods are limited in their ability to integrate different types of data
(e.g. tabular, text and images) in a single model. However, if we can find a way to integrate these different forms of
data into one model, it might enable us to improve performance. This is a potential area for future work. However, we
would continue our emphasis on explainability as well as comparing model performance. If, for example, additional
features gained a low weighting in overall feature importance, even though performance increases slightly, then this
might suggest that they are not worth including in the model.

6. Conclusion

In this paper, we have employed a CNN to predict extubation readiness from mechanical ventilation, and achieved
promising performance. We have also explored the explainability of the CNN model using both feature importance
and counterfactual explanations, and showed that they can complement each other. Feature importance gives general
confidence in the learnt model, whereas the counterfactual explanations help clinicians see what actions might improve
a patient’s chances of a successful extubation. We believe that, used in this way, explainability is a step towards making
ML-based DSS both personalised and actionable. We also see these explainability methods as contributing to the safety
of the DSS, with the potential to influence standards for safety-related systems such as clinical DSS.

The code for data processing and learning the CNN model along with the code for generating the explanations is
available at: https://github.com/Yanjiayork/mechanical_ventilator.
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