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Abstract 
This perspective gives our views on general aspects and future directions of gas-phase atmospheric 
chemical kinetic mechanism development, emphasizing on the work needed for the sustainable 
development of chemically detailed mechanisms that reflect current kinetic, mechanistic, and 
theoretical knowledge. Current and future mechanism development efforts and research needs are 
discussed, including software-aided auto-generation and maintenance of kinetic models as a future-
proof approach for atmospheric model development. There is an overarching need for the evaluation 
and extension of Structure-Activity Relationships (SARs) that predict the properties and reactions of 
the many multi-functionalized compounds in the atmosphere that are at the core of detailed 
mechanisms, but for which no direct chemical data are available. Here, we discuss the experimental 
and theoretical data needed to support the development of mechanisms and SARs, the types of SARs 
relevant to atmospheric chemistry, the current status and limitations of SARs for various types of 
atmospheric reactions, the status of thermochemical estimates needed for mechanism development, and 
our outlook for the future. The authors have recently formed a SAR evaluation working group to 
address these issues.  
 
 



4 
 

1. Introduction 

Atmospheric models are important to our understanding of the formation and the composition of air 
pollution and our ability to develop appropriate policies to reduce its effects on air quality and health. A 
critical component of such models is the gas-phase atmospheric chemical mechanism,1 which 
represents how pollutants are transformed in the atmosphere. Secondary pollutants, which are formed 
in a complex series of reactions of the primary emitted pollutants, usually have significantly more 
health and environmental effects than primary pollutants.2,3 Many hundreds of types of organic 
compounds are emitted into the atmosphere,4 each reacting at different rates and forming different 
intermediates and oxidized products, in most cases forming products that are also reactive. Most of 
these promote the formation of ozone when they react in the presence of oxides of nitrogen (NOx) and 
sunlight, and many also form air toxics, highly oxidized molecules (HOM), secondary organic aerosol 
(SOA), and contribute to fine particulate matter (PM) pollution. The effects of a compound's emissions 
on secondary pollutant formation depend not only on the compound and how it reacts, but also the 
environment where it reacts and the other pollutants that are present. All these effects need to be 
considered in the chemical mechanism used in the model. 

Gas-phase chemical mechanisms used in atmospheric models range in size from the computer-
generated GECKO-A mechanisms that include millions of reactions and species but still represent only 
a subset of types of pollutants present,5 through the MCM that has thousands of reactions and species 
and was developed to be a detailed reference mechanism for atmospheric chemistry research,6,7 through 
the SAPRC mechanisms used to calculate ozone reactivity scales for hundreds of compounds,8,9 
through more condensed mechanisms used primarily in 3-D models such as the RADM,10 RACM,11,12 
and Carbon Bond series of mechanisms,13,14 to very small more parameterized chemical schemes 
designed for incorporation in large chemical transport and earth system models, such as GEOS-Chem15 
or UKCA.16,17 The most appropriate mechanism reduction approach depends on the model application, 
with condensed mechanisms generally considered adequate for ozone predictions. More detailed 
mechanisms are needed for air toxics and SOA prediction. Benchmark mechanisms can be used as a 
starting point for systematically developing condensed mechanisms optimized for specific applications 
(as suggested by Kaduwela et al.18), though this approach has not yet been widely exploited, primarily 
because of the difficulty in developing comprehensive and reliable detailed mechanisms. 

Increased detail in atmospheric chemical mechanisms does not necessarily imply increased accuracy or 
predictive capability. Almost all rate coefficients and branching ratios in detailed mechanisms have to 
be estimated, based on data for a much more limited set of reactions of generally simpler molecules. 
Some aspects of mechanisms, such as reactions of aromatics and unsaturated oxidation products, are so 
uncertain that the reactions and intermediates assumed are largely speculative.19 In those cases, 
predictions of condensed or parameterized mechanisms adjusted to fit environmental chamber data or 
other observational constraints are actually more likely to be more reliable than highly detailed explicit 
mechanisms derived from first principles or systematic estimation protocols. However, condensed 
mechanisms adjusted to fit chamber data do not give the fundamental insights needed to understand the 
underlying chemistry, do not predict the chemical compositions of most of the gas-phase and SOA 
products that are formed, and become increasingly uncertain when they are extrapolated beyond the 
conditions for which they were evaluated. Therefore, regardless of the mechanism size that is optimum 
for a particular application, further progress in our ability to understand and predictively model 
atmospheric chemistry will require the development of reliable mechanisms that can incorporate our 
emerging knowledge of the underlying basic chemistry. 

In this perspective, we outline our views on the current state of play and future directions of 
atmospheric chemical mechanism development, emphasizing key areas where work is required for the 
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development of chemically detailed mechanisms. Our discussion touches upon three main lines: (a) 
improvements in mechanism development methodologies, including software-aided generation and 
maintenance of kinetic models; (b) extension and systematic evaluation of Structure-Activity-
Relationships (SARs) to support this mechanism development, and (c) evaluation and collection of 
experimental and theoretical literature data in databases. These aspects are discussed with respect to 
current challenges. Finally, we summarize current efforts in these areas and provide an outlook for the 
future. 
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2. Gas-phase Atmospheric Mechanism Development 

2.a. Summary of Atmospheric reactions of Organic Compounds and Intermediates 

Figure 1 shows the main atmospheric reaction cycles in the oxidation of volatile organic compounds 
(VOCs), Figure 2 shows the basic chemical structures, and Table 1 summarizes the types of reactants 
and reactions involved. Oxidation is initiated by reactions with reactive oxidants such as OH, Cl, NO3 
or O3, by photolysis or by unimolecular reactions. In most cases the initial reactions form carbon-
centered organic radicals that add O2 to form alkylperoxy radicals, RO2, most of which are transformed 
to an alkoxy radical RO by reaction with HO2, RO2 or  NO, though RO2 isomerization reactions are 
now also considered important as a source of highly oxidized compounds under certain reaction 
conditions.20,21 The alkoxy radicals can react in a number of ways, including reacting with O2 to form 
HO2 and carbonyls, decomposing to form smaller radicals and molecules, or isomerizing to add 
additional oxygenated functional groups. The decompositions of alkoxy radicals are the most important 
processes that result in breaking the VOC into smaller molecules; most of the other radical reactions 
tend to retain the carbon backbone of the reacting molecule by either converting the radical to a 
carbonyl (e.g., RO + O2), hydroperoxide (RO2 + HO2), or a nitrate (RO2 + NO), or by adding additional 
functional groups through isomerizations of alkoxy or peroxy radicals. The relative importance of these 
types of processes control the extent to which the reacting molecules break down into smaller products, 
or add oxygenated or nitrate functional groups and become less volatile highly oxidized molecules that 
contribute to secondary organic aerosol (SOA) formation. The primary oxidation products can react 
further, yielding secondary products which undergo their own reactions, forming either more highly 
oxidized compounds or ultimately breaking down to form CO2 and H2O. This mix of oxygenation, 
fragmentation, and molecule growth gives rise to a large variety of compounds in the atmosphere. 

How these many processes are represented in models depends on the level of detail in the mechanism. 
The most detailed mechanisms may represent these reactions and processes explicitly, while more 
condensed mechanisms may lump the reactions, products, and processes involved, to represent the net 
effect on formation of species of interest for the model application. However, regardless of the level of 
detail, the mechanisms need to have appropriate representation of these processes, or the predictions 
will be incorrect. 
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Figure 1.  Generalized schematic representation of the atmospheric oxidation cycles for VOCs. 
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Table 1. Types of reactions that need to be considered when developing atmospheric reaction mechanisms 

Reactants and Reaction Class Reaction Mechanism 

Emitted and oxidized product VOCs  
Bimolecular reactions  

Most compounds + OH, Cl 
Some compounds + Br, NO3 

H-abstraction 

Unsaturated compounds + OH, Cl, Br, NO3, 
O3, O(3P), NO2 

Addition to unsaturated bond 

Aromatic compounds + OH Addition to the aromatic ring 
Photolysis reactions  

Carbonyl compounds Fragmentation, Isomerization 
Nitrate, nitrite, peroxy compounds Fragmentation 

Unimolecular reactions  
Peroxynitrates Unimolecular decomposition 

Carbon-centered radicals (R, or RC(O)) 
 

Reaction with O2   
Most carbon-centered radicals O2 addition forming peroxy radicals 
-hydroxy alkyl radicals H-abstraction forming carbonyl + HO2  

Unimolecular reactions  
-nitro, -nitrato, -peroxy alkyl radicals Unimolecular decompositions 
Unsaturated carbon-centered radicals Cyclizations 
 cyclopropyl or  cyclobutyl radicals 
-hydroperoxide alkyl radicals 

Ring opening with double bond formation 
Decomposition forming OH 

Peroxy radicals (RO2
 or RC(O)O2

) 
 

Reaction with NO alkoxy radical formation; Nitrate (RONO2) formation.  
Reaction with NO2   Peroxynitrate (RO2NO2) formation 
Reaction with NO3 Formation of alkoxy radicals + NO2   
Reaction with HO2  

- or -oxygenated RO2 
Hydroperoxide formation 
Formation of OH / O3 

Reaction with RO2 
Reaction with RO2 (if -H present) 

Formation of alkoxy radicals 
Formation of carbonyl + alcohol compounds 

Unimolecular reactions  
Peroxy radicals with weak X–H bonds H-shift isomerizations, forming hydroperoxides 
Unsaturated peroxy radicals Ring closure, forming cyclic peroxides 

Alkoxy radicals (RO or RC(O)O) 
 

Reaction with O2 (if -H present) Formation of carbonyl compound + HO2 
Unimolecular reactions  

Most alkoxy radicals -scission decomposition 
Longer chain alkoxy radicals H-shift isomerization 
Radicals with -H and -O atoms H-atom elimination 
Radicals with -H and -ester groups Ester rearrangement 
Unsaturated radicals Ring closure, forming cyclic ethers 

Excited Criegee intermediates Decomposition, isomerization, stabilization 

Stabilized Criegee intermediates  
Unimolecular reactions Decomposition, isomerization, stabilization 
Bimolecular reactions with H2O, SO2, acids, H2O2, 
carbonyl compounds 

H- or O- shift reactions or dimer formation, depending on 
reactants 

Nitrogen-centered radicals 
 

Reaction with O2 (if -H present) H-abstraction forming HO2 
Addition of NO or NO2  Formation of nitrosoamines or nitramines 
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2.b. Condensed mechanisms  

Development of gas-phase kinetic mechanisms for air quality models initially focused on developing 
condensed mechanisms for the prediction of ozone formation. These are based on the assumption that 
mechanisms of a relatively limited number of selected representative compounds can be used to 
represent the atmospheric impacts of the much larger number of chemically similar compounds that are 
emitted or formed in the atmosphere. This approach makes mechanism development much more 
feasible, given the limited data available concerning the large numbers of compounds involved, and 
also results in smaller mechanisms that are more computationally efficient. Representative examples 
include the Carbon Bond mechanisms,13,22 the RADM/RACM mechanisms,10,11 and the earlier Carter et 
al. and SAPRC mechanisms.23,24 These mechanisms vary in the number of model species and 
representative compounds used in their development, and in some cases in the lumping approach used 
for higher molecular weight compounds, but they are all based on the assumption that the chemistry of 
most compounds can be approximated using reactions of chemically similar but simpler or lower 
molecular weight compounds. 

A major objective in developing such mechanisms is that, in addition to being consistent with available 
data and best estimates for the reactions of the representative compounds, they give appropriate 
predictions of ozone formation. This is tested by comparing model simulations against ozone 
formation, NO oxidation, and reactant consumption in environmental chamber experiments.8,25,26 Even 
though the mechanisms are based on reactions of a relatively limited number of compounds there are 
still significant uncertainties concerning reactions of some types of those compounds, e.g. aromatics. In 
those cases simplified representations of the complex processes are used, where, if necessary, 
parameters representing these processes are adjusted to yield acceptable fits to chamber data. Done 
appropriately, this can give the model more predictive value for the target observables than would be 
the case for more detailed but unadjusted mechanisms. This makes such mechanisms more relevant for 
use in regulatory or research applications where accurate ozone predictions are a key objective. 

Although most condensed mechanisms are based on representative lower molecular weight 
compounds, it is commonly assumed that with appropriate lumping assignments they can also be used 
to predict ozone formation by more complex ambient mixtures with hundreds of compounds. This is 
supported by the fact that in most cases models do about as well or better in simulating ozone 
formation in environmental chamber experiments with complex mixtures as with simpler 
mixtures.8,25,26 We are also not aware of any studies where more chemically detailed mechanisms, 
representing more emitted species explicitly, necessarily give ambient ozone predictions that are more 
consistent with the measurements than the highly condensed mechanisms developed for ozone 
modeling. Of course, this could be due in part to the role of other uncertainties in ambient models, plus 
the fact that the lower molecular weight compounds represent a relatively large fraction of total 
emissions. Also, with highly complex mixtures the representation errors for the various lumped 
compounds might tend to cancel each other out. 

Condensed mechanisms based on representative lower molecular weight compounds are not optimal 
for predictions of secondary organic aerosol (SOA) formation because they provide only limited 
information on molecular size, which is critical for estimating the volatility of products. Instead, 
models using these mechanisms use separate parameterized SOA models to predict aerosol formation.27 
The parameters affecting SOA yields from emitted compounds are derived from environmental 
chamber experiments where SOA yields are measured on a compound by compound basis, usually with 
the compound in question being the only VOC present. Such parameterized models give no 
information about the chemical composition of the SOA that is formed, and the accuracy of their SOA 
predictions in the atmosphere is highly uncertain because the SOA parameters were derived from 
single-compound, generally dry, chamber experiments that may not be good representations of factors 
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affecting particle formation in ambient atmospheres. Nevertheless, use of condensed mechanisms 
combined with separate parameterized SOA models is still the primary method used to model SOA 
formation for regulatory applications.e.g. 27 Griffin et al.28 also presented a condensed mechanism 
designed specifically for SOA modeling. 

Since organic compounds can vary significantly in their effects on ozone formation, ozone control 
strategies that take differences in VOC reactivity into account are potentially more effective than those 
that regulate all VOCs equally.29 This requires quantification of ozone impacts of individual 
compounds, which in turn requires more detailed mechanisms that represent these compounds 
explicitly rather than representing them based on mechanisms developed for simpler or lower 
molecular weight compounds. For example, the various SAPRC mechanisms used to develop the 
Maximum Incremental Reactivity (MIR) and other ozone reactivity scales9,23,30 build upon the 
condensed mechanisms by adding reactions for selected additional compounds for calculating their 
individual ozone impacts with the minimum necessary increase in mechanism size. The additional 
reactions use lumped model species to represent the oxidized products formed, so this requires only a 
few additional reactions and model species for each compound added, and generally only one 
compound is added at a time.8 This therefore is just an extension of the approach used for condensed 
mechanisms for models. An alternative approach is to use more explicit mechanisms to represent the 
additional compounds and their oxidation products, as discussed below. 

There will always be a need for condensed mechanisms, often targeted to well-defined applications, to 
fill specific needs in the modeling community. Such mechanisms can be highly tuned to the relevant 
data to ensure optimal predictive capability. However, their predictions are more uncertain when 
applied to future atmospheres, i.e. when compositions or levels of emissions change significantly, and 
most lack the chemical detail needed for predicting toxic products and SOA, or for providing insights 
needed to interpret laboratory studies. 

2.c. MCM and Semi-Explicit Mechanisms 

Semi-explicit mechanisms differ from the condensed mechanisms discussed above in that they attempt 
to represent each of the major atmospheric reactions of the major emitted species more explicitly, as 
well as the reactions of the major organic products and reactive intermediates. The objective is to serve 
as a "reference" mechanism for atmospheric chemistry research, and to make reactivity predictions in 
models. They are referred to as "semi-explicit" or "near-explicit" because it is not practical to represent 
all possible compounds, products, and reactions that may occur, and some simplifications are 
necessary, usually by omitting or lumping of minor routes or second- or later-generation products. 

Examples of manually-derived semi-explicit mechanisms include the NCAR master mechanism,31 and 
the Master Chemical Mechanism (MCM)7 developed in the UK; the MCM currently being the most 
widely used of such mechanisms. Although currently too large for routine use in 3-D chemical 
transport models, it provides a means for predicting chemical detail that is not available in models 
using more condensed mechanisms, offers the ability to evaluate and assess simpler models to get a 
quantitative sense of their strengths and weaknesses, as well as forms the basis from which to develop 
and optimise a range of reduced chemical schemes. It can also be used for making predictions of SOA 
formation based entirely on chemical mechanistic considerations. The MCM has been incorporated into 
photochemical trajectory models in order to derive an ozone reactivity scale appropriate for multi-day 
regional ozone formation conditions in north-west Europe, the so-called Photochemical Ozone Creation 
Potential (POCP) scale.32  

 The current version of the MCM7,33 was developed manually by applying well-defined protocols for 
estimating rate coefficients and branching ratios for reactions where no data are available.6,33–36 
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Although the objective is to be as explicit as possible, it is necessary to make some condensations and 
simplifications to keep the mechanism down to a manageable size. This was done, for example, by 
using a few of the major initial reaction routes to represent all the possible initial reactions of larger 
molecules, parameterization of the RO2 self- and cross reactions, and by lumping of second and higher 
generation products. Despite this, the current MCM uses over 6700 model species and 17000 reactions 
to represent the degradation of 143 emitted VOC species. However, the omission of minor routes 
means that not all products that may be formed in non-negligible yields are predicted, and the lumping 
of second and subsequent generation species may result in an under prediction of substituted, multi-
generation, highly-oxidized products that can contribute to SOA formation.  

The protocols for deriving reactions for the MCM are being updated.37,38 It is recognized that the 
manual method of constructing large and complex reaction mechanisms makes updates difficult, time-
consuming and impractical, especially for larger molecules such as sesquiterpenes, and also impractical 
if more products formed in subsequent generations are to be represented for improved SOA 
predictions. Therefore, the current plan is to implement the new and updated MCM mechanism 
derivation protocols into a computerized mechanism generation system for the purpose of 
automatically deriving and updating new versions of the MCM. Such systems are discussed in the 
following section. 

2.d. Automated Mechanism Generation Systems 

Efforts to manually develop, update, and maintain explicit and semi-explicit mechanisms are hampered 
by the extremely large numbers of reactions and species that are predicted if all possible modes of 
reaction are taken into account. One way to address this is to utilize a computer program to predict all 
possible or relevant pathways, and include them in the mechanism. Computer tools that implement 
these sequences can be viewed as expert systems replicating the procedures usually used by chemists to 
write the list of reactions involved in the oxidation of a given species, as well as the related kinetic 
parameters. The three main steps include: (1) Identification of every possible reaction pathway based 
on the chemical structure of the compound; (2) Estimation of the rate coefficients, products and 
stoichiometric coefficients, based on experimental or theoretical data, or a SAR; and (3) Inclusion or 
rejection of the reaction into the kinetic model, based on a set of criteria. These steps are repeated for 
each new product formed up to completion of the full mechanism. 

The full set of procedures used to systematically select reaction pathways and reaction rates with 
automated mechanism generation systems are ideally just implementations of the protocols used when 
manually deriving explicit mechanisms. The main difference is that well-defined and unambiguous 
rules, algorithms and computer programs have to be used in place of human expert chemical judgment. 
If the rules and algorithms appropriately reflect our understanding of atmospheric chemistry then the 
results should be consistent with the best manually-derived mechanisms, except that more 
comprehensive mechanisms can be derived with less effort, and the mechanisms are much easier to 
maintain and update as our knowledge evolves. However, the quality of an automatically generated 
mechanism depends entirely on the quality and robustness of the underlying protocols and SARs; as 
discussed extensively in this paper, perfect and universally applicable SARs are not available. It is 
therefore important that the generator system takes the validity limits of the underlying SARs and rules 
into account, flagging those instances where large uncertainties are expected. Ideally, human experts 
should examine the generated mechanisms, but the large size usually makes this impractical.  

Automated mechanism generation systems have been extensively used in the field of combustion39 and 
have also been developed for use in atmospheric chemistry. Examples of the latter include the 
SAPRCe.g. 40 and GECKO-A.e.g. 5,41–43 systems. The purposes of the two tools are however different. 
The SAPRC system is used to generate mechanisms of selected compounds up to the first generation of 
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non-radical products, with mechanisms derived separately for each emitted compound or oxidized 
product of interest. In this scheme, most oxidized products are represented using lumped model 
species, except for product compounds with high formation rates or toxicity concerns. That approach is 
used for a near-comprehensive variety of precursors, for the purpose of deriving ozone reactivity 
scales9,30 or reduced mechanisms suitable for use in 3D models.9,44 On the other hand, the GECKO-A 
system is used to describe explicitly the gas phase multigenerational production of organic species and 
their multiphase partitioning,41,45–47 so the reactions of the organic products are also automatically 
generated. The GECKO-A tool is mostly used to generate the near-explicit chemical schemes for (1) a 
single parent compound, typically to explore properties of the products and/or to perform comparisons 
with environmental chamber observationse.g. 41–43,47,48 and (2) for a limited subset of representative 
primary hydrocarbons to explore chemical ageing of air parcels.e.g. 49–51 Note that the number of species 
and reactions that GECKO-A needs to explicitly describe oxidation of organic species grows 
exponentially with the size of the parent hydrocarbon. Typically, computer memory limitations are 
encountered for species with more than 9 carbon atoms.5 The SAPRC system would generate similar 
numbers of species and reactions if it were also used to derive complete mechanisms for all the volatile 
organic products that can be formed.  

Because of the extremely large size of atmospheric mechanisms derived using mechanism generation 
systems, at least some reduction in mechanism size is needed for modeling applications. Even 
GECKO-A, whose focus is on maximum chemical detail for accurate prediction of condensable 
organics and aerosols, employs some reduction by lumping of species with large carbon numbers and 
by not reacting species with very low volatility. The SAPRC system uses much more extensive 
reduction, since it is essentially used to derive condensed mechanisms that reflect the chemistry 
incorporated in the detailed mechanism.  

The use of mechanism generation systems clearly has the potential for being a useful tool to sustain the 
development of near-explicit mechanisms such as the MCM. Indeed, the MCM and the GECKO-A 
development teams recently joined forces52 so that the GECKO-A mechanism generation capability can 
more readily be used with new and updated MCM protocols to expand and update the capabilities of 
the MCM.  

2.e. Needs and Approaches for Improving Mechanisms 

The development of atmospheric kinetic mechanisms requires a careful balance between level of detail, 
traceability, labor in maintaining and updating the model, ease of use and computational cost, and its 
applicability to specific applications. Kaduwela et al.18 recommended an approach for improving 
mechanisms that focuses first on developing more accurate explicit or computer-generated 
mechanisms, evaluating them against available experimental data, and then using them as the basis for 
developing and evaluating more condensed mechanisms tailored for specific modeling applications. 
This provides clear and documented connections between kinetic data, theories, environmental 
chamber data, and kinetic mechanisms used in models. The development of chemical mechanisms of 
varying complexity is synergetic, where explicit mechanisms could serve as a basis for more reduced 
mechanisms, and where smaller yet well-tuned domain-specific mechanisms can serve as a validation 
tool for mechanisms built from elementary reactions. This approach was used in a few studies53–57 to 
assess the strengths and weaknesses of various reduction approaches, and to derive condensed 
mechanisms based on a systematic reduction from a more detailed scheme.  

The chemically detailed mechanisms used as a reference must be consistent with all current kinetic data 
and theories. Without that, the deduced condensed mechanisms may well have less predictive 
capability than traditionally developed mechanisms tuned to chamber data. As there will always be a 
need for condensed mechanisms to fill specific needs in the modeling community, work is also needed 



14 
 

on methods to derive as accurate as possible condensed mechanisms for specific applications from the 
detailed mechanisms, and to evaluate complete mechanisms against appropriate experimental data 
metrics or against specialized condensed mechanisms tuned directly to these data. Although the 
discussion here focuses primarily on developing detailed mechanisms, how best to develop condensed 
mechanisms is also an essential area of research for future development of practical mechanisms for 
modeling. 

To sustain the improvement of atmospheric models, it is necessary to build upon as complete a dataset 
as feasible. Compilations of direct fundamental experimental data have always been available, but do 
not include all the information present in field data or chamber studies. Theoretical work has in the past 
often been excluded from the data compilations, but the current performance of theory-based 
predictions prompts us to consider these as a valuable source of information, complementary to the 
experimental data. Both approaches have their specific strengths and weaknesses, and require cross-
validation to optimize our knowledge base. As discussed below, extending the data compilations both 
towards larger data sets as towards different types of data available will be critical to improve our 
understanding of the chemistry. Such data compilations are the basis of evaluation efforts, cross-
referencing the information to identify inconsistencies and reducing the uncertainties by statistical 
analysis and data mining. These databases can also be valuable in the development of SARs. 

Structure-activity relationships, SARs, are perhaps the most elegant representation of our knowledge on 
a specific reaction class, surpassing the anecdotal in favor of a condensed summary of the reaction 
trends. SARs are critical tools to predict the chemical reactivity and physical behavior of compounds 
where direct data are not available. This is necessary for detailed mechanism development because 
most of the compounds or intermediates whose reactions need to be included in detailed mechanisms 
have not been studied directly, so their reactions and rate coefficients have to be estimated. The validity 
and usefulness of a SAR depends on many factors, such as the amount and type of input data, reliability 
of prediction, scope of applicability, and ease of implementation. Extending existing SARs, and 
developing new SARs for reaction classes hitherto not covered, in close collaboration with model 
development, will be an important aspect of improving chemical mechanisms, as discussed in more 
detail below. 
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3. Data gathering and provisioning 

Chemical mechanism development is highly dependent on the availability of accurate kinetic and 
mechanistic data for the reactions of interest. This includes data concerning specific reactions in the 
model, and data needed to support the development of SARs for estimating rate coefficients when data 
are not available. Modern quantum theoretical calculations have advanced to the point where calculated 
rate coefficients may be useful for models or SAR development when experimental data are not 
available or are questionable. To be useful for mechanism development, available relevant 
experimental and theoretical data need to be compiled and evaluated, and recommendations made on 
which are most suitable for mechanism or SAR development.  

3.a. Experimental data  

By virtue of their empirical basis, SARs are reliant upon experimental data. However, current 
atmospheric chemical kinetics databases are far from comprehensive and are deficient in four key 
respects:  

1.) There is a large preponderance of measurements at atmospheric pressure and room temperature – a 
consequence of many of these determinations having been made using laboratory and environmental 
chamber experiments,58 limited to standardized conditions, with some exceptions.59–62 Given the wide 
range of temperatures encountered in the atmosphere, knowledge of the room temperature rate 
coefficient alone is insufficient to assess the overall atmospheric fate of a molecule. To improve the 
accuracy with which SARs predict the temperature dependence of reactions, it will be necessary to 
increase the size of the temperature-dependent dataset in general, with special attention being paid to 
the effects of functional groups, which can exert a major and complicated effect upon the temperature 
dependence of rate coefficients.e.g. 63–65 

2.) Data are limited in terms of chemical functionality, with compounds other than simple 
hydrocarbons or mono-functional species being underrepresented. This general tendency reflects the 
difficulties that come from working with multifunctional species, which tend to possess a lower vapor 
pressure and a higher affinity towards surfaces – problems that are exacerbated by the inevitably high 
surface-to-volume ratios of laboratory apparatus and the often high reactant concentrations necessary 
for kinetic measurements. Notwithstanding, highly functionalized species are observed in both gas and 
particle phases under atmospheric conditions,e.g. 66 and it is becoming increasingly apparent that 
functionalization is a common fate of VOCs being oxidized in the troposphere. Accordingly, it is 
necessary to obtain kinetic data on many of these functionalized oxidation products if explicit 
atmospheric chemical models are to be accurate. It is noted that multi-functionality may affect different 
mechanisms in different ways. In direct hydrogen abstraction reactions, where the rate coefficient is 
considered to anticorrelate with the bond dissociation energy of C–H bonds,67 the impact of 
substitutions upon these bond strengths must be quantified. Conversely, where abstraction reactions are 
mediated by pre-reactive complexes, the capacity of both single and multiple functional groups to 
facilitate the formation of and stabilize these complexes must be quantified. Whereas, for electrophilic 
addition reactions, where rate coefficients are expected to be proportional to the electron density within 
the π-orbitals of the addition site,68–70 the net effect of combinations of functional groups on reactivity 
should be assessed.  

Databases on the reactivity of organic radicals (e.g. alkoxy- or peroxy-radicals) are also very limited, 
especially for functionalized radicals. Branching ratios between decomposition/isomerization/O2 
reaction pathways of alkoxy radicals could yield information on the relative rate, but few data have 
been provided for functionalized alkoxy radicals, preventing accurate prediction of oxidation products 
and branching ratios between fragmentation/functionalization pathways. For peroxy radicals, 
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autoxidation via H-shift pathways have been shown to play a significant role in the formation of highly 
oxidized compounds20,21,71 and thus to strongly affect SOA formation and composition. While the rate 
of this process has been shown to be highly dependent on the type of peroxy radicals72,73 few data have 
been provided for functionalized radicals. 

3.) In most cases, reactions possess several branching pathways towards products. Measurements of 
product yields that can be readily interpreted as site-specific rate coefficient ratios for competing 
reaction channels are far less common than determinations of the total phenomenological rate 
coefficient, with temperature dependent product measurements being rarer still.cf. 74,75 These types of 
experiments can be painstaking and difficult, nevertheless, these measurements are crucial for 
constructing accurate oxidation mechanisms, and, given the scarcity of such data, future work to 
augment this dataset is necessary. A larger body of data exists with respect to simulation chamber 
experiments, such as those supplied by the EUROCHAMP Data Center,76  and it is possible that data 
repositories of this type may be interrogated for helping to constrain branching ratios where more direct 
experimental approaches have not been utilized. 

4.) Recent advances in analytical techniques in terms of specificity and sensitivity are enabling the 
detection of a much greater range of analytes than ever before. This is particularly the case for high 
resolution, soft ionization mass spectrometric methods and highly sensitive optical methods, which can 
be used to quantify more functionalized and/ or transient species. It is therefore to be expected that 
these types of analytes are currently underrepresented in the chemical databases. 

3.b. Theoretical data 

While extensive, reviewed data compilations exist based on experimental work, theoretical work has 
been much slower to be assimilated into these evaluated compendia. For older calculations, the lower 
level of theories used led to higher uncertainties, such that relying only on experimental data was often 
the logical choice. Modern calculations, however, can achieve accuracies that rival or in specific cases 
even exceed that of direct experimental data. This is particularly true for thermodynamic calculations 
(discussed in Section 6). These improvements in predictive ability have been driven mostly by the 
increase of computational power. Energy and molecular property calculations can now be performed, 
often to chemical accuracy or beyond, using quantum chemical coupled cluster calculations, explicit 
and local correlation methods, basis set extrapolations, multi-reference wavefunctions, composite 
methods, and other techniques. Entropy calculations can now account for internal rotations, (multi-
dimensional) tunneling effects, anharmonic vibrations, etc., further improving kinetic predictions. As 
such, it is becoming worthwhile to include theoretical data in the data compilations systematically. In 
this section, we summarize the strengths and weaknesses of theoretical work relative to experimental 
data. 

One of the most obvious contributions of theory-based studies is the elucidation of reaction 
mechanisms. Even at lower levels of theory the main reaction pathways in elementary or compound 
reactions can be determined, and our understanding of atmospheric chemistry has greatly benefited 
from this information. Most quantum chemical studies focus on obtaining accurate potential energy 
surfaces (PES), and increases in computational capabilities and quality of methodologies and software 
will continue to improve the results in the future. A corollary of mechanistic studies is that theory is 
typically well-placed to identify and quantify reaction products, an aspect of kinetics that has had 
mixed success in experimental studies due to the difficulties of observing, identifying and quantifying 
products, especially for reactive products than easily undergo secondary chemistry. It should be noted 
that a correct description of a PES remains a highly creative effort, as one can miss important 
pathways, or struggle with optimizations of the transition states that allow access to specific pathways. 
Software77–79 such as Kinbot and RMG aims to support automatic prediction and characterization of 
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elementary reaction steps available to a set of reactants, attenuating the tedium of characterizing well-
known pathways, and allowing increased focus on the more unusual pathways.  

Based on the PES, which provides the energetic and rovibrational characteristics of reactants, 
intermediates, transition states and products, it is possible to predict the temperature- and pressure-
dependent rate coefficients and product distributions of even very complex reactions.80–82 While a 

priori prediction of absolute rate coefficients rivaling experimental data in accuracy is possible, the 
computational requirements to do so make it often intractable. Absolute rate coefficients are thus 
typically better determined experimentally. Theoretical work, on the other hand, is particularly strong 
in deriving relative rate coefficients. This pertains to data across systematic series of reactants, and for 
temperature-dependencies of a single reaction. The best of both worlds is then obtained by calibrating 
theoretical results to accurate experimental rate data, often available only at one temperature and 
pressure, and subsequently extend to a wider range of reaction conditions. Similar techniques, varying 
reactants systematically relative to a known reference reaction, allow for extensive structure-activity 
relationships (SARs) that would be hard to compile purely on experimental data. As product 
distributions for complex mechanisms are essentially based on relative rates, theory-based product 
distributions are thus also valuable complements to experimental data. Difficulties still remain in the 
theoretical treatment of pressure dependencies, as collisional energy transfer parameters remain 
difficult to predict a priori;83,84 here, too, calibration to even a single experimental data point can 
strongly reduce the uncertainties.  

There have been as of yet no systematic efforts to compile evaluated theoretical data covering all needs 
of atmospheric modeling. Systematic theoretical data compilations, however, could prove valuable in 
the development, evaluation, and validation of the SARs and kinetic models used in atmospheric 
modeling. Theory-based rate coefficients, T- and P-dependencies, and product distributions could 
supplement the available experimental data, yielding a more complete reference data set. Barrier 
heights, reaction energies, and other fundamental properties, while not directly useful in kinetic 
models, are strongly correlated to reactivity, and can be used to verify or extrapolate trends in SARs. 
Such systematic data is also useful to identify outliers in the experimental data set, or identify 
compounds where a simple extrapolation of a SAR is not expected to work.  

3.c. Critical data evaluation 

The development and evaluation of SARs used in atmospheric models relies on the availability of 
reliable kinetic and mechanistic data, requiring critical data evaluation. Such evaluations are available 
in literature reviews by individuals (e.g., Atkinson, 198685) and by teams of experts (e.g., Lightfoot et 
al., 199286; Calvert et al.2,19,87–89; IUPAC90; NASA91). For bimolecular reactions, the temperature 
dependence is usually expressed in the normal Arrhenius form, k(T) = Aexp(-Ea /RT). For some 
bimolecular reactions, temperature dependences are better described by the modified expressions such 
as k(T) = C(T/298K)n exp(-D/T) or  k(T) = ET

nexp(-F/T). The kinetics of pressure dependent reactions 
are typically represented using modified versions of the Lindemann-Hinshelwood expression.92 
Limited temperature dependent data are available for reaction branching ratios and are typically 
expressed either as Arrhenius expressions for the rates of different reaction channelse.g. 90 or by an 
Arrhenius expression for the overall rate coefficient together with empirical expressions which fit the 
observed temperature dependence of branching ratios.e.g. 86  

These reviews provide significant added value compared to only tabulated data. For example, in the 
IUPAC panel the available data for individual reactions are reviewed and a datasheet is constructed 
which describes the techniques used, the relevant experimental conditions including temperature and 
pressure, and adds notes on the strengths and weaknesses of the techniques as appropriate. The results 
of multiple studies are combined, and overall uncertainty limits are assessed for the recommended rate 



18 
 

coefficients and product branching ratios, including additional uncertainties beyond those reported in 
the original studies, as deemed appropriate by the reviewers. 

In typical evaluations the responsibility for individual reactions, or classes of reactions, is divided 
amongst the team of experts, which allows for clear division of labor and exploits the various strengths 
within the team. The IUPAC90 and NASA91 data evaluation panels have been in existence for 40 years 
and are the longest standing critical data evaluation activities.93 The longevity of these efforts has 
enabled the development and honing of best practices with recommendations produced and reported in 
a consistent fashion. Recommendations are updated and publishede.g. 94 on a regular basis as new 
experimental and theoretical data become available, and are available at the IUPAC and NASA data 
evaluation group websites (http://iupac.pole-ether.fr/ and http://jpldataeval.jpl.nasa.gov/, respectively).  

Two significant limitations of current critical data evaluation activities stand out. First, they generally 
do not cover theoretical data that can be useful for mechanism and SAR development.  Second, 
substantial amounts of time can elapse between updates (typically years), which slows down the rate at 
which updated science is included in chemical models. Refinement of the evaluation processes are 
needed to better integrate theoretical data into the evaluations and to facilitate more rapid inclusion of 
the latest critically evaluated data into chemical models (e.g., providing recommended data in machine 
readable format).  Finally, not all reactions of interest for which data are available are currently 
included in the evaluations. 
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4. Structure-Activity Relationships 

While extensive data collections exist for many reactions occurring in the atmosphere, experimental 
and theoretical studies have thus far focused on the primary emitted compounds, and their main 
reaction products. As mechanisms grow larger and more complex, the combinatorially increasing 
number of reactions and intermediate oxidation products make it unfeasible to study each reaction in 
detail. The problem is further exacerbated by difficulties in experimentally or theoretically covering 
certain reaction conditions, compounds, or reaction classes. Structure-activity relationships, SARs, are 
thus indispensable in the development of chemical kinetic models, as they allow estimation of missing 
information and generation of the kinetic model. 

SARs reflect the reactivity trends evident in the available data, and aim for a reliable extrapolation of 
these trends to a wider variety of compounds and/or reaction conditions. The ideal SAR provides 
accurate kinetic or molecular property predictions for a wide range of compounds, identifies the 
corresponding product structures, and robustly treats all relevant molecular functionalities (including 
multi-functional substitutions); we are not aware of any such SARs. The available SARs each have 
their own scope of applicability, accuracy of prediction, required input parameters, reliability of the 
underlying training set, and ease of implementation and application. The requirements for a SAR 
depend on the application. Total rate coefficients may be sufficient for many uses, but often knowledge 
of the contributions of the multiple underlying product reaction channels is also required. 

Historically, SARs were developed based on experimental data, though nowadays the improved quality 
of theoretical studies makes them an important source of information, especially for reactive or 
complex species that are not easily accessible experimentally. SARs exist for a very wide variety of 
reaction classes; those of relevance in atmospheric modeling are mentioned in Section 5. We briefly 
highlight some aspects related to SAR data sets, chemical indicators, and ensemble techniques. We also 
briefly address challenges in formulating SARs that cover the current problem domains. 

4.a. SAR training and validation data sets 

A prerequisite of SAR development is the availability of a training set comprised of reliable literature 
data, across a wide range of compounds. For some reaction classes, such as the reaction of VOC with 
OH, relatively large databases exist with high-quality experimental data. For other reactions, such as 
alkoxy radical reactions or Criegee intermediate (CI) chemistry, the experimental data is scarcer, but 
extensive theoretical data exists. Such systematic training sets for a specific reaction class allow for 
reliable SAR development, at least for the range of substituents across which data are available. For 
many reactions, unfortunately, there are few data available from which to deduce reactivity trends. 
Finally, there are situations where a large quantity of reliable data is available, but where the 
underlying mechanism shows such complexity that it is not immediately obvious how a SAR can be 
derived; a prime example of this is photolysis. The reliability and extent of the training set affects the 
reliability of the SAR predictions. Surprisingly, there are few efforts towards systematic reviewing and 
evaluation of SAR performance.  

During SAR development, the SAR predictions are compared statistically against the training set data, 
i.e. an internal consistency check that mostly evaluates the quality of fitting. Sometimes data are 
specifically not used in the regression of the model (i.e. validation data) to estimate model error with 
less bias than the training test data, which can help prevent overfitting of the training data. The 
validation data are typically similar in functionality to the test data. Lack of validation data outside the 
range of regression means that most SAR studies do not evaluate the statistical reliability of the SAR as 
a function of the field of applicability, e.g. as a function of the substitution patterns, or towards multi-
functionalization. 
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As more direct experimental or theoretical data become available, a re-evaluation of the SAR 
performance can yield valuable insight at where the largest uncertainties remain, and whether re-
training of the SAR becomes necessary. The foremost requirement for such evaluation efforts is the 
availability of data sets against which to validate the SAR. Absolute rate coefficients for initiation 
reactions are available in data compilations that are updated regularly. However, relative rate data, 
product distributions, and theoretical data are often not included, hampering a broad, systematic 
evaluation of the available SARs. SAR validation and extension is strongly linked to the data gathering 
needs outlined earlier. 

4.b. SAR indicators 

An important aspect of a SAR, both for its reliability as for its implementation, is the choice of 
chemical indicators used, i.e. which “input variables” are needed to obtain the SAR prediction. 
Indicators in chemical kinetics can be subdivided into four broad categories. The first group of 
indicators is based on the molecular graph, e.g. number of double bonds, substituents around the active 
site, or position of heteroatoms. These indicators are the most accessible and straightforward to 
implement, making them the most common and popular type of indicators. Group-additivity schemes, 
which fall under this class of indicators, are the de facto standard in many applications, such as 
thermodynamics, volatility, or VOC + OH reaction rates. Many atmospheric kinetic mechanisms are 
built upon group-additivity paradigms (e.g. RMG,95 SAPRC44), where each reactant is characterized as 
a set of subgroups which determines its applicable reaction classes. The subgroups are not limited to 
site-specific substituents, but can span functionalization across a larger region of the molecule. Such 
supergroupse.g. 96 are highly important in characterizing long-distance effects in molecules, such as 
intramolecular H-bonding, long-range H-migration, etc. It is our recommendation that SAR 
developments attempt to build upon graph-based indicators, as these are the most easily implemented 
across the available models and applications. Graph-based indicators are not without problems, 
however. A particular problem is when the reactivity is determined by subtle interactions between 
many groups in the model, and many indicators would be needed to capture these effects, increasing 
the variable count (parameter space dimensionality) of the SAR. In such cases, index-based or quantum 
chemical indicators (see below) might be more suitable. 

The second group of indicators are based upon molecular properties, such as ionization potential (IP), 
dipole moment, electron affinity, etc. Such indicators were popular to describe the reactivity of e.g. 
alkoxy radical chemistry.97 For modern applications, however, this group of indicators is rarely the best 
choice. One drawback is that these indicators describe a molecule as a whole, while many compounds 
have multiple reaction channels available for which site-specific data is required; e.g., IP correlates 
well to the OH-addition rate onto a double bond,98 but describing multiple double bonds using a single 
IP is not straightforward. As such, we caution against the use of these indicators. Localized values for 
molecules, like bond dissociation energies, have proven more useful since they provide site-specific 
values for developing a SAR. Both molecular and local properties are often not available for more 
complex molecules, in particular for multifunctional compounds. In this case, having a secondary SAR 
or performing quantum chemical calculations may be necessary, which could result in reduced 
accuracy or increased computational cost. Potential loss in accuracy should be accounted for when 
choosing local indicators.  

The third group of indicators are topological index-based, such as the Randić, Wiener, or Hammett 
index. These indices combine several whole molecule properties into a single number, reducing the 
dimensionality of the SAR fitting procedure and application. These indices are often based on the 
molecular graph; examples include connectivity indices or C:O:H ratios. The reduced parameter space 
provided by indices can counter some of the drawbacks of pure graph-based indicators, but this occurs 
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often at the cost of rendering the chemical interpretation of the SAR more difficult; it depends strongly 
on the application whether this is a criterion. In the QSAR community, indices are commonly used, but 
SARs in the atmospheric community rarely incorporates them, partly because many indices pertain to 
the molecule as a whole, which is not very informative in determining multiple, competing pathways. 

The final group of indicators is based on quantum chemical data; examples are HOMO/LUMO 
energies, Fukui indices, softness/hardness values, and atomic charge. By definition, these indicators 
require some type of quantum chemical calculations for each and every molecule the SAR will be 
applied to. The key advantage of quantum-based indicators is that these can directly probe the wave 
function of the compounds, incorporating key molecular or group properties more directly. In many 
ways, one could consider graph-, property-, or index-based indicators as a lower-level attempt to probe 
the molecular wave function. In practice, many of the commonly used quantum-based indicators are 
based on relatively low-level quantum chemical calculations, such as semi-empirical methodologies or 
sometimes DFT. This use of lower-level quantum methodologies introduces its own statistical noise in 
the SAR, but remains necessary to reduce the computational cost of deriving and applying the SAR. 
When developing SARs based on quantum-indicators, the level of computation should balance the time 
necessary to calculate the quantum indicator(s) and the necessary accuracy of the model. One should 
also consider that the mechanism developers may not have easy access to the computational resources, 
software, or knowledge needed to obtain the input values for the SAR. Especially for large, auto-
generated models the high number of compounds considered may make it problematic to obtain all 
required input data. As such, the use of quantum-based SARs could hamper adoption of the SARs, and 
we recommend against its use unless strictly necessary.  

Software exists, both commercial and open source,99 which, given the molecular graph, can calculate 
many of the common graph-based, index-based and low-level quantum indicators; in this way hundreds 
to thousands of indicators can be generated within minutes for any given molecule. This can be highly 
useful for SAR development for reactions or property classes where chemical intuition has difficulties 
identifying the most likely correlated indicators. Obviously, traditional multi-variate fitting techniques 
will rarely be able to handle such a large number of indicators reliably. Important parameters can be 
chosen manually or more advanced fitting methodologies, such as partial linear regression (PLR), 
principle component analysis (PCA), or support vector machines (SVM), can deal with these high-
dimensional parameter spaces. The use of some advanced machine-learning techniques, such as neural 
networks, can obfuscate the interpretation of the SAR foundation, in addition to complicating its 
implementation and extension. The goodness of recovery of these deep learning techniques can often 
be superior to those of more simple indicator-based, pseudo-linear approaches, but at the same time the 
opacity of the resulting model makes it hard to understand the chemical foundations of the reactivity. 
This can hide the true scope of applicability of the SAR, and cause problems in the evaluation of the 
SAR performance as validation data may not be available to probe this range of applicability. 

Ideally, the development of SARs should occur in dialogue with mechanism developers to ensure that 
implementation and application of the SAR remains feasible for practitioners, both for the smaller 
mechanisms in use in laboratory and chamber studies, as the comprehensive explicit mechanisms that 
are likely to be created using modern auto-generation model development methodologies. 

4.c. Ensemble techniques 

Ensemble techniques aim to combine the output of multiple models into a single supermodel. Typically 
classed as a machine-learning technique, ensembles can merge the output of the submodels in multiple 
ways, ranging from simple best-of-class submodel selection, over (weighted) arithmetic averaging 
across the submodels, to full Bayesian-statistical prediction merging. Compared to any of the 
submodels separately, the combined model should then have more robust predictions by reducing the 
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uncertainty intervals by accounting for all applicable submodel predictions. Trend extrapolation across 
the submodels could also lead to a broader range of applicability, while analysis of the prediction 
uncertainties could guide future work to those domains where improvements are most needed. While 
ensemble techniques are very powerful, and are used extensively in e.g. weather predictions or model 
optimizations,e.g. 100–102 they are rarely used in SAR development in atmospheric chemistry. In practice, 
insufficiently different SARs are available to devise a meaningful ensemble. Many SARs are derived 
from the same training set and/or use the same predictors, such that the submodels would not be 
statistically independent, reducing the benefit. The most promising route might be to use ensemble 
techniques to combine experimental data to trends obtained from a priori theoretical predictions at 
various levels of theory. To some extent this is already done when theory-based predictions are 
adjusted to experimental data to compensate for approximations in the applied methodology, but the 
full potential has not been realized yet.  

4.d. SAR scope of applicability 

For most reaction classes, the smaller reactants have been well studied; this typically includes C1 
through C4 hydrocarbons, terpenoids such as isoprene or -pinene, and some anthropogenic aromatic 
species. Data are more sparse for larger hydrocarbons, such as monoterpenes, sesquiterpenes or 
(poly-)cyclic species. Likewise, while information is available for smaller hetero-substituted 
hydrocarbons, larger oxygenates or otherwise substituted compounds have significantly less coverage. 
A particular challenge for modern atmospheric modeling is the need to describe multi-functional 
species; these are typically formed in the oxidation of larger anthropogenic and biogenic VOCs. No 
SARs are currently available that describe the entire range of multi-functionalization needed, mostly 
due to lack of data upon which to build a SAR (as discussed elsewhere in this text).  

The atmospheric chemistry of multi-functional compounds is poorly understood. Figure 2 gives an 
overview of the basic structures and functionalities currently incorporated into relevant atmospheric 
mechanisms. A SAR that treats double, triple or higher functionalization combinatorially is not 
tractable. However, even higher orders of functionalization are expected in the atmospheric aging of 
larger compounds. Examples of functionalities predicted to be formed in multi-step atmospheric 
oxidations of organic compounds by current atmospheric mechanism generation systems (see Section 
2.d) are shown in Figure 3 and Figure 4. Figure 3 shows the number of organic species with different 
numbers of functionalities and the frequencies of functional groups generated by the GECKO-A 
mechanism for -pinene and octane, and Figure 4 shows approximate relative fluxes for formation of 
compounds and radicals with various combinations of functional groups predicted using an updated 
version of the SAPRC mechanism generation system that is under development. Both systems predict a 
large number of reactive, highly substituted compounds and radicals, and while most of these are 
predicted to have very low concentrations, the combined mass flux through all of these multi-
functionalized species is an essential aspect of the VOC oxidation. Analyses of species in the MCM 
give similar results. A closer look at the cross-functionalization (e.g., see Figure 4) reveals that, as 
expected, not all combinatorially possible types of molecules are formed, and that furthermore the 
cross-functionalization is dependent on the molecules included in the model and how many generations 
of organic reactions are treated explicitly. The illustrations on multi-functionalization given here are 
only a subset of the information that can be gleaned from software-aided mechanism generators, but it 
is clear that this type of meta-analysis would prove very valuable for SAR developers.  
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Aldehyde groups (not dicarbonyl) CCHO

Ketone groups (not dicarbonyl) C(O)C'

Alcohol groups (not acid) COH

Hydroperoxide groups COOH

Nitrate groups (not PANs) CONO2

Peroxyacylnitrate (PAN) groups PAN

Ether groups (not peroxy, ester) COC

Peroxy group (not hydroperoxy) COOC

Ester groups (not formate, carbonate) C(O)OC

Formate groups OCHO

Carbonate, -C(O)OC(O)-, groups OC(O)O

Dicarbonyl aldehyde groups C(O)CHO

Dicarbonyl ketone C(O)C(O)

Carboxylic acid C(O)OH

Carboxylic peroxyacids C(O)OOH

Two or more other substituents 3+

Shading codes indicate yields, relative to maximum: Clear: <1%;

: 1 - 3%; : 3 - 10%; : 10 - 30%; : 30 - 100%  
Figure 4. Combinations of functional groups contained in organic product compounds and alkoxy predicted to be formed in the 

oxidation of a representative anthropogenic VOC mixture to C1 or to non-volatile compounds by the updated SAPRC-16 

mechanism generation system that is under development. Shading gives a qualitative indication of the relative flux through the 

radicals or products. 

 

Unfortunately, few SARs clearly state which functionalization is supported, and what the uncertainties 
are for application outside of the training sets, and few studies exist comparing SARs or evaluating 
their sensitivities and scope of applicability. This makes it difficult to select the most appropriate SAR 
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for a given compound and reaction class. The lack of evaluations of SAR performance with regard to 
functionalization can lead to improper extrapolation of reaction trends, propagating large errors into 
kinetic models. It is clear that in this area, much work remains. Research specifically targeted to test 
and refine the SARs would be of particular value, e.g. studying systematic changes in structure, 
homologous series, etc. Theoretical studies, which are less limited in the functionalization of their 
molecules compared to experimental studies, are particularly useful to populate the functionalization 
grid with training set data. 

The poor understanding of the scope of applicability is in part related to an incomplete knowledge of 
the requirements in the models, i.e. there is significant uncertainty in which molecules we need to 
examine. There are thousands of molecules emitted into the atmosphere4 but only tens of individual 
molecules are included in explicit mechanisms. Many of the species are assumed to react in a similar 
way and lumped into a single category. The chemical aging of these leads to increased 
functionalization, as discussed above. Given the intractably high number of permutations, SARs 
capable of handling all functionalization are unlikely to be formulated in the near future, but should 
remain the ultimate goal. However, developing SARs for multi-functional compounds should 
preferably be performed in close collaboration with mechanism developments, as this will identify 
which multi-functionalization patterns are most critical, allowing efforts to be focused there where they 
are most valuable to reduce modeling uncertainties.  

4.e. Impact of SARs on model predictions 

The SAR predictions used when developing chemical mechanisms affect model predictions of 
atmospheric lifetimes and products formed from organic compounds. The uncertainties appear greatest 
for prediction of the specific oxidation products formed from radicals that have several competing 
reactions97,103–106 (radical rate constants do not affect model predictions if only one reaction dominates). 
This can have substantial effect on the chemistry in terms of reactivity, ozone and SOA formation 
potentials, and toxic product formation. Uncertainties in SARs for VOC rate constants affect the 
prediction of atmospheric lifetimes of emitted and oxidized compounds, particularly for multi-
functional oxidized products since the rate constants for the most important primary emitted organics 
have been measured experimentally.  

The uncertainties in estimating rate constants using different types of SARs are discussed in the 
following sections. A systematic evaluation of the propagation of SAR uncertainty into model 
predictions would be a large and complex undertaking, since the results would be affected both by the 
environment being modeled, and the reduction methods used when the chemical mechanism was 
developed. There have been several studies on how uncertainties in rate constants propagate through to 
the model predictions,e.g. 2,107–113 but the rate constant uncertainties were not related to SAR 
uncertainties. A necessary first step in evaluating impacts of SAR uncertainties on model predictions is 
to evaluate their impacts on predictions of individual rate constants, yet even this has not yet been 
systematically carried out. Work in this area is ongoing and we expect this to be a subject of 
subsequent publications. These evaluations can serve as a basis for future studies on effects of these 
rate constant uncertainties towards model predictions.  

 

4.f. Challenges for future SAR development 

Irrespective of the property predicted by a SAR, how the SAR is implemented has an important impact 
on its success. In a previous section, we touched upon many aspects of SAR development, ranging 
from indicators over training methodologies to application methods. Conflicts may arise between the 
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need for accurate reproducibility of the underlying data, ease of application in models, chemical 
understanding incorporated in the SAR model, extensibility of the SAR, and ability of a SAR to deal 
with new compounds. In atmospheric chemistry, the "Atkinson method"68 for estimating rate 
coefficients based on functional groups at or adjacent to the reaction site is well regarded, as it is easy 
to implement both by hand and in an automated fashion, using only information based on the molecular 
graph and a limited set of parameters. Also, it performs reasonably well for the mono-functional 
compounds. It is, however, not clear if this method will be easy to extend to multi-functional 
compounds, especially given the small training set available from which to derive cross-substituent 
parameters or base rate coefficients. The method is known to perform more poorly for some reaction 
types, e.g. for ozonolysis reactions where steric factors are thought to be important,61,69 and similar 
interactions may be at play in more complex, multi-functionalized species. Implementing SARs in a 
radically different way, however, is only viable if all parties involved, i.e. SAR developers, model 
developers, and occasional users, can implement the SAR in a reasonable way to get predictions. This 
seems to preclude complex predictors, such as properties available only from quantum chemical 
calculations, as well as complex or opaque numerical procedures such as neural network, even though 
these often have superior predictive capabilities. Pushing SARs forward to more powerful 
methodologies, while remaining accessible to all potential users, is a significant challenge; how this 
proceeds will likely depend on the specific molecular property or reactivity implemented in the SAR. 

The challenges faced in atmospheric chemistry are more complex than ever, where highly molecule-
specific properties such as health-effects, long-term impact, and multi-phase aging are at the focus of 
current research. This calls for a significant increase in SAR detail. An example are the many SARs 
which predict the total rate coefficient of a VOC + OH reaction, whereas newer SARs will need to be 
site-specific across the multiple molecular components that allow for abstraction or addition. 
Significantly less information is available for site-specific rather than for overall molecular reactivity, 
and more complex analysis will be necessary to mine the data for the needed correlations. Many 
reactions also proceed, fully or partially, by chemically activated reactions, which by its very nature 
depends strongly on the exact molecular framework. An excellent example is the ozonolysis of VOCs, 
where the yield of OH, stabilized Criegee intermediates, carbonyls, acids and esters, secondary 
ozonides, and a host of fragmentation products are strongly dependent on the VOC being ozonized, as 
well as the temperature and pressure. A second example is photolysis, which likewise proceeds via 
highly excited intermediates with a wide range of internal energies. Developing SARs for such 
processes is extremely challenging, and current efforts still show large uncertainties despite the clear 
need to describe such important processes. 

 



26 
 

5. SARs for Different Reaction Types 

Types of reactions in atmospheric mechanisms are summarized in Section 2.a, and listed in Table 1. 
These reactions and the current status of SAR developments are discussed below. 

5.a. Bimolecular VOC reactions  

The major gas-phase atmospheric loss process for most organic compounds is bimolecular reaction 
with reactive radicals such as OH, NO3 or halogen atoms, or reactions with O3. Reactions of VOCs 
with O(3P) and NO2 may also contribute under some conditions, as discussed below. There exists a 
reasonably large literature database for rate coefficients for these reactions, typically focusing (where 
applicable) on straight, branched and cyclic alkanes; on straight, branched and cyclic alkenes, dienes 
and conjugated systems; and on simple monofunctional species. Datasets include the peer reviewed 
evaluations in the NASA/JPL91 and IUPAC90 kinetic databases (which now includes rate data 
recommendations for a range of terpenes and sesquiterpenes), the reviews by Calvert et al.87 and 
Atkinson and Arey,58 and the non-evaluated compilations in the Chemical Kinetics Database by the 
National Institutes of Standards and Technology (NIST).114 In this section, we focus predominantly on 
predictive methods available for reactions not available in these compilations. 

5.a.1 VOC + OH 

Reaction with the OH radical is the largest atmospheric sink for most organic compounds. These 
reactions occur through two mechanisms: hydrogen abstraction and electrophilic addition. 

Hydrogen abstraction is the sole reaction mechanism for saturated VOCs. The rate of reaction is linked 
to the C–H bond strengths in the molecule, which can be affected by the presence of different 
functional groups. Reactions proceeding via hydrogen abstraction generally have a positive temperature 
dependence. Functional groups can also increase the reactivity of a site by enabling hydrogen-bonded 
pre-reactive complexes to form, which is important in alcohol, ether and carboxylic acid oxidation.63–

65,115 These pre-reactive complexes impart a complicated temperature dependence, where low 
temperatures favor stabilization of complexes, but higher temperatures promote dissociation of these 
complexes, re-forming reactants in the process. There are numerous SARs for OH hydrogen abstraction 
available in the literature which include empirical fitting methods based on assigning base reactivities 
and substitution effects of molecular fragments,68,116 the perturbation frontier molecular orbital (PFMO) 
method,e.g. 117 the use of single topological indices117 and combinations of multiple topological indices 
and molecular descriptors.e.g. 118 Compared with other methods, the group-additivity approach is 
notable both for its accuracy, its capacity for estimating the site-specific rate coefficients, and ease of 
use. The SARs from Kwok and Atkinson68 provide excellent accuracy at room temperature (~90% of 
estimates are within a factor of 2 of the experimental value for a database of 485 species), and performs 
well for simple hydrocarbons over large temperature ranges, where curvature in the Arrhenius diagram 
that arises from quantum tunneling effects is described adequately by the k(T) = AT

2e
-E/T expressions 

that are employed. Estimations of the complicated temperature dependence associated with 
functionalized species are less robust, leading to a revision of the method to describe the effects of 
certain substitutions,119 where implementation of longer-range interaction parameters leads to an 
improved, but limited, capacity to estimate the branching ratios of singly functionalized species.63,75 
However, for the multifunctional species and in particular the hydroxy carbonyls, accurate estimation 
of rate coefficients does not appear to be possible with their general approach.119 Mellouki and co-
workers120 have also proposed that longer-range activation is important for alcohols, ethers, ketones 
and esters. Here, the ability of a functional group to influence the reactivity of an alkyl site extends to 
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the gamma position, with the effect on the rate coefficient decreasing as the distance of the functional 
group increases. 

For alkenes, addition of the OH to the unsaturated bond(s) is the dominant pathway, with hydrogen 
abstraction being minor in all but the most reactive67 or bulky substitutions.121 Alkyl substitution about 
the unsaturated bond enhances the rate coefficient substantially due to the electron donating effect of 
alkyl groups, whereas electron-withdrawing substitutions such as halogens or nitriles reduce the 
reaction rates substantially. As with abstraction reactions, multiple approaches are available for making 
estimates, including an extension of the group-additivity approach that ascribes a reactivity to a 
substituted olefin together with substituent factors for non-alkyl substitutions,68 PFMO approaches,122 
and topological and molecular index-based approaches using one123 or more descriptors.e.g. 124 The 
method of Kwok and Atkinson68 provides no site-specificity for the addition of OH to each carbon 
atom of an asymmetrical alkene. In contrast, the SAR of Peeters et al.125 provides estimates of the 
preference of carbon atom in these systems, but this SAR is restricted to simple hydrocarbons. 

For arenes, addition is also the dominant mechanism. Because the -orbitals are delocalized, addition 
reactions are slower than those of the alkenes. It has been noted previously that the arene reactions 
possess negative temperature dependencies at low temperature (resulting from stabilization of pre-
reactive complexes), positive temperature dependencies at high temperature (where hydrogen 
abstraction becomes more important) and a transitional temperature regime (where redissociation of 
OH–arene adducts becomes important). Substitution patterns affect the reactivity of the arenes, and as 
with the alkenes, electron-donating and withdrawing substitutions influence the rate coefficient. There 
are comparatively few methods for estimating arene + OH rate coefficients. The SAR of McGillen et 
al.126 based on a single topological index is restricted to compounds that contain carbon and hydrogen 
only, with no prediction of the product distribution. The SAR of Zetzsch127 can be applied to more 
compounds, as its estimates of reaction rates are based on Hammett σ* substituent constants which are 
available for a large range of substituents. Zetzsch postulates that where addition sites are non-
equivalent, the OH radical will preferentially add to the carbon with the most negative value of Σσ*, 
but does not predict the statistical distribution among possible addition sites. 

5.a.2 VOC + O3 

The ozonolysis of unsaturated VOCs is probably the most complex, non-divisible reaction mechanism 
in the atmosphere, typically proceeding over more than 5 chemically activated intermediates, with 
excitation energies as high as 100 kcal mol-1.128,129 The initial reaction proceeds through the concerted 
1,3-dipolar cycloaddition of ozone to the double bond, forming an energy-rich primary ozonide (1,2,3-
trioxolane, POZ). The POZ then rapidly dissociates to yield stable primary carbonyl species and 
Criegee intermediate (CI) co-products, the majority of which are formed in an excited state. The 
identity of these species is determined by the structure of the parent alkene.129 As discussed in more 
detail in the Criegee Intermediate section (5.d.4), products formed in the decomposition of the POZ can 
exhibit a wide range of internal energies, which will strongly affect their chemistry. In smaller alkenes, 
most of the energy partitions into the CI and simple SARs can be used to derive the initial product 
branching based on the structure of the parent alkene, using measurements of primary carbonyl 
products assumed to be formed in 100% total yield.130 For asymmetrical poly-olefinic species, this 
approach is hampered by the uncertainty surrounding the decomposition of the POZ towards products. 
Taking isoprene as an example, the yield of methacrolein is higher than that of methyl vinyl ketone 
(0.42 vs 0.17),131 with formaldehyde constituting the remainder of the primary carbonyl formed. This 
may indicate that, for this conjugated dialkene, the less substituted olefinic bond is the dominant 
reaction site, as suggested by Lewin et al.132 However, a second possibility is that formaldehyde 
represents a preferred leaving group from the more substituted POZ, with the reactivity of the more 
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substituted olefinic bond being higher than the methyl vinyl ketone yield would suggest. In systems 
such as these, a more comprehensive product study that accounts for both the carbonyl and CI 
fragments is more informative.131 

As with the equivalent electrophilic addition reactions of the OH, Cl and NO3 to olefinic bonds, the rate 
of reaction with O3 depends strongly on the number and nature of the alkyl substituents attached, 
reflected in the electron density of the double bond.6,87,133 There are a range of SAR approaches 
available in the literature for estimating rate coefficients for alkene ozonolysis, including simple SARs 
based on generic alkene structures,e.g. 5,6,87,134 Frontier Molecular Orbital correlations,e.g. 123,132,133,135–138 
and topological indices approaches.e.g. 69,123 Ozone SAR correlation plots exhibit more scatter than for 
OH and NO3. Some of this scatter may be attributed to experimental difficulties. For example, some 
earlier literature rate coefficients do not take into account the formation of OH radicals from the 
decomposition of the stabilized CIs formed in the ozonolysis reaction, therefore it is possible that these 
measurements suffer from interferences. To alleviate this potential problem, ozone rate coefficients are 
now usually measured in the presence of OH scavengers. Another source of scatter in this relationship 
is that the steric requirements for the concerted 1,3-dipolar cycloaddition mechanism are more stringent 
than for other addition reactions. Working under this hypothesis, McGillen and coworkers61,69,70 were 
able to produce relatively precise SARs for olefins and functionalized alkenes using a geometric 
description of the substitutions around olefinic bonds. The steric effect proposed by these studies was 
found to be less pronounced for alkenes containing heteroatomic functional groups, which results from 
the larger range of inductive effects experienced by olefinic bonds in these molecules, which tends to 
dominate other factors that control the reaction rate. A further complication in the ozonolysis 
mechanism may arise from its sensitivity to asymmetry of the -bond, as well as ring-strain effects 
playing an important role in e.g. the terpenoids.132,133,139 A major limitation of current ozonolysis SARs 
is that they are not site-specific. The SARs of McGillen and coworkers, however, represent averages of 
indices calculated separately for each of the olefinic bonds contained within a molecule; the ratio 
between these indices could yield an estimate of the expected site-specificity.  

5.a.3 VOC + NO3 

The NO3 radical plays an important role in night-time chemistry and is a very efficient sink for 
unsaturated VOCs that react rapidly with NO3. Reactions of NO3 with VOCs, in particular, with 
biogenic VOCs (BVOCs), have received increased attention in the recent literature as these processes 
have been shown to be an important source of organic nitrates and SOA.140 However, NO3 chemistry 
remains much less understood than OH chemistry, the main uncertainties being the identity of the 
products and the mechanisms leading to their production. One of the main reasons for the uncertainties 
is that organic nitrates are very difficult to detect and quantify due to the lack of standards. Hence, 
mechanistic studies are often limited to the determination of total organic nitrates and SOA yields 
without any detection or quantification of individual nitrate species.140 For this reason, reaction path 
branching ratios for different reaction sites are rarely available and SAR parameterizations are mainly 
based on global kinetic data. In addition, few data are available for multifunctional species, which 
precludes a robust validation of NO3 SARs. NO3 reactions exhibit a much larger range of rate 
coefficients in comparison to OH chemistry, ranging from 10-18 cm3 molecule-1 s-1 for short-chain 
alkanes to 10-10 for some terpenes. This implies that rate coefficients are very sensitive to the chemical 
structure, requiring accurate determination of SAR parameters. 

Several SARs have been developed to predict rate coefficients for the reactions of NO3 with VOCs. 
These are based on molecular graphs and group additivity methods,141 molecular properties, such as the 
ionization potential,142 a topological index123 and quantum-based indicators.122,143,144 The reliability and 
scope of applicability of these SARs are variable and very dependent on the method applied. The 
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method proposed by McGillen et al.117,123 based on Randić and Balaban topological descriptors has 
been shown by the authors not to provide reliable estimates. Methods based on quantum calculation 
developed by Gramatica et al.145 for aliphatic and aromatic compounds and by King et al.135,143 and 
Pfrang et al.122,136 for alkenes provide good results. The method proposed by Pfrang et al., based on 
correlations with HOMO energy, has also been extended to several families of oxygenated species 
(esters, ketones and ethers).137,138 The method developed by Kerdouci et al.141,146 is based on the group 
additivity method and is quite similar to that developed by Atkinson and al.116 for OH chemistry. It was 
initially developed for alkanes, alkenes, and oxygenated species (alcohols, esters, ethers, ketones)141 
and has since been extended to include saturated and unsaturated aldehydes.146 The level of agreement 
between the measured and estimated rate coefficients is generally good even for the few bifunctional 
species for which experimental data are available. However, whatever the method, a number of 
functional groups are not parameterized (nitrate, nitro, amine, alkyl sulfides, thioethers, halogens, …) 
thus limiting the range of applicability of these SARs. For empirical SARs, this limitation is 
attributable to the lack of experimental data. To improve the accuracy and the scope of applicability of 
the SARs, new experimental data or quantum calculations for mono-and multifunctional species are 
necessary. These data should include not only overall rate coefficients but site-specific information.  

5.a.4 VOC + Cl  

Reactions of Cl-atoms with VOC are of some atmospheric significance, with ubiquitous sources arising 
from condensed-phase reactions of Cl- ions with N2O5 in the nighttime atmosphere, from sea-salt based 
chemistry in the marine boundary layer, and from dissociation of ClNO2.

2,147 As with OH, NO3, and Br, 
reaction can occur via H-atom abstraction or via addition to C=C double bonds. The rate coefficient 
database for these reactions is extensive, though not quite as developed as for OH. The Cl+VOC 
reactions are generally less selective than the corresponding OH reactions. Despite this fact, these 
reactions (particularly those involving abstraction) are used extensively in laboratory studies as 
surrogates for OH-initiated studies of VOC oxidation and/or for the production of specific alkyl or 
alkyl peroxy radicals.  

An overview of structure-reactivity correlations for Cl/VOC abstraction reactions has been presented 
by Poutsma.148 As summarized therein, group-additivity formulations (as described above for OH 
reactions) have been conducted by many groups, but typically for only mono-functional species and to 
subsets of the available data. Issues with applying the method to multifunctional species are discussed, 
with the effect of multiple substituent groups shown to be non-multiplicative. A more complex 
estimation method, based on a combination of Evans-Polanyi and Hammett parameters, was shown by 
Poutsma148 to provide excellent predictive capability. Addition of Cl-atoms to olefinic bonds are 
extremely rapid, exceeding  110-10 cm3 molecule-1 s-1 except for some halogen-substituted alkenes. 
Group-additivity structure-reactivity parameters for addition reactions have been determined by Teruel 
et al.,149 although again based primarily on mono-functional species. Further work to unify these 
approaches based on a more complete data set, perhaps using Atkinson-style parameterizations, seems 
warranted.  

5.a.5 VOC + Br  

Reactions of Br-atoms with VOCs are of limited atmospheric importance, primarily exerting an 
influence in the marine boundary layer (MBL).2 These reactions are of particular significance in polar 
springtime MBLs, when surface snow/ice chemistry initiates Br/BrO chemical cycles that deplete 
ozone to near-zero values in isolated instances.2,150 Br/VOC reactions can occur via abstraction or 
addition.2 For energetic reasons, abstraction reactions are slower than the corresponding OH or Cl-atom 
abstractions; reactions are usually endothermic for alkanes, haloalkanes and ketones, and approach 
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thermoneutrality for alcohols, ethers and aldehydes. Only a few rate coefficient measurements exist for 
each of these compound classes.2,151–153 Additions of Br-atom to unsaturated VOCs (alkenes and 
alkynes) are complex processes, as the Br-containing alkyl radical formed via addition typically 
decomposes to reactants on a time scale that is competitive with O2 addition to form a peroxy 
radical.2,153–155 The effective reaction rate coefficients thus generally possess complex temperature, 
pressure and O2 partial pressure dependencies. Measurable rate coefficients have been reported for 
reaction of Br-atoms with aromatics and furans.152,154 Due to the limited importance of Br/VOC 
reactions in atmospheric chemistry, the complexity of the alkene/alkyne addition reactions, and the 
general paucity of data, SARs have not yet been developed. 

5.a.6 VOC + O(
3
P) 

Reactions of ground state oxygen atoms, O(3P), are of interest in combustion, atmospheric chemistry, 
and astrochemistry. In the troposphere O(3P) atoms are removed rapidly via reaction with O2, 
concentrations of O(3P) atoms are thus orders of magnitude lower than the principal atmospheric 
oxidants (OH, NO3 and O3), and reaction with O(3P) is a negligible atmospheric fate of VOCs.2  
However, reactions of VOCs with O(3P) can be significant in laboratory studies during UV irradiation 
of gas mixtures containing high concentrations of NO2, which can lead to much higher O(3P) 
concentrations than encountered in the troposphere. This may also be the case in plumes where high 
concentrations of NO2 and VOCs may both be present. Rate coefficients are available for reactions of 
O(3P) with a number of alkanes, alkenes, dienes, aromatics and oxygenates.156 Product studies have 
been reported in a relatively limited number of investigations. In general, the reactions of O(3P) with 
VOCs at room temperature proceed via similar mechanisms to those of OH (H atom abstraction and/or 
electrophilic addition). Correlations between O(3P) and OH rate coefficients with alkenes and 
aromatics and a SAR for the reaction of O(3P) with alkanes are discussed in the literature.88  

5.a.7 VOC + NO2 

NO2 can react with unsaturated VOCs via addition and H-atom abstraction, although these reactions are 
generally quite slow and of essentially no atmospheric significance.88,157,158 The reactions are most 
often encountered as interferences in chamber studies of OH / VOC chemistry. Reactions with mono-
alkenes are exceedingly slow, with values 10-20 cm3 molecule-1 s-1.88,157  Reactions with conjugated 
dienes are more rapid ( 10-20 to 10-17 cm3 molecule-1 s-1),159 but still too slow to be of significance 
under typical (even polluted) ambient conditions.88,157,158 Though expected patterns of 
structure/reactivity are evident in the limited available data,158 and a basic SAR is available160 for alkyl-
substituted alkenes and conjugated alkenes based on group additivity, no extensive SARs have yet been 
created for these reactions. 

5.b. Unimolecular VOC reactions  

The only organic compounds (other than radicals) that are known to undergo unimolecular reactions at 
non-negligible rates in the atmosphere are peroxynitrates, i.e., compounds with -OONO2 structures, 
which thermally decompose to form peroxy radicals and NO2. Peroxynitrates are not emitted directly 
but are formed by reactions of peroxy radials with NO2 and are often in equilibrium with the reactants, 
particularly at warmer temperatures near the Earth’s surface. Decomposition rate coefficients have 
been measured and evaluated for several representative peroxynitrates. Atmospheric half-lives for 
decomposition at 298 K and 1 atm pressure are ~0.5 seconds for methyl peroxynitrate (~0.15 s at the 
high pressure limit)90 and ~0.5 to ~1 hour for acyl peroxynitrates, RC(O)OONO2.

89 No SARs have 
been developed for peroxynitrate decompositions, though mechanism developers generally assume that 
the high-pressure rate coefficients for methyl peroxynitrate are representative of those for other alkyl 
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peroxynitrates, using the high pressure rate coefficients for PAN (R=CH3) and PPN (R=C2H5) for other 
acyl peroxy nitrates. However, halogenated alkyl peroxynitrates are considerably longer-lived than the 
standard alkyl peroxynitrates species, (e.g., CF2ClOONO2 stability is about 30 times that of CH3O2NO2 
at 298 K).161 All of these decomposition reactions are highly temperature-dependent, and are 
significantly slower at the lower temperatures characteristic of the upper atmosphere or winter ozone 
episodes. 

In terms of atmospheric impacts, the rates of decomposition of methyl and, by extension, other alkyl 
peroxy nitrates are too fast at temperatures encountered in the lower troposphere for them to build up to 
non-negligible concentrations. Their formation and decomposition can be ignored, despite the fact that 
their rates of formation in the presence of NOx and VOCs are relatively high. In contrast, the 
alkylperoxy nitrates do need to be considered at the lower temperature conditions of the middle to 
upper troposphere. Thus, while these species were neglected when modeling winter ozone episodes in 
Wyoming, where the temperature was around 265K,162 there is now clear evidence for the presence of 
CH3O2NO2 in the upper troposphere163 at concentrations that are comparable to those of NO2.  

In contrast to the alkylperoxy nitrates, PAN and the higher acyl peroxynitrates are stable even near 298 
K, and thus need to be considered under all atmospheric and environmental chamber conditions. The 
atmospheric lifetimes are longer than calculated using just the decomposition rate coefficient because 
they are in equilibrium with acyl peroxy radicals and NO2. These lifetimes are long enough for PAN 
and other acyl peroxynitrates to be transported over long distances and subsequently decompose to 
regenerate reactive NOx, and thus serve as reservoir species that can impact ozone formation in multi-
day episodes. Thus, it is important to have appropriate rate coefficients and their temperature 
dependences for the formation and decomposition of these species included in regional models. 

Relatively little is known about the effects of non-alkyl substituents on lifetimes of peroxynitrate 
species other than the effects of halogenation noted above, though the presence of C=C bonds does not 
seem to have a large effect.89 Further work is needed to investigate whether non-alkyl peroxynitrates 
are formed to a sufficient extent and have sufficiently different decomposition rates that estimates for 
them need to be developed. 

5.c. Photolysis Reactions 

5.c.1  Rate Coefficients and Actinic Flux 

Photo-dissociation and photo-tautomerization of atmospheric molecules by solar radiation plays a 
fundamental role in atmospheric chemistry. Many organic molecules absorb solar radiation at 
wavelengths λ of sufficient energy to break or rearrange some bonds, leading not only to their direct 
degradation but also to the production of radical photo-fragments that can significantly affect daytime 
atmospheric reactivity. Photolysis or photo-dissociation is the general class of reactions R1 described 
as: 

ABC + hv  AB + C      R1 

For some molecules, photo-induced intramolecular rearrangement is also possible, e.g. photo-
tautomerization of acetaldehyde to vinyl alcohol.164 The rate coefficients for photochemical reactions 
are quantified by the first-order rate coefficient j, which is calculated from equation E1:  

         dFPTTj ,,,     E1 

as given by Finlayson-Pitts,3 where F() is the spectral actinic flux at wavelength , () is the 
molecular absorption cross section and Φi() is the quantum yield of various possible dissociation or 
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rearrangement channels i (e.g., in illustrative reaction R1, atom 'C' as the leaving moiety can be A, B, 
or C). Both σ and  are typically wavelength dependent and can also be temperature (T) and pressure 
(P) dependent. 

The absorption cross-sections and quantum yields Φ need to be specified as part of the mechanisms, 
being specific to the photo-process. The spectral actinic flux, on the other hand, is a property of the 
environment being modeled165–167 and is independent of the chemical mechanism employed. A 
pertinent observation is that the transmission through stratospheric ozone varies by many orders of 
magnitude over a narrow wavelength range (ca. 295-320 nm), implying the need for comparatively 
high spectral resolution in this wavelength range. Chemical mechanisms generally compute j by one of 
three ways: (i) direct convolution (see equation E1) of the actinic flux with the  and Φ for the 
molecule of interest as obtained from laboratory measurements, (ii) assign the j for a reaction with 
unknown characteristics to the j from another (surrogate) known reaction, or (iii) use SARs for 
estimating  and Φ, which is the focus here. 

5.c.2 Absorption Cross Sections 

Absorption cross sections or spectra are known for many – though far from all – organic molecules of 
atmospheric interest. Most emitted hydrocarbons do not absorb at tropospheric wavelengths. Thus here 
we are dealing mostly with the partially oxidized intermediates, which themselves can become a large 
fraction of reactive species (e.g. as measured by OH reactivity) as a polluted air parcel ages, where the 
contribution of photolysis of oxidized intermediates becomes the major source of radicals (Figure 1).  

Simple moieties (chromophores) that absorb at tropospheric UV wavelengths include carbonyls 
(C(=O) and CHO), nitrates (ONO2), peroxides (OOH), and iodo- and bromo-substituted 
molecules; while simple alcohols (OH), carboxylic acids (C(=O)OH), and esters (C(=O)O) are 
not expected to absorb at tropospheric wavelengths. Absorption spectra are available for many 
molecules containing a single chromophore (e.g. simple ketones, aldehydes, organic peroxides and 
nitrates), but data are much sparser for multifunctional molecules, i.e. containing multiple 
chromophores or a chromophore and other functionalities, or molecules that also contain double bonds. 
Different spectra may be expected depending on the nature and location of the substitutions (e.g. 
multiple chromophores, conjugation, etc.). For molecules containing well-separated chromophores, 
some additivity rules have been explored but are not fully developed.168,169 Substitutions at the 
important  position have been explored for relatively few molecules and remain an important 
uncertainty. 

Compilations of absorption cross sections are available. Both the IUPAC Task Group on Atmospheric 
Chemical Kinetic Data Evaluation90 and the NASA JPL Chemical Kinetics and Photochemical Data for 
Use in Atmospheric Studies91 panels provide evaluated compilations of kinetic and photochemical data, 
including laboratory measured cross sections for a range of atmospherically important species. Other 
useful databases of absorption cross sections include the comprehensive Mainz Spectral Atlas 
(http://satellite.mpic.de/spectral_atlas) and the thorough recommendations given by the Calvert et al. 
reviews on the mechanisms of atmospheric oxidation of alkenes, aromatics, alkanes and 
oxygenates.2,19,87–89 

5.c.3. Quantum yields 

Quantum yields are inherently related to the energy of incident photons relative to the strength of the 
bonds in target molecules. Thus, quantum yields at visible wavelengths tend to be near zero, and 
increase toward shorter, more energetic wavelengths. Near threshold, thermal vibration and rotation 
can contribute to this increase. The possibility of multiple product channels means that quantum yield 
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values for individual channels can be less than one, even at the shortest wavelength. For many 
molecules (e.g. carbonyls) laboratory studies show that quantum yields decrease with increasing 
pressure (especially near threshold), implying substantial collisional quenching. This pressure effect is 
understood by considering the photolysis reaction R1 as composed of three parts,  

 ABC + hv  ABC*   (excited state formation)    R2 
 ABC* + M  ABC (quenching)      R3 
 ABC*  AB + C (fragmentation)      R4 

Assuming steady state for the excited molecule ABC* gives the well-known Stern-Volmer expression, 
in which the reciprocal of the quantum yield increases linearly with pressure [M],   

 1/ = 1 + (k3/k4)[M]        E2 

where k3 and k4 are the rate coefficients for R3 and R4, respectively. Temperature dependences of 
quantum yields are also known to exist. 

Even compared to the experimental literature database for cross sections, coverage is poor for quantum 
yield data, especially for wavelength-dependent measurements. Currently, there are no SARs 
specifically available to predict quantum yields of organic photolysis reactions. In cases where 
quantum yields of 0 or 1 are not obvious choices, methods are needed to predict the relative 
probabilities of multiple dissociation channels and the influence of environmental factors such as 
temperature and pressure. A lack of detailed quantum yield information leads to inaccurate product 
yields and missing product channels (radicals, non-radical channels and photo-induced intramolecular 
rearrangement), which will impact the accuracy of the chemical mechanisms. 

Compilations of quantum yields are available from the same sources as listed above for the absorption 
cross sections, although quantum yield data are much sparser  

5.d. Reactions of reactive intermediates 

As discussed in Section 2.a, the initial reactions of the VOCs form various types of radicals, whose 
multiple possible reactions cause much of the complexity and uncertainty in atmospheric mechanisms. 
Although a variety of types of radicals can be formed (see Figure 2), for the purpose of this discussion 
we will consider carbon-centered radicals, peroxy radicals, alkoxy radicals, and Criegee intermediates 
(carbonyl oxides, sometimes called Criegee biradicals), which are the most important examples. In 
some cases, e.g., for most carbon-centered radicals and certain rapidly decomposing radicals there is 
only one dominant fate so quantitative estimates of rate coefficients are not important for atmospheric 
mechanisms. However, peroxy radicals have a number of competing bimolecular reactions and some 
may also have competitive unimolecular reactions. Alkoxy radicals likewise have a number of 
competing reactions whose relative importances are estimated to be highly variable depending on the 
radical. Reliable quantitative SARs for these reactive intermediates are necessary to determine the 
relative importance of these competing processes and also to determine which reactions are dominant 
or negligible. 

5.d.1 Carbon-centered radicals 

Carbon-centered radicals include alkyl (R), carbonyl (RC(O)) and vinyl (=C) radicals. Vibrationally 
excited carbon-centered radicals can be formed when OH or another radical adds to double bonds or 
when these radicals are formed in photolysis reactions. Regardless of initial excitation, the major fate 
for most such radicals is reaction with O2, as the lifetime of carbon-centered radicals with respect to 
reaction with O2 is of the order of 10-100 ns, owing to a combination of high rate coefficients and high 
O2 concentration. Most atmospheric kinetic models do not include carbon-centered radicals explicitly, 
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but rather represent them by formation of their products. Although most react to form the 
corresponding peroxy radical, those with labile hydrogens whose removal would form a stable product, 
such as -hydroxy or formyl radicals, react instead by H-abstraction forming HO2 and an oxygenated 
product, either as a concerted process or after formation of a short-lived peroxy radical. For example 
for very-high NOx conditions it was reported170 that reactions of the intermediate >C(OH)OO radical 
with NO can lead to the formation of NO2 and a carboxylic acid. H-abstraction also operates for OH-
aromatic adducts, but O2 addition and decomposition reactions are also thought to occur.19 In contrast, 
vinylic radicals add O2 across the double bond to give a carbonyl compound and a carbonyl 
radical.e.g, 171

 

However, certain carbon-centered radicals decompose sufficiently rapidly that decomposition competes 
with O2 reaction, in some cases even for thermalized radicals. Radicals of the type >COX can rapidly 
form >C=O + X, where X = OH, OR, NO2, or ONO2, in decompositions that are exothermic and not 
expected to have large entropy or activation barriers. Substituted carbonyl radicals, XC(O) , may also 
decompose to form X + CO if the X–CO bond is sufficiently weak or the radical is sufficiently 
excited. For example, for –C(O) 172 and –Cl173 substitutions, the decomposition has been shown to be 
fast, and calculations174 also suggest fast decomposition reactions for –CCl3 and –C(CH3)2OH 
substituents. Comprehensive SARs do not exist for such reactions, though rate coefficients have been 
theoretically calculated for several examples174. 

Carbon-centered radicals with peroxide substituents may also undergo cyclization, where the weak O-
O bond breaks and reacts with the radical center, forming a cyclic ether and a radical co-product. For 
"QOOH" radicals, important in combustion systems and in atmospheric HOM formation, Curran et 
al175 estimated rate coefficients for cyclization and showed that some may be sufficiently fast to 
possibly compete with O2 addition under atmospheric conditions.  

Although the role of the cyclization of unsaturated thermalized carbon-centered radicals is uncertain, 
there is experimental evidence that vibrationally excited carbon-centered radicals formed from the 
addition of OH to double bonds undergo cyclization reactions forming epoxides or other products. 
Evidence for this has been reported in studies of reactions of OH with unsaturated hydroperoxidese.g, 176 
and unsaturated PAN compoundse.g, 177 formed in the reactions of isoprene. However, comprehensive 
SARs do not exist for cyclization reactions of either stabilized or excited radicals. 

Carbon-centered radicals adjacent to a 3- or 4-membered ring may undergo ring opening, forming a 
double bond and another carbon radical center. Experimental and theoretical evidence of this is seen in 
product studies of the reactions of OH with terpenes and terpene products where the OH addition forms 
carbon-centered radicals adjacent to a 4-membered ring.170,178,179 Vereecken and Peeters179 calculated 
that ring opening of the excited OH + -pinene adduct occurs ~70% of the time, with the remaining 
radicals being collisionally stabilized. Ring opening of radicals adjacent to 5-membered or larger rings 
are endothermic and therefore not important under atmospheric conditions. 

5.d.2 Alkylperoxy radicals 

Under atmospheric conditions, most alkylperoxy radicals react through bimolecular reactions with NO, 
RO2 or HO2, but a few have unimolecular reactions fast enough to be non-negligible or even dominate 
over the competing bimolecular reactions.180–182 Recent estimates indicate that the rates of multiple loss 
processes can be competitive in many cases, with product formation depending on rate coefficients as 
well as atmospheric co-reactant concentrations; isoprene oxidation is an important example.183,184 
Reactions of several RO2 are currently insufficiently known and better quantification is needed.  

The reaction of RO2 with NO yields either alkoxy radicals + NO2, or nitrates, RONO2. As nitrate 
formation is a significant radical loss process, easily exceeding 20% of the mass flux of organics 
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oxidation, the nitrate yields are important inputs into mechanisms. This reaction is typically in the fall-
off regime, making the nitrate yield temperature- and pressure-dependent. While SARs exist to predict 
nitrate yields for linear and branched alkylperoxy radicals,36 little is known about the influence of 
heterosubstitution, cycles, unsaturation, or aromaticity on the nitrate yield. Nitrate yield SARs need to 
be extended to apply to all types of peroxy radicals. This includes acyl peroxy radicals, where nitrate 
formation has been assumed to be minor but cannot necessarily be ruled out. Importantly, RCO2 + NO2 
reactions lead to the formation of short-lived peroxy-nitrate reservoir species that, depending on 
temperature and pressure, mostly re-form reactants upon decomposition (see Section 5.c). 

The reaction of RO2 with HO2 can yield either ROOH + O2, RO + O2 + OH, or ROH + O3, though 
hydroperoxide formation, ROOH, is believed to be the major process for most alkyl peroxy radicals. 
Recent measurements185,186 show that all three routes can be important for acyl peroxy radicals, 
RC(O)O2, with branching ratios derived for smaller members of the series. Non-hydroperoxide routes 
appear important as well in the case of peroxy radicals with carbonyl groups located in -position to 
the peroxy function, although this process too has only been investigated for a few smaller RO2 
species.187,188 Some SARs exist for the total rate constants for RO2 + HO2 reactions,189–191 but none 
estimate the contributions for the OH- and O3-forming channels. 

The reaction of RO2 + RO2 is a complex reaction class due to the large number of reactant permutations 
needed in the models. All models treat this class in an approximate manner, typically by assuming a 
reactive pool of RO2 radicals rather than explicitly speciated RO2 co-reactants; treatment of the RO2 
pool and estimation of rates differ between implementations.5,8,36 Under atmospheric conditions, this 
works reasonably well, as CH3OO is by far the most abundant peroxy radical and drives the RO2 cross-
reactions. For modeling studies under different conditions, e.g. chamber studies that oxidize a single 
organic compound, defining the RO2 reaction pool is less straightforward, and could cause different 
product channel contributions. Recent measurements on HOM (highly oxidized organic molecules) 
formation in the context of aerosol formation suggest that the RO2 intermediates can also form dimers 
and polymers, though the exact reaction mechanism for chain elongation is not currently 
known.21,179,192 Current research on low-volatility compounds in SOA formation could benefit from a 
detailed description of RO2 + RO2 reactions, both by a more nuanced description of the RO2 pool, and 
via further study of product yields from these reactions. 

There is some evidence from -pinene oxidation modeling that ring closure reactions in unsaturated 
RO2 radicals can strongly affect the chemistry and radical propagation chain.179,193,194 Oxidation of 
aromatic compounds also has a large flux through bicyclic compounds formed from RO2 ring-closure 
reactions.195,196 For neither reaction is a SAR available. It is currently unclear whether such RO2 ring 
closure reactions are a common reaction class, or merely a channel active for only aromatics and a 
handful of other VOCs.  

H-migration in RO2 radicals was recently shown to be critical to describe low-NOx OH-regeneration 
processes in terpenoid isomerization, and for the formation of HOMs for a variety of reactant 
classes.20,182 Some SARs are available, but these are not extensive enough to treat the highly-
functionalized compounds formed in HOM formation. Since many of these reactions are estimated to 
be competitive with bimolecular reactions, accuracy for such SARs is critical to obtaining proper 
yields, with better estimation of aerosol yields.197 This area has clear synergies with efforts in low-
temperature combustion, where similar reaction pathways181,198 were shown to be important for radical 
chain branching. 

Once formed, most RO2 radicals are sufficiently long-lived that they will participate in the bimolecular 
reactions described above. There are two notable exceptions to this: 1.) Recent work suggested that the 
reaction of resonance-stabilized allyl radicals with O2, forming -vinyl-alkylperoxy radicals, can be 
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treated as reversible. Specifically, RO2 intermediates from allyl-stabilized alkyl radicals formed in the 
isoprene oxidation were shown199 to redissociate, and thus contribute to the re-equilibration of the 
various RO2 adducts as they are depleted through various isomer-specific channels. Aromatic 
compounds likewise exhibit re-dissociation of alkylperoxy radicals after the reaction initiation with 
OH, channeling aromatic oxidation through channels that favor ortho-substitution.200 There is as yet no 
SAR available that is able to describe this O2-addition/re-elimination, hampering studies on OH 
regeneration and aromatic oxidation. 2.) Where the resulting peroxy radical contains a labile geminal 
bond (such as the C–I bond in CH2IOO), excess energy from the addition reaction may be sufficient for 
bond scission leading to the formation of stabilized Criegee intermediates;201 No SAR is available to 
predict these reactions. 

5.d.3 Alkoxy radicals 

Alkoxy radicals have a number of competing reaction pathways, and in many cases no single pathway 
necessarily dominates, making quantitative estimates or rate coefficients important. By and large, 
alkoxy radical decomposition or H-abstraction by O2 are well-understood processes, and several 
SARs97,103,105,190,202–207 are available that can guide model development. However, extension of these 
SARs to multifunctional compounds would be beneficial, especially to verify whether long-range 
interactions should be considered. Less is known about H-migration in alkoxy radicals, an important 
channel that has also recently been implied in sequential oxidation steps in HOM formation. Some 
SARs are available,103,104,106,202–204,208,209 but as H-migration is clearly dependent on substitution and 
long-range interaction, a significant effort towards extending the SARs is necessary. H-atom 
elimination was shown to be important in some ether-alkoxy radicals;210–213 no estimation methods are 
available for this reaction class. In addition, no estimation methods are available for "ester 
rearrangement" reactions, which involve H shifts to a carbonyl group and formation of an acid and 
carbonyl radical,214,215 though rate coefficients relative to other alkoxy reactions can be estimated from 
product studies for a few compounds.e.g. 103,216–219 

Reaction of a typical alkylperoxy radical with NO, forming an alkoxy radical and NO2, is exothermic 
by 15-20 kcal mol-1 and much of the energy is imparted to the alkoxy radical product.2 When an alkoxy 
radical has a low energy barrier to unimolecular decomposition, a significant fraction of the nascent 
alkoxy radicals have then sufficient energy to overcome the barrier, allowing for “prompt”, non-
thermal decomposition. The remaining fraction of the alkoxy radicals is thermalized by collisions with 
the bath gas. While it has been shown that chemical activation in the exothermic RO2 + NO reaction 
plays an important role in the atmospheric fate of some alkoxy radicals, the general importance of 
chemical activation in the gas-phase atmospheric chemistry of alkoxy radicals remains unclear, and 
could benefit from more extensive experimental and theoretical datasets. Data is particularly needed for 
halogenated and oxygenated alkoxy radicals. Formation of alkoxy radicals from RO2+RO2 reactions is 
less exothermic, and thus less influenced by chemical activation. 

Ring closure in unsaturated alkoxy radicals has been reported179 to affect the chemistry for some 
VOCs, but it remains unclear whether this reaction class deserves a high priority in kinetic model 
development. Targeted quantum chemical calculations on specific RO radicals formed in the current 
atmospheric mechanisms could determine whether this reaction class can be competitive. 

5.d.4 Criegee intermediates 

Several sources of carbonyl oxides (Criegee intermediates, CI) are active in the atmosphere. The largest 
of these is the ozonolysis of unsaturated VOCs such as the terpenoids that make up most of the non-
methane organic compounds emitted to the atmosphere. Other potential sources of CI include the 
reaction of O2 with carbenes formed in photolysis reactions,220 the oxidation of iodinated 
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compounds221,222 or dimethyl sulfoxide223 emitted from the oceans, and lightning discharge224 on 
atmospheric CH4. In determining the fate of CI in the atmosphere, a distinction must be made between 
excited and stabilized CI (SCI), as CI can be formed with a wide range of internal energies, ranging 
from 0 to nearly ~100 kcal mol-1;128,129 the difference in internal energy imparted by the formation 
reaction will strongly affect their chemistry.129,225–228  

Excited CI have a high energy content, with lifetimes that are too short to have an appreciable chance 
of undergoing bimolecular reactions under atmospheric conditions. These CI undergo prompt 
unimolecular reactions, with some CI efficiently forming OH and other radical species via 
isomerization through a vinylhydroperoxide intermediate,129 or they become stabilized by energy loss 
in collisions with air molecules. Formulating a SAR for excited CI is difficult, since each formation 
reaction imparts a different energy distribution to the CI,227,229,230 which in turn affects the product yield 
distribution through the different unimolecular reactions available, as well as changing the fraction of 
CI that will be collisionally thermalized. Indeed, even the formation of the same CI, e.g. CH2OO, from 
similar molecules such a set of C10H16 monoterpenes, will impart a different CI energy distribution (i.e. 
different ratio of thermalized versus chemically activated CI), and hence result in a different chemical 
fate of the CI. Temperature and pressure will also alter this energy distribution. Typically, due to the 
fast reactions of excited CI, their product formation is lumped into the formation reaction, where each 
reaction has somewhat different yields. SARs exist for the total OH yields from ozonolysis 
reactions;6,129 these are based on the structure of the parent alkene and assume that OH is being formed 
predominantly via a vinylhydroperoxide intermediate. Large gaps remain in our knowledge on the fate 
of excited CI, and the relative yield of excited versus stabilized CI. This lack of knowledge is 
exacerbated by experimental difficulties, where it is not always easy to distinguish between products 
formed from excited or stabilized CI, or to isolate the impact of secondary chemistry of the CI 
involved; complementary theoretical studies may be a significant help. 

Stabilized CI can be formed either directly in the source reaction, e.g. an ozonolysis reaction, or 
through thermalization of excited CI, where the collisional energy loss process implies a pressure and 
bath gas dependence on their yield. Once formed, the fate of SCI is not determined by their source 
reaction. The yields of SCI are poorly constrained, though some predictive correlations have been 
proposed, relating measured SCI yields to the structure of the parent alkene6 or the measured total 
ozonolysis OH yield.129 The speciation and stereoconformation of the different SCI that can be formed 
in a single formation reaction has likewise only been documented for a handful of ozonolysis 
reactions.e.g. 130,131,228,230,231 This latter aspect of SCI chemistry is particularly difficult for model 
developers, as SCI rate coefficients can vary by many orders of magnitude, even across CI 
stereoisomers.232 SCI have a longer lifetime than excited CI, of the order of microseconds to minutes, 
and can therefore undergo bimolecular reactions in competition with unimolecular reactions. SCI can 
act as an oxidant, where reaction with water vapor (i.e. H2O and (H2O)2) is the dominant bimolecular 
loss process in the atmosphere.232 Literature studies over the last decade have described the reactivity 
of SCI, mostly focusing research efforts on the smallest SCIs, i.e. H-atom- and methyl-substituted SCI. 
Significantly less information is available on the larger, more structurally diverse SCI formed from 
terpenoids. Very recently, an extensive theoretical study232 made SARs available for the unimolecular 
reactions of SCI, and their reaction with water vapor, incorporating several of the functionalities 
present in primary emitted VOCs and their main first-generation products. These and other results 
suggest that the concentration of SCI in the atmosphere is very low, 103 to 105 molecule cm-3,232–235 
with a limited impact on atmospheric processes, but the accuracy of the predictions still does not allow 
for a definitive resolution of the importance of SCI chemistry in the atmosphere. The important 
contribution of unimolecular loss processes for SCI is the generation of a large quantity of oxygenates 
and radicals whose chemistry is currently not included in the atmospheric models.  
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Extensive experimental and theoretical information90,128,222,232,236–243 is available on bimolecular 
reactions of SCI, including co-reactants H2O, (H2O)2, organic and inorganic acids, SO2, NO2, ROH, 
ROOH, HO2 and RO2 radicals, and O3. These could have an impact on SCI chemistry either in the 
atmosphere or in the laboratory and chamber experiments from which much of our knowledge of the 
ozonolysis reaction is derived. SCI photolysis could likewise affect SCI concentration.244,245 The 
reactivity trends for the many SCI in these loss processes has not been elucidated yet, though it has 
become clear that different conformers of the same SCI can have very different reactivities. For many 
co-reactants, the rate coefficients span only a limited range across all SCI examined thus far, or exhibit 
correlations to molecular properties, e.g. gas-phase acidity,246 easing the development of SARs. The 
fates of the products from these reactions are typically not well known, including the fate of hydroxy-
hydroperoxides formed from the atmospherically important SCI + water reaction. Careful inclusion of 
SCI products, however, is essential in many situations; e.g. CI are known to be non-photolytic sources 
of HOx and RO2 radicals, and might thus affect radical chemistry during the night time. 

For CI formed in the atmosphere, i.e. mostly from large terpenoids, it thus often remains an open 
question what rate coefficients to use, which products are formed, how their reaction products should 
be treated, and whether this product formation can be lumped into the CI formation reaction or if 
explicit modeling of SCI chemistry is necessary. Furthermore, the CI/SCI chemistry is highly 
dependent on their (stereo-specific) structure, requiring explicit Criegee intermediate speciation, which 
is currently difficult. Secondary ozonolysis of unsaturated products formed from primary emitted 
VOCs is also not adequately described, a significant knowledge gap given the contribution of poly-
unsaturated compounds to atmospheric emissions. Irrespective of how Criegee intermediate chemistry 
will ultimately be included in kinetic models, its importance is clear, given the large mass flux of 
alkenes towards SCI, and their ability of adding functionalities and increase molecular mass in ways 
that distinguish it from other reactants, resulting in large changes in volatility21 in comparatively few 
reaction steps. 
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6. SARs for thermochemistry 

Thermochemistry estimations are often used as inputs to kinetics SARs. Some kinetic SARs link 
activation energy to the enthalpy of reactions and others may need thermochemistry to get reverse rate 
coefficients when reversibility is important, or if it is easier to estimate the rate coefficient in the 
reverse direction. In these cases, accurate values of enthalpy, entropy and heat capacity are essential in 
getting accurate kinetics. Compared to combustion modeling, thermochemistry is often less directly 
used in atmospheric applications, though it is often used as a basis for screening proposed mechanisms, 
reactivity trends, SARs, or chemical understanding. The currently best thermochemical data is 
available in the Active Thermochemical Tables (ATcT247–249), which generate an internally consistent 
network of interconnected thermochemical predictions. The underlying data includes experimental, but 
also high-level theoretical data, providing input data that can be hard to obtain experimentally. 

Group additivity is by far the most common approach to estimate thermochemistry. This method 
identifies various types of groups within a molecule and assigns each group thermochemical values. 
Corrections are then applied to account for longer distance interactions. The sum of all the group values 
and corrections gives a thermochemistry estimate for the molecule, with adjustments made for 
rotational symmetry and optical isomers. 

In the late 1950’s through the 1970’s, Benson et al.250–253 developed the group additivity method for 
estimation of molecular thermochemical properties via additivity of group properties. The estimation 
procedures of the Group Additivity method were fully described in Benson’s book on Thermochemical 
Kinetics,250 in which their calculated group values for hydrocarbons, oxygen-containing compounds, 
nitrogen-containing compounds, halogen-containing compounds, sulfur-containing compounds, 
organometallic compounds, along with some organo-phosphorus groups and organo-boron groups were 
developed based on the work by Benson et al.252,253 There have been a number of updates and additions 
to the group additivity values since the original groups were derived,82,254–263 and work in this area is 
continuing. There are also several, valuable calculation sets and critical evaluation reviews on 
thermochemical properties that provide extensive listings of reference values for aliphatic, oxygenated, 
sulfur- and nitrogen-bearing organic compounds and radicals. 264–269 

Group additivity’s accuracy decreases when these groups and corrections have non-linear interactions. 
This can occur when two functional groups are on adjacent carbons or a molecule has a conformer that 
allows distant functional groups to form a hydrogen bond. Since group additivity is based on linear 
contributions, these interactions create a source of error. One way to get around potential error is to 
create separate supergroups, like oxygenated rings, which encompass multiple interacting groups or 
corrections.270 This eliminates the error for the interaction between two functional groups, but the sheer 
number of potential non-linear interactions between groups makes estimation of all possible multi-
functional molecules a challenge. There are few high-accuracy data (either theoretical or experimental) 
on peroxy radical species, polycyclic compounds including heteroatoms, and unsaturated or 
halogenated oxygenates, so the group additivity estimates for those molecules and the corresponding 
radicals are significantly uncertain.  

Another challenge with group additivity occurs from different implementations in various software.271–

273 In addition to standard groups described by Benson, most software has added new groups and/or 
modified the original values given by Benson. Even when different software identifies the same groups 
in a molecule, differences result in the exact value of estimation. When assessing three group additivity 
packages, THERM, NIST, and THERGAS, different thermo values resulted even when the same 
groups were found.274 A more thorough comparison of different additivity implementations and a 
standardized method to refit group additivity parameters would be helpful in ensuring additivity values 
are both accurate, up to date and consistent.  
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Both the SAPRC and GECKO-A atmospheric mechanism generation systems have used group 
additivity thermochemical estimates to support some SARs or mechanism assignments. The generated 
mechanisms included formation of compounds or radicals containing structures for which 
thermochemical group values had to be estimated by the system developer. A comparison of 
thermochemical group values used by SAPRC and GECKO-A shows that some of these estimates are 
significantly different, indicating that there is a need to review and extend these group additivity 
estimates. 
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7. Summary and outlook 

In this perspective, we have discussed the work needed for the development of more accurate and 
predictive detailed mechanisms that are consistent with the state of the science and current kinetic data 
and theories. The focus has been on the status of the development of the many SARs needed to make 
estimates where no data are available. As discussed above, one or more SARs exist for many of the 
reaction classes in the atmosphere. However, we also find there is a clear need for extending and 
improving existing SARs, as none are able to fully cover the needs of modern atmospheric model 
development. Elementary reactions of mono-functional compounds are well-described, but predictions 
for multi-step reactions, including chemically activated reactions, are often poor. Temperature- and 
pressure-dependence is not available in all cases. Multi-functionalized compounds are a particular 
problem, hampering our understanding of HOM formation, aerosol and particulate matter growth and 
aging, and the health and climate effects related to these. An analysis of the multi-functionalization 
included in automatically generated mechanisms shows which cross-functionalizations are most 
important, which can guide SAR development.  

It is evident that updating the chemical atmospheric kinetic models to resolve 21st century research 
questions will require a Herculean effort, which is only feasible by a community-driven collaboration. 
To address this, the authors of this perspective have recently formed a panel to address a subset of the 
problems highlighted here, hoping to provide a nucleus from which steady progress can be achieved 
and in time provide a solid basis for modern atmospheric modeling. Efforts on expanding the data 
compilations build upon existing data repositories such as IUPAC, JPL/NASA, the NIST Kinetics 
database, and review literature, or collaborate with parallel efforts such as the EUROCHAMP-2020 
and MAGNIFY initiatives. For theoretical work, no extensive pre-existing data sets exist for 
atmospheric chemistry; the initial efforts of the SAR evaluation panel will thus focus on developing the 
necessary data structures and information, and the gathering of an initial set of data on a limited range 
of reactions to co-develop appropriate data entry, exchange, and retrieval tools. The data gathering is 
initially focused on gas phase reactions, but in time, however, the scope should expand towards 
information on liquid phase, gas-surface interface, and particulate chemistry. 

A central working theme of this SAR evaluation panel is the selection, evaluation and implementation 
of SARs. For each of the relevant reaction classes, literature surveys will tabulate the available SARs, 
and analyze their scope of application. Evaluation of the SAR quality is a key aspect in this effort, and 
will build upon the data collected as described above. The critical review of the available SARs will 
lead to recommendation as to their use, allow for reference implementations, and identify the areas 
where current SARs are lacking or are not available. The data collection and SAR evaluation will also 
support efforts to improve and extend the SARs, and to create new SARs where necessary. Again, the 
initial focus will be on the most critical gas phase reactions, but gradually other aspects of atmospheric 
chemistry will be included. The need to understand air quality and climate change better, places 
increasing demands on the predictive capabilities of atmospheric models, and compared to earlier 
challenges often involve more, and more subtle and complex chemistry. Only a community-wide effort, 
based on open-access contribution, feedback, and support from many branches in the chemical and 
atmospheric sciences can hope to meet these challenges in a long-term sustainable way.  
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