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Abstract

We describe the process of multiscale modelling of magnetic materials, based on atomistic models coupled para-
metrically to micromagnetic calculations. At the atomistic lengthscale we use Spin Dynamics (SD) to study switching
mechanisms, using structures predicted by Molecular Dynamics. The process is completed using SD to calculate the cell
size and temperature dependent parameters for micromagnetic calculations. We demonstrate an unusually strong cell
size scaling for Nd2Fe14B, and demonstrate numerically the existence of atomic scale Barkhausen jumps during magne-
tization switching. Scaling of magnetic properties is shown to be important in micromagnetic calculations of hysteresis,
especially considering variation in micromagnetic cell size.

1. Introduction

Micromagnetics is the computational tool of choice for
permanent magnet modelling. However, following the pro-
posal of exchange spring magnets by Kneller and Hawig [1]
to optimise magnetic properties by coupling a (soft) high
moment material with a (hard) low moment material, per-
manent magnets have been increasingly designed at the
nanoscale to achieve the desired functionality. The high
remanent magnetization arises due to the high Fe content
in the alloy, while the origin of the coercivity combines in-
trinsic properties of the hard phase (the anisotropy) and
extrinsic properties which are intimately tied to the ma-
terial microstructure [2, 3, 4, 5]. Understanding the links
between material properties, microstructure and magnetic
properties is vital for the optimisation of magnetic prop-
erties including the energy product.

Micromagnetic models can be used to investigate the
magnetic behaviour of such systems, and remain vital for
large scale calculations: for example micromagnetic mod-
elling shows the potential advantages of complex designs
such as the ‘Battenburg’ structure [6]. However, they do
not have access to the effect of the detailed interface struc-
ture at the atomic level and its effect on intrinsic magnetic
properties, which might be expected to have a bearing on
the model predictions. A further difficulty is the scaling of
magnetic properties with cell size. This was first investi-
gated by Dobrovitski et. al. [7] and Grinstein and Koch [8].
The coarse-grained micromagnetic variables tend to lead
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to an over-estimate of Tc which is shown to be removed
by a renormalisation approach [8]. Essentially this means
the that the anisotropy and saturation magnetization and
also the exchange stiffness constant must be taken as cell-
size (L) and temperature dependent, i.e., K = K(T, L),
Ms = Ms(T, L) and A = A(T, L). Here we show that
these variations can be calculated using atomistic model
simulations, linking atomistic and micromagnetic models
in a multiscale approach. This is especially important for
automotive and other applications involving high temper-
ature operation.

In a world with infinite compute resources one could
imagine quantum-based materials simulations, however this
is unlikely to be achievable in the foreseeable future. The
only feasible approach is to couple and link the formalisms
associated with each lengthscale (an overview of this pro-
cess is shown in Fig. 1). These are

1. Ab-initio calculations. These involve the solution
of the quantum mechanical problem of interacting
electrons. The most common formalism: Density
Functional Theory (DFT), essentially transforms the
many-body Schrödinger equation into a problem of
determining local electron densities. DFT is highly
successful in predicting materials properties, at least
to the extent of interatomic potentials: a fact central
to the Molecular Dynamics modelling to be described
in section 2. However, the energies associated with
important magnetic properties, especially anisotropy
energies are very small. In addition, the determina-
tion of anisotropy values by DFT requires relativistic
corrections and is a rather difficult and specialised

Preprint submitted to Elsevier March 15, 2018



Ab-initio 

methods

interatomic 

potentials

Molecular 

dynamics

phase 

stability

site 

preferences

lattice 

distances

Atomistic spin 

dynamics

temperature and cell 

size dependent 

intrinsic properties:

Ms(T, L)

A(T, L)

K(T, L)

Finite element 

micromagnetics

fit experimental hard 

axis magnetization curve

K(T, L)

simulate reversal

coercivity 

energy product

two sub lattice - mean field theory

spin wave theory

Ms(T, L) K(T, L) A(T, L)

Figure 1: Schematic of the multiscaling process for magnetic mate-
rials. The arrows indicate the interactions between the various com-
putational and analytical approaches and show the paths taken for
the exchange of information between the model lengthscales. While
the mean field and spin wave theories are beyond the scope of this
review they are included for completeness, showing their important
role in verification of numerical approaches.

area. Further limitations of DFT are that firstly it
is strictly valid at zero Kelvin and secondly CPU re-
quirements limit the calculations to a few hundred
atoms.

2. Atomistic Spin Dynamics (SD) calculations. SDmod-
els make the (adiabatic) approximation of a classi-
cal atomic spin of fixed length able to rotate freely.
The exchange interaction between spins is generally
taken as being of Heisenberg form. In principle, the
first stage of the multiscaling process is to determine
the important parameters (spin values, exchange and
anisotropy) from the ab-initio calculations. Impor-
tantly, the atomistic approach allows a thermody-
namic treatment of the spin system leading to predic-
tions of the temperature variation of magnetic prop-
erties and also of dynamic behaviour at elevated tem-
peratures. In addition to providing a powerful and
predictive approach in its own right, the atomistic
approach provides the basic input to micromagnetic
models in the form of temperature and cell size de-
pendent properties. Atomistic models are currently
limited to systems if 106 to 108 spins and timscales
of up to ∼ 100 nanoseconds.

3. Micromagnetic calculations. These extend the length-
scale and timescale of calculations by orders of mag-
nitude, but lose direct connection to the underlying
physics expressed by the ab-initio models. The final
link in the multiscale chain is to introduce atomisti-
cally calculated values of temperature and cell-size
dependent properties into the model.

4. Molecular Dynamics (MD). While 1-3 represent the
magnetic aspects of the multiscale chain, the use
of interfaces to provide the functionality of mod-
ern magnetic materials requires special considera-

tion. For example, the hard/soft interfaces in ex-
change spring magnets are likely to influence the
magnetic properties in a complicated way due to,
for example, stresses arising from lattice mismatch.
This is the province of MD, which uses classical equa-
tions of motion driven by ab-initio parameterised
force fields to predict structures of materials and in-
terfaces. Here we use MD calculations of the Nd2Fe14B/α−Fe
interfaces to predict interface anisotropy values and
use them in atomistic calculations of domain wall
propagation across the interface.

The multiscale approach to magnetic materials sim-
ulations was first proposed for FePt due to its impor-
tance as the material of choice for ultra-high density mag-
netic storage based on heat assisted magnetic recording
(HAMR) [9]. The basic approach, described by Kazant-
seva et. al., [10] is firstly to use ab-initio methods to de-
termine the main magnetic parameters [11]. These are
used to determine the main parameters for the atomistic
spin model. Subsequently, the atomistic model is used
to determine the temperature dependent parameters for
macrospin models of magnetic recording. Although pic-
tured here as an intermediate model linking ab-initio and
macroscopic models, atomistic approaches are important
in their own right in essentially merging the quantum (ab-
initio) and thermodynamic regimes, leading to, for exam-
ple important insights into HAMR and also the prediction
of thermally assisted magnetization switching [12, 13]. The
multiscale approach is in an early stage of development for
permanent magnets. As will be discussed later, this is at
least partially due to the difficulty of obtaining reliable
ab-initio information on the magnetic properties of rare-
earths, which necessitates the determination of magnetic
parameters by fitting to experiment. Here we outline the
overall approach, describing first the molecular dynamic
model of interface structures. We then outline the SD
model development and the techniques for determination
of the important intrinsic atomic parameters, including
the calculation of the anisotropy arising from symmetry
breaking due to stresses in the soft phase at an interface
between Nd2Fe14B and α−Fe.

2. Molecular dynamics model of interface proper-

ties

To be able to understand solids and calculate mate-
rial parameters such as magnetocrystalline anisotropy it
is necessary to use molecular dynamics and first principle
studies, for the first, in particular molecular force fields to
extract physical and chemical properties at bulk and thin
film level.

This was shown in our previous work [14, 15] where we
investigated metallic Nd grain boundary phases and fcc
and hcp Nd-rich phases by using Morse potentials. Recent
investigations have shown, if there are different Nd-O grain
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boundary phases depending on the oxygen content in the
production process a mixed MD approach has to be used.

Figure 2: (a) Calculated unit cell of Nd2O3-hP5 using Buckingham
potentials in a constant pressure calculation, lattice parameters a =
3.8221 and c = 6.105 . (b) Calculated unit cell of a Nd2O3-cI80 using
Buckingham potentials in a constant pressure calculation, lattice pa-
rameter a = 11.0564 , in excellent agreement with the experimental
values.

The atomistic structures of the systems involved are
simulated using energy minimization codes such as the
GULP code [16]. As the systems can be comprised of
both metallic (e.g. Nd2Fe14B, fcc-Nd, dhcp-Nd) and ox-
ide (e.g. Nd2O3-hP5, Nd2O3-cI80 and NdO) phases, one
has to employ different empirical potential models for the
interatomic interactions for each system. In the metal-
lic systems it is possible to ignore the Coulombic forces
in the system as each atom is formally charge neutral.
However, in the oxide phases the atomic centres carry a
formal charge, as a result there is a transfer of electrons
from the metal atom to the oxygen, due to their different
electronegativities. Therefore a Coulomb term must be
calculated from these interactions. A good candidate to
simulate oxide interactions is the Buckingham potential.
This potential, that describes the Pauli repulsion energy
and the van der Waals energy, has the form

Φsr(rij) = Aij exp

(

rij
ρij

)

−
Cij

r6ij
(1)

where Aij and ρij describe the repulsion interaction, re-
lated to the electron number and electron density, while
Cij describes the attractive energy. The results of such
a simulation are shown in Fig. 2. The parameters in our
model were adapted from a La-O potential and fitted to
the inter-atomic separation of Nd-O. This model, which
incorporates a core-shell separation of the charge [17] on
oxygen that accounts for the polarizability of the oxygen
atoms, is validated against experimental data for Nd2O3

crystal structures.
The metallic phase is modeled with a Morse potential

with the form

Φsr(rij) = Dij [1− exp(−βij{rij − r0})]
2 (2)

where Dij is the disassociation energy of the bond and βij

is a variable parameter that can be determined from spec-
troscopic data. This type of model is particularly useful in
chemical systems to model bonded covalent interactions.

The parameters for these interactions are taken from the
work of Chen et al. [18].

The interfaces of mixed systems are constructed with
crystallographic orientations as determined by TEM or
SEM. Due to the different lattice parameters on either
side of the interface it is necessary to use super cells of
each phase to reduce the interface surface matching error,
which would result in an incoherent interface system.

The potential energy of the system was minimised via
the Newton Raphson method in GULP [16]. The strain
on the atoms was calculated from the displacement of each
atom from its original position in the super cell structure.
From the strain the change in magnetoelastic anisotropy
was calculated as follows [19, 20, 21, 22]. A linear strain
was assumed (harmonic approximation), which corresponds
to a one-ionic magnetoelastic coupling. The bulk strain
description in the Voigt notation is used [19], leaving a
3 by 3 tensor system with six unknowns. To reduce the
complexity, orthorhombic distortions were neglected and
tetragonal symmetry was assumed [20, 23].

First, the symmetrised strain in the tetragonal sys-
tem was calculated from the Cartesian strain components
obtained from lattice minimisation calculations. This al-
lows an approach, via the magnetoelastic coefficients, to
obtain the first-order magnetoelastic anisotropy constant
Kme [22], the magnetoelastic energy [21], and the pene-
tration depth of the distortions.

3. Basis of the atomistic spin model approach

The SD approach is constructed on an intermediate
lengthscale between ab-initio and micromagnetic calcu-
lations. As such it is both a central link in the mul-
tiscale chain and also, as mentioned previously, an im-
portant physical model approach in its own right. It is
based on the approximation of a fixed length atomic spin
and the Heisenberg approach to magnetic exchange. Al-
though in principle this is a limited approach, we note
that more complex materials such as FeRh can be treated
with higher order four-spin exchange terms [24, 25], which
may be thought of as a representation of complex hopping
processes associated with indirect exchange.

3.1. The classical spin Hamiltonian

The Heisenberg spin model encapsulates the essential
physics of a magnetic material at the atomic level. The
spin Hamiltonian H typically has the form:

H = Hexc +Hani +Happ (3)

denoting terms for the exchange interaction, magnetic anisotropy,
and externally applied magnetic fields respectively.

The dominant term in the spin Hamiltonian is the ex-
change energy. Rather than using the micromagnetic ap-
proximation (valid for long wavelengths), the exchange en-
ergy for a system of interacting atomic moments is taken
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as the Heisenberg form:

Hexc = −
∑

i<j

JijSi · Sj (4)

where Jij is the exchange interaction between atomic sites
i and j, Si is a unit vector denoting the local spin mo-
ment direction and Sj is the spin moment direction of
neighboring atoms. Due to the strong distance depen-
dence of the exchange interaction the sum in Eq. 4 is often
truncated to include nearest neighbours only. This signifi-
cantly reduces the computational effort while being a good
approximation for many materials of interest. In reality,
however, the exchange interaction can extend to several
atomic spacings [26, 27], representing hundreds of pairwise
interactions.

In the simplest case the exchange interaction Jij is
isotropic, meaning that the exchange energy of two spins
depends only on their relative orientation. In more com-
plex materials, the exchange interaction forms a tensor
with components:

JT
ij =





Jxx Jxy Jxz
Jyx Jyy Jyz
Jzx Jzy Jzz



 , (5)

which is capable of describing anisotropic exchange inter-
actions, such as two-ion anisotropy [26] and the Dzyaloshinskii-
Moriya interaction (off-diagonal components of the exchange
tensor). In the case of tensorial exchange, the exchange
energy is given by the product:

Hexc = −
∑

i<j

[

Si
x, S

i
y, S

i
z

]





Jxx Jxy Jxz
Jyx Jyy Jyz
Jzx Jzy Jzz









Sj
x

Sj
y

Sj
z



 . (6)

The basis of SD for a set of coupled spins is the inte-
gration of the stochastic Landau-Lifshitz equation for each
localized magnetic moment ~Si:

Ṡi = −γ[Si ×Hi]− γα[Si × [Si ×Hi]] (7)

Here Hi = ~ξi(t)− ∂H/∂~µi, with ~µi the spin magnetic mo-
ment, is the local effective field which includes Zeeman, ex-
change, anisotropy and magnetostatic contributions, aug-
mented by a stochastic term ~ξi(t) (which appears as an
effective field). It is defined through the correlators:

〈ξi(t)〉 = 0, 〈ξiη(t)ξjν(t
′)〉 =

2αkBT

γµs

δ(t− t′)δijδην . (8)

Here T is the temperature of the heat bath, γ is the gy-
romagnetic ratio, µs is the magnetic moment, α is the pa-
rameter describing the coupling strength to the heat bath,
η and ν are Cartesian components. The basis of this equa-
tion is the separation of timescales, assuming that the bath
(phonon or electron system) is much faster than the spin
system. Consequently, the fluctuation-dissipation theorem
can be applied to derive the equilibrium white noise prop-
erties of Eq. (8).

Although the Spin Dynamics approach can be used for
the calculation of equilibrium properties such as M(T ), it
is more computationally efficient to use the Monte-Carlo
technique [28]. The temperature dependence of anisotropy
is more complex. We note that this arises from magneti-
zation fluctuations at elevated temperatures: the intrinsic
anisotropy at the atomic level can be taken as temperature
independent in the first instance. In order to calculate the
anisotropy one must investigate the free energy surface at
a non-zero temperature. This can be done using the con-
strained Monte-Carlo model of Asselin et.al. [29] which
modifies the standard Metropolis approach by choosing
moves of pairs of spins such that the overall magnetization
direction is conserved. This approach allows exploration
of the anisotropy free energy surface and the calculation
of K(T ).

3.2. The atomistic spin Hamiltonian for Nd2Fe14B

Table 1: Summary table of model parameters and their units

Fe
µFe 2.2 µB

kFe2 1.835× 10−23 J/atom
Exchange Jij(r)

J0 −0.375× 10−21 J
Jr 60.38× 10−21 J
r0 1.25094 Å
rcut 5.0 Å

Nd
µNd 3.2 µB

κNd
2 +1.889× 10−21 J/atom

κNd
4 −1.007× 10−21 J/atom

JNdFe 6.291× 10−22 J/link
rcut 4.0 Å

Given the crystal structure of the Nd2Fe14B crystal, we
have formulated a Heisenberg spin Hamiltonian H which
describes the energetics of the system in terms of energy
contributions of the Nd and Fe sublattices:

H = HNd +HFe (9)

HNd = −
∑

i<δ

JNdFeSi · Sδ

−
∑

i

Ek,Nd
i − µNd

∑

i

Happ · Si (10)

HFe = −
∑

ν<δ

JFe(r)Sν · Sδ −
∑

ν<j

JNdFeSν · Sj

−
∑

ν

Ek,Fe
ν − µFe

∑

ν

Happ · Sν (11)

where S are unit vectors describing the direction of the
magnetic moments at each atomic site, i, j label Nd sites
with moment µNd, ν, δ label Fe sites with moment µFe and
Happ is the externally applied magnetic field vector. JNdFe

is the Fe-Nd nearest neighbor exchange energy, treated as
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constant, and JFe(r) is the Fe-Fe exchange between Fe
sites, treated as a function of interatomic separation r up
to a cut-off distance rcut, given by

JFe(r) = J0 + Jr exp (−r/r0) (12)

where J0 and Jr are fitting constants and r0 is a charac-
teristic distance. Ek,Nd

i and Ek,Fe
ν describe the local mag-

netocrystalline anisotropy on the Nd and Fe sites respec-
tively, and depend on second order, and for Nd, fourth
order, anisotropy constants κ2 and κ4. Because of the
lack of ab-initio data, formulation of the Hamiltonian and
determination of the model parameters relies on fitting
to experimental data: a complex process described else-
where [30]. Full details of the final model parameters are
detailed in Tab. 1. Calculations of magnetic properties
and scaling laws using the above spin Hamiltonian have
been carried out using the vampire software package [31].
The equilibrium temperature dependent properties of the
system are calculated using the Monte Carlo metropolis
method [28] integrated with the Hinzke-Nowak combina-
tional algorithm [32].

The equilibrium properties of the system are obtained
by performing 10,000 Monte Carlo steps at each temper-
ature before calculating average magnetic properties over
a further 20,000 steps. When calculating temperature de-
pendent properties the final spin configuration from the
previous temperature calculation is used to reduce the
number of time steps required to reach thermal equilib-
rium at the new temperature.

4. Numerical coarse graining approach

The atomistic spin model has been used to investi-
gate the finite size scaling of the magnetic properties for
Nd2Fe14B. The approach used is to simulate a large cell
with periodic boundary conditions to ensure a good ap-
proximation to bulk properties. Within the computational
cell we average properties over a smaller cell in order to
evaluate the cell-size and temperature dependent proper-
ties relevant for micromagnetic models. In addition to the
Nd2Fe14B, For comparison we have also applied the model
to a generic bcc system. The results are given in Fig. 3,
which shows the scaling of the temperature dependence
of the magnetization with cell size for Nd2Fe14B and, for
comparison a generic bcc system with nearest-neighbour
Heisenberg exchange. The results for the Heisenberg ex-
change are consistent with the previous work of Kirschner
et. al. [33]. Interestingly, there is a slightly smaller cell size
scaling in the case of Nd2Fe14B. This is perhaps surprising
given the large unit cell size of Nd2Fe14B, it is likely to be
associated with the larger anisotropy of Nd2Fe14B.

5. Results

5.1. Atomistic model of DW pinning at interfaces

The microstructural features and grain interfaces have
a strong bearing on the local anisotropy, and consequently
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Figure 3: Scaling of the temperature dependence of the magnetiza-
tion with cell size for Nd2Fe14B (top panel) and a generic bcc system
with nearest- neighbour Heisenberg exchange (lower panel).

on nucleation processes which may be a primary cause of
the weakened coercivity seen in manufactured Nd2Fe14B-
based sintered magnets [14]. Here we use the MD calcula-
tions outlined earlier to provide the equilibrium positions
of atoms across the interface, which are used to calculate
the local magnetic anisotropy arising from strain due to
the lattice mismatch. This is done using the Néel pair
anisotropy model, which allows us to calculate the local
magnetoelastic strain for each atom in the system. As
suggested be Néel [34], the leading contribution to the on-
site anisotropy energy is given by

HA =
∑

i<j

Lij(mi · eij)
2 + . . . . (13)

Here the vector mi represents the spin on site i and the
vector eij points from site i to each of its neighbours j.
Both are normalised to unity. Lij is the pair-anisotropy
coupling and is dependent on the atomic separation be-
tween neighbours. Its magnitude is determined by fitting
to the on-site anisotropy energy found by experiment. As
a first approximation Lij is set to decrease exponentially
with r, the distance between neighbours, thereby taking
into account the effects of local atomic order on the lo-
cal MAE. Essentially the Néel model calculates anisotropy
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Figure 4: Snapshots showing the progress of a domain wall across
an interface using the atomistic model with interface properties de-
termined using a molecular dynamic model.

arising from symmetry breaking due to local strain.
We have used the atomistic Spin Dynamics model to in-

vestigate the propagation of a domain wall across a Nd2Fe14B/α-
Fe interface using anisotropy values determined from the
atomic structures predicted by MD. The structure used is
shown in Fig. 4 and consists of a nanowire with an α-Fe
layer separating two Nd2Fe14B sections. This is used so
as to allow the application of antiferromagnetic periodic
boundary conditions in order to force a domain wall into
the system. Under the influence of an applied field the do-
main wall moves to the right. The snapshots in Fig. 4 show
the motion of a domain wall crossing the interface. Inter-
estingly, the motion is found to proceed by Barkhausen
jumps discretised to the spacing of the planes of Nd sites.

5.2. Illustrative effects of cell-size scaling on micromag-
netic properties

A key figure of merit for permanent magnets is the
energy density product [35]. Its theoretical maximum,
µ0Ms(T )

2/4, depends on the magnetization squared. For
magnets that are composed of multiple phases the volume
averaged magnetization, M̄s(T ), has to be used. Long
range wave length spin waves with a wave length com-
parable with the structural features reduce the remanent
magnetization, µ0Mr, with respect to the magnetization.
The maximum achievable energy density product is

(BH)max(T ) <
µ0Mr(T )

2

4
, (14)

where M̄s(T ) depends on temperature and on the mi-
crostructure of the magnet. A prerequisite to achieve the
energy density (14) is a coercive field larger than µ0Mr/2.
For an accurate computation of the energy density prod-
uct by numerical micromagnetics at non-zero temperature
the, the cell size corrected values for the magnetization
have to be used. This is especially important when graded

Figure 5: Influence of thermal fluctuations on remanence and co-
ercivity in a nanocomposite permanent magnet. Left: (BH)-loop
computed micromagnetically with and without thermal fluctuations.
Right: magnetization in a slice through the magnet at different time
for a fixed external field.

meshes are used in which the mesh size is adjusted to the
microstructure.

A prominent example for multiphase permanent mag-
nets are exchange spring magnets [1], in which a mix-
ture of magnetically hard and soft phases is used to fine-
tune the magnetic properties. The soft magnetic phase
increases the remanent magnetization and the hard mag-
netic phase gives a sufficiently large coercive field pro-
vided that the exchange coupling between the different
phases is strong enough. Micromagnetics helps to find op-
timal structures that maximise the energy density prod-
uct. Bance et al. [6] showed that an optimal microstruc-
ture of a Nd2Fe14B based exchange spring magnet consists
of soft magnetic Fe65Co35 cubes embedded in a Nd2Fe14B
matrix. The thickness of the hard magnet phase which
separates the soft magnetic cubes is around 4 nm. Fig. 5
compares the micromagnetically computed (BH)-loop for
T = 450 K with and without thermal fluctuations. The
dashed line gives the demagnetization curve obtained with
classical micromagnetics. At each field point we integrate
equation (7) in its continuum form whereby we drop the
stochastic term in the effective field. The solid line gives
the (BH)-loop computed with thermal fluctuations. In or-
der to compute the reduction of the magnetization owing
to long wave length spin waves, we used the magnetization
configurationsM(H) as input for simulations including the
stochastic fluctuation field. We scaled the magnetization
that is used as input for the simulations according to the
local mesh size of the finite element mesh and used results
from section 4 based on the scaling procedure outlined by
Kirschner et al. [33]. The new curve M ′(H,T ) < M(H)
includes the effect of thermal fluctuations on the magne-
tization. It is computed by averaging the magnetization
over time for a fixed external field. The right hand side of
Fig. 5 shows snapshots of the magnetization configurations
at different times for µ0Hext = −0.2 T. The bright squares
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in the slice through the magnet refer to the soft magnetic
phase. Comparing the magnetization in the two images,
we clearly see the fluctuations of the magnetization within
the soft phase. The influence of thermal fluctuations on
the coercive field [36] was computed by taking into account
the escape time of the system over the finite energy bar-
rier that separated the magnetic states before and after
irreversible switching.

6. Summary and a missing link

We have developed a multiscale approach to the mod-
elling of advanced permanent magnets. The basis of the
model is a coupling and linking technique applied to the
coarse graining of magnetic properties. Atomistic mod-
elling is used to calculate the cell size scaling of the temper-
ature dependent magnetic propertiesM(T, L) andK(T, L)
which are subsequently used in a micromagnetic model to
calculate hysteresis properties. Due to the large unit cell
of Nd2Fe14B the cell size scaling is stronger than for a
nearest-neighbour Heisenberg model. The Atomistic Spin
model has been linked to structure predictions from Molec-
ular Dynamic modelling, which gives a detailed picture of
interface structures and strain from which we calculate
the local anisotropy in the interface. This is a powerful
multiscale approach which allows realistic calculation of
interface properties.

However, it should be noted that the parameters of the
spin Hamiltonian of the atomistic model are determined by
a detailed comparison with experiment. For ’parameter
free’ calculations, the spin Hamiltonian needs to be deter-
mined from ab-initio calculations as has been done for the
specific case of FePt. [10] However, this process is difficult
due to the origin of Rare-Earth magnetism in the 4f elec-
trons, which is not well managed in DFT calculations. In
principle it should be possible to solve this problem but
the currently calculated parameters suffer from different
approaches taken to the 4f electrons, however, it should
be noted that the parameterisation of the atomistic spin
model requires detailed (site-resolved) values of exchange
and anisotropy. This is certainly a difficult problem and
currently a missing link in the multiscale approach to per-
manent magnets which is currently being filled by fitting
to experimental data. While this is a powerful approach
and provides a strong basis for the understanding of struc-
tured permanent magnets, for example the detailed struc-
ture and properties of interfaces, more reliable and detailed
DFT calculations are necessary for the next generation of
material models.

7. Acknowledgements

This work is based on results obtained from the fu-
ture pioneering program ”Development of magnetic mate-
rial technology for high-efficiency motors” commissioned
by the New Energy and Industrial Technology Develop-
ment Organization (NEDO).

[1] E. F. Kneller, R. Hawig, IEEE Trans. Magn. 27 (1991) 3588–
3560.

[2] D. Givord, M. F. Rossignol, D. W. Taylor, J. Phys. IV France
2 (1992).

[3] T. G. Woodcock, Y. Zhang, G. Hrkac, G. Ciuta, N. M. Dempsey,
T. Schrefl, O. Gutfleisch, D. Givord, Scr. Mater. 67 (2012) 536–
541.

[4] J. Thielsch, D. Suess, L. Schultz, O. Gutfleisch, J. Appl. Phys.
114 (2013) 3–8.

[5] G. Hrkac, T. G. Woodcock, C. Freeman, A. Goncharov, J. Dean,
T. Schrefl, O. Gutfleisch, Appl. Phys. Lett. 97 (2010) 98–101.

[6] S. Bance, H. Oezelt, T. Schrefl, M. Winklhofer, G. Hrkac, G. Zi-
manyi, O. Gutfleisch, R. F. L. Evans, R. W. Chantrell, T. Shoji,
M. Yano, N. Sakuma, A. Kato, A. Manabe, Appl. Phys. Lett.
105 (2014) 192401.

[7] V. V. Dobrovitski, M. I. Katsnelson, B. N. Harmon, Phys. Rev.
Lett. 84 (2000) 3458–3461.

[8] G. Grinstein, R. H. Koch, Phys. Rev. Lett. 90 (2003) 207201.
[9] R. E. Rottmayer, S. Batra, D. Buechel, W. A. Challener,

J. Hohlfeld, Y. Kubota, L. Li, B. Lu, C. Mihalcea, K. Mount-
field, K. Pelhos, C. Peng, T. Rausch, M. A. Seigler, D. Weller,
X. M. Yang, IEEE Trans. Magn. 42 (2006) 2417–2421.

[10] N. Kazantseva, D. Hinzke, U. Nowak, R. W. Chantrell, U. Atxi-
tia, O. Chubykalo-Fesenko, Phys. Rev. B Condens. Matter 77
(2008) 184428.

[11] O. N. O. N. Mryasov, U. Nowak, K. Y. Y. Guslienko, R. W.
R. W. Chantrell, EPL 69 (2005) 805.

[12] I. Radu, K. Vahaplar, C. Stamm, T. Kachel, N. Pontius, H. A.
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