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Abstract

We use national and regional Canadian data to analyze the relationship between
economic activity(as reflected by the unemployment jated crime rates. Given
potential aggregation bias, we disaggregate the crime data and look at the hefations
between six different types of crimes rates and unemployment rate; we also
disaggregate the data by regidNe employ an error correction model in our analysis to
test for shorrun and longrun dynamics. We find no evidence of leng relationship
between crime and unemployment, both when we look at disaggregation by type of
crime and disaggregation by region. Lack of evideote long+un relationship
indicates we have no evidence of motivation hypothesis. For selected types ofypropert
crimes we find some evidence of significant negative shuortrelationship between
crime and unemployment, lending support to the opportunity hypothksikision of
control variables in the panel analysis does not alter the findings, qualitativel
quantitatively.

Acknowledgments: We ae grateful to Mustafa Caglayan, Juan Carlos Cuestad the
participants at the Royal Economic Conference (Apdil4)for providing helpful comments.
We would also like to thankn anonymous referee farery valuable comments, which have
much improved the papérhe normal disclaimer applies.

* Corresponding author: Department of Economics, University of SheffieMappin Street,

Sheffield, S1 4DT, UK. Emaib.popli@shef.ac.ykTel no. +44114-2223485



mailto:g.popli@shef.ac.uk

1. Introduction

In this paper, we use Canadian dataanalyze the relationship between
macroeconomic activityspecifically the unemployment ratand crimerates We start
our analysis by lookingt thenationallevel time series dateo gathersomeinsight into
the relationshipbetween aggregate crime and unemployment; thisliswed by a
disaggregad analysiswhere we look at the relationship betwesendifferent types of
crimesratesand unemploymentFinally, we conducta panel data analysis to allow for
disaggregation over different types of crimes and arierent regions where our
panelconsists oten Canadian provinces. In our analysis we employ an error correction
model to test shoun and longun dynamics that occur in threlationship between
unemployment and crime as a result of regional variations and the variations in the
types of crime.

Since Becker’s (1968) seminal paper, wherein he develops a theoretical model
of crime behaviour to specifically address the role of deteriorddibgur markets, a
large literature has developed examining the relationship between criméhand
economy. Becker argud that an individual will engage in criminal activities as long as
the expected utility of committing crime is greater than the expected utility ofjiegga
in other activities; &nce, deteriorations in labor market opportunities make crime
relatvely more attractive.While Becker’'s analysis was at the micro level, we build on
existing research to explotiee link between crime arttle state of the macro economy

To capture th relationshipbetween crime and the macro econon@gearchers
have made use of a number of different macroeconomic aggregates, such as real GDP
and unemployment. Early analysis of the link between crime and #tate of the
economycycle includes that ofCook and Zarkin (1985) who examine the role @flre
GDP, they find that expansions of economic activity (via a rise in real GD®paha

negative impact on property crimes. Wang and Minor (2002) look at the impact of job



accessibility they conclude that improvements in jaxessibility occurring at tingeof
economic expansions lower crime rates, however the relationship is stronger for
property crimes than for crimes of violence. Alternativéihe unemploymentateis
used in this literature, as it rises during contractions and falls during expaastits

more directly linked with the economic incentives of crime

In our paper weusethe unemployment rate to capture the link between the
business cycle and crime ratés part of our analysis, we specifically deal wiiie
problem of aggregation biaswe start with an aggregated national level analysis,
followed by disaggregation along the crime margiimhe national level analysis is
followed by a regional panel analysis, which is also disaggregated alongirtiee cr
margin.

The issue of aggregation bidas been addressidthis literaturebefore An
early example is the work by Cornwell and Trumk{d®94), who in their paperse
county level datdrom North Carolina (USYo control for unobserved heterogeneity
(which they call ‘jurisdictional hetegeneity) and fnd that results based on national
level data overstate the role of a numbeegplanatory variablesLevitt (2001) argues
that national level data while useful for certain types of analysis are a ‘crddetoo
exploring the link betweerunemployment and crime tes as thenational crime
statistics potentially remove useful variations. A similar argument holds for
disaggregating unemployment rates, as those can differ suldtdoyiaegions An
argument can also be made that econamgentives across various kinds of crimes
vary. Cherry and List (2002), using the same data, extend the work by Cornwell and
Trumbull by allowing for different types of crimes, and find evidenceépafameter
heterogeneityacross crime types.

The structve of the paper is follows. Section 2 of the paper reviews the recent
literature on the link between unemployment and crime. Section 3 presentsvaoévi
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the different econometric specification used in the literature to identify thédivkeen
unempbyment and crime using macro level data; we also discuss in detail the
specification we use in our analysiSection 4 presents the empirical analysis: data and

results. Discussion and concluding comments are in section 5.

2. Background Literature

In their seminal work Cantor and Land (1985) developed a theoretical
framework to explain the link between unemployment and crime. They suggested tw
important links:opportunity andmotivation. The motivation hypothesis, similar to the
Becker (1968) analysis, suggested that a decrease in viable economic progpects wi
increase the incentive to engage in crime; so the unemployed are more likebatye
in criminal activities; this suggests a positive relationship between crime and
unemployment. The opportunity hypothesis (also referred to agudrelianship
hypothesis) on the other hand suggested that a decrease in economic adtivity w
decrease the availability of criminal targets (the unemployed are also nedyedilstay
at home thus decreasingetr vulnerability to crime, especially property crime), and
hence reduce the incentive to engage in crime; this suggests a negative rgbationshi
between crime and unemploymenthe two effects are expected to work differently
based on the type of crimeijith the motivation hypothesiseing more important for
property crime and opportunity hypothebmingrelevant for both property and violent
crimes (though the effect is still expected to be stronger for the propentsy.

There arenumerousempirical studies investigating the hypothesised theoretical
relationship between crime and unemployment. The key finftorg much of the
literaturesuggests: unemployment matters for property crimes more than for other kinds
of crime (for exampleviolent crime$; evidence in support of this relationship is seen

across countries and time. However, the evidence on the direction of the relationship



(positive or negative) is mixed, it often depends on the econometric specification being
used and the type of crimeihg investigated.

Using US data, Cantor and Land (1985) fiedidence for both crime
opportunity and crime motivation, especially when considering crimes with a property
component (such as robbery, burglary and larcefydings of Cantor and Landre
confirmed by Philips and Land (2012), usiregatively more recent and larger dataset
for the US. Raphael and Wintdebmer (2001) and Gould et a2002) again using US
data,report a statistically significargositive relationship between unemployment and
property crimes, but not one between unemployment and crimes of viol&isirg
panel data for the 49 US states over the period-2900 Lin (2008) finds elasticity of
property crime, to changes in unemployment, as high as 4% (1% increase In
unempoyment leads to a 4% increase in crime); further, 33% of the change in property
crimes over the period of analysis could be attributed to unemployment.

While alarge body of evidence comes from the US, studies using data from
other countries also find a similar (mostly positive)ationship between crime and
unemployment Reilly and Witt (1996), Witt et al. (1999) and Wu and Wu (261a)k
at the relationship between crime and unemployment for England and Wales; Papas and
Winkelmann (2000) for New Zealand; Edmark (2005) and Oster and Agell (&207)
Sweden Buonanno (1996) for Italy; and Altindag (2012) does a cross country analysis
using a countryevel panel data from European countries.

Andresen (2013) used data from Canadian provinces to look at the relationship
between the state of the economy and crime; where the state of the economy is captured
by: GDP, unemployment and low income. The key findings suggest a complex

relationship between the state of the economy and cmhige the author concludes

1 Wu and Wu (2012) find mixed results, with unemployment and fraud havinggdivesrelationship and
unemployment and drug offences having a positive relationship.
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that the state of the economy matters for crime, there is no clear finding ogritengi
magnitude of the estimated parameters

Most of empirical analyses looking at economic motives for crime, in general,
highlight the importance afontrolling for other variables which influence crime rate.
Following Ehrlich (1973) who made the first attempt to empirically operationalise
Becker's model of crime and punishmemipst commonly used control valbles often
reflect: deterrence mechanism, inequality of income,demaographic factors.

Corman and Mocan (2005) look &he crimedeterrencainemployment
relationship where deterrengeas measured by size of police force and number of
arrests for diffeent crimes, is expected to have a negative effect on criyseng chta
from the New York City, evenafter controlling forthe deterrence variablethey finda
significant positiverelationship between crim@ourglary andmotor vehicle theft)and
unemployment Levitt (1996) looks at the impact of incarceration rates on crime across
all US states. His findings suggest that an increase in incarcerationast@ségative
impact on crime; further once the deterrence mechanism is controlled for hed®a f
positive relationshippetween unemployment and crime.

Second set of control variables often reflect the level of inequealitich is used
to capture the ‘relative economic hardship’ as a motivation for engagingnimal
behaviour (Andesen, 2013).Inequality is expected timpact crime in two ways: first,
higher the inequality more rich the potential \nttihence higher returns for potential
offendes; second,lower therelative income of the individuals at the bottom of the
distribution,lessthe opportunity costs of engaging in crime for those at the lower end of
the distribution (Wu and WW2012. BothWitt et al. 1999 and Machin and Meghir
(2004), using data from England and Wales, find that relative fall in the wages of the
low-wage workers increases crim8imilarly, Entorf and Spengler (2000) use German

data and find evidence that widening inequality increasesdiiequent behaviour.



Third set of controls often reflect the demographidfiere are distinct age and
gender patterns to crime, with young males most likely to commit crime, be arrested
and incarcerated (Steffensmeier and Allan, 199&eifan, 1999). Evidence from
Levitt (1996, 1997) suggests that higher % of young population yields higher crime,
with the 2544 population having a larger impacthe impact of youth unemployment
specifically however yields mixed results. Oster and A@€07), using Swedish data,
find thatwhile generalunemployment significantly impactsime, there is no evidence

that youth unemployment impacts crime.

3. Econometric model

Cantor and Land (1985) not only suggested thedpmosinglinks (opportunity
and motivation) between crime and unemployment, #isyargwed that the timing of
these two links differsspecifically, the opportunity effect has an immediate impact on
crime, while the motivation effect occurs over time with susginnemploymentThe
empirical specification they used to capture the two hypothesised effgotensby he
following regression equation

ACe = Bo + B1Us + B2AUL + &

whereC, is log of crime at timet; U; is the unemployment ratat timet; A is the
difference operatorsuch that\U; = U; — U;_; andg; is the stochastic error terng,,
B., andp, are the parameters to be estimated; wifgreaptures the effect of the
opportunity hypothesi@he shorrun effec}, which isexpectedo be negativép, < 0),
andp, captures the effect of the motivation hypothdthe long+un effec), whichis

expected to be positivg{ > 0).?

2 Most of the empirical studs which find a positive link between unemployment and cfoasistent
with the motivation hypothesis) use annual date amedmainly looking at the relationship between first
difference of crime and contemporaneous first difference of unemptayneef,. Cantor and Land
argue in their 1985 paper that ‘while the motivational effects of pfegment are lagged, they are of
relatively short duration’. Thus, their interpretatiodafg-run is within a year
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While thetheoretical economimodelspecifiedby Cantor and &nd (1985)was
not subject to criticism, their econometrgpecification claiming to capture the
economic model came under heavy criticism early by Hale (1991) and Hale and
Sabbagh (1991 and later by Greenberg (200I)he earlier criticisnstemmedrom the
developments in ecmtegration methods, which showed trattemptsto explain a
stationary variable with a nestationary variable leads to a model that is statistically
misspecified and results in spurious regression. Hale (1991) and Hale abith§h
(1991) argued thatvhile the first difference of crime was stationamnemployment rate
in levels was often (if not alwaysjonstationary. Consequently, they argue that to
estimate the relationship one needscheck if the two series to be estimated are
integrated of the same order, and cséntegrationmethods if appropriate.

SubsequentlyGreenberg (2001) argdethat the use of the difference term
misspecifies the lag effedte. the longrun relationship is not captureas differencing
disards information about the longn trend of the time series; thus arguing that to
capture the longun relationship a cttegration model is needed. Britt (2001) lays out
the differences between the-iciegration approach (argued for by Greenberg)thad
first difference approach (argued for by Lagtdal., 199%. Britt states that whileco-
integration captures the lowgn relation, the first diffieence approach captures a short
runrelationship

Andresen(2013) uses panel data from ten Canadian provinces over the period,

1981-2009, to test the Cantor and Land (1985) model. The specification they use is
Cit = Bo + ﬁl(th — ﬁj) + ﬁzﬁj + B3Trend + €

where C;; is log of crime in provincg at timet. th—Uj is the deviation of

unemployment in provincgat timet from the average unemployment in provirice

(ﬁj) over the period of analysig3; captures the shertin effect and is expected to be

negative g, < 0); andg,, the coefficient of the average unemployment rate in province
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j, captureshe longrun effect and is expected to be positige ¥ 0). To address the
issue of norstationarity in the crime series the authors also include a deterministic trend
(linear and nodinear)in their analysis; thefiowever ignore the issue pbtentialnon-

stationarity in the unemployment series.

3.1 Our model and estimation strategy

We consider a somewhat unified approattie make use of an error correction
model that allows us to investigate whether unemployment has bothrgh@mnd long
run dynamics we address the issue of nstationarity in both the crime and
unemployment series; lastly, we do both a time series (@htievel) analysis and a
panel (regional) analysisThus, we build on the works of @tarand Land (1985), Hale
and Sabbagh (1991), Greenberg (20Qlgvitt (2001) and Ancesen (2013) and
incorporate both short term and longrm components in estimating dynamic
regression model.

We begin our analysis by looking at the matal level time series data. We
estimatean error correctionmodel for crime incorporaing both the longun and the
shortrun dynamics, where short term dynamics are viewed as depairomesongrun
equilibriumthat may last for short period§ hefirst relationship weaim to estimate is
given by equation (1):

AC, = Bo + P1AUr—1 + B2 Zy—1 + B3ACe—1 + & 1)
wheref; < 0 is the coeficient which capture the shorrun relationship(opportunity
hypothesispetweenchange incrime ratesandchange irunemploymentates AC;_; is
included to capture the dynamics/persistence in crime variables; enthe stochastic
error term Z;_, = C,_; —y U;_4 is the error correction term, it captures the long term
relationship(the motivation hypothesid)etween the variables of intereg; (where

-1 < B, < 0) is the speed of adjustment, which tells us how the variable eestt
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here crime, adiststo deviations from the longun relationship. For dong term
relationship to exisbetween crime and unemployment we require 0. If, we find
that statistically y = 0 then weconclude that there is no lomgn relationship between
the variables of interest, in which casguation (1)will have no error correction term,
and all we have is the sheatin dynamics.

We estimateequation (1) first to capture the relationship between total national
crime rates andational unemployment rates.hdn we disaggregate total crimeto
six types of crime ificluding property crimes and violent crimes) and look at the
relationship, at the national level, between types of crimesggigateinemployment
rate. In each case we test for the presence of the long term relationship.

After estimating the national level relationship(sye disaggregate further
allowing for regional differens specifically considering crime rates and
unemployment rates across ttem Canadian provinces.At the regional level we
estimate a panel regression of the form:

ACjy = B1AUjt—1 + B2Zjt—1 + B3ACj—1 + 0; + €¢ (2)
whereg; is the regionspecific fixed effect; ands;, is the stochasticerror term. The
estimated coefficient$s(, 5, andfs) have the interpretation as in equation (1).

In our empirical estimation we use log of crime throughout, hencestireated
coefficients associated with change in unemployment, in both equations (1) aad (2)
interpreted asemielasticities. We alsotest for number of lags, for both crime and
unemploymentwhich should be included in equations (1) and (&ince we are
estimating an autegressive distributed lag model, we also test foodel
misspecification. For our panel analysisve also include other control variables

(discussed in section 2 above) in our analysis.



4. Empirical Analysis
4.1 Data and descriptive statistics

All data used in this paper were collected from CANSIM, a data base of
Statistics Canadawe have annual data, whichthe nationabnd regionalevel covers
the period of 1979 to 2006.0ur data includes seven crime series. At the most
aggregate level is the series taftal crime rate (TC) for Canada and individual
provinces Total crimeis then disaggregated into two types of crimes: Crimes of
Violence (VIO) and Property Crimes (PC). Theoperty crimes are then further
disaggregated into four key componentgmie: Breaking and Entering (BE)pRbery
(ROB), Auto Theft (ATH), andFraud (FR)

Canada has 13 regions: fifbvincesand 3 territories. nl our panel analysis we
includeall the 10 provinces (see Table 1 for the list of provinces included in the study).
We do not use the data on the three Canadzartories (Northwest Territories
Nanavuf and Yukon)due to the large demographical differencempared to thether
provinces and due to the lack of détar example Northwest Territories was separated
into Nanavut and the Northwest Territories in 1988hough Nanavut was already
established in 1993, leading to missing data problems imiihé& 9903.

The additional control variablesncluded in the panel analysis arthe
incarceration rate (INCAR)% male, between the ages 18 to 24 years, of total
population (PMALE18); % male, between the ages 25 to 44 years, of total population
(PMALEZ25); and Gini coefficient (GINI) for each province over time The
incarceration ratés included to capture thdeterrence mechanismwe expect the
coefficient for INCAR to be negative. We include GINI to capture the ‘relative

economic hardship’ as a motivation for engaging in criminal behavior; ingqusli

% Incarceration works in two ways: deterrerftimeat of sanctions deters people from engaging in crime)
and incapacitation (while incarcerated criminals are unable to commit crinmearcération rate is
included with a lag to avoid the problem of reverse causality; see Corman aath K900, 2005and
Levitt (1996).

10



expected to have a positive impact on crinWe also control for the young (481)

male population as weds the middle age (284) male population, to capture the age
and gender patterns in crime; with the coefficients on these variables expected to be
positive.

Figure 1shows a plot of all the time serjeat the national level. A casual
inspection revealshat unemployment rose during the recessions in d£89’'s and
1990's, with only a modest rise in unemployment during the slowdown in the early
2000’s.* A close look at the total crime rates suggest that we may not obtain strong
findings of a link between crime and unemployment when looking at aggregate data
however when we look at the disaggregated data we do find some interestinugspatter
The robbery series mimics the unemployment series most closayhibits peaks
during the recession oheé 1980's and1990’s with a modest increase in the early
2000’s. With respect ttraud, there is a sharp rise prior to the recession ih9B6’s,
howeverit continues to stay high into the ead$90s, at which point it falls with a
slight increase inaly 2000’s. Thus, while it does not exhibit a sharp decline prior to
the 1990’s recession, it does show similar patterns in therdime periods. Similarly,
breaking and entering shows only a modest decline in thel8id's as compared to
the sharp bp following thel990’s recession.Theftfalls in the earlyl980’s however
it rises sharply in the midi980’s reachinga peak in thel990’s recession. Overall, ¢h
observation of the dataggestghatcrime ratesn Canadaave fallen in recent years.

The descriptive statistics of all variables at the national levediaes in Table
2. On average, Breaking and Entering is the largest crime commit@ahada The
average unemployment rate over this time period8%8.Table 3 gives the desctipe

statistics of the variables at the regional level. Overaitiencewithin each province is

* The recession dates mentioned are those obtained from the work ddweeHnphomic Cycle Research

Institute (ECRI) and empirical research by Louis and Simons (2005).

® Criminologists have observed a falling trend in crime ratesthierocountries as well. Levitt (2004)

analyzes the causes of decreases in crime rates in US fror2@991 Ward and Carmichael (2001)

consider the case of England and Wales. Similar trends are observed for Canadgcset &. (2014).
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the samewith breaking and entering being the biggest crime. Newfoundland and
Labrador has the highest level of unemployment but the lowest level ofriatel The
highest total crime is in fgish Columbia (province with the highest inequality, as
measured by Ginifollowed by Sskatchewanboth are western provinces. he

incarceration rates the highest iSaskatchewan

4.2 National level analysis

A casual observation of the data in Figure 1 suggests that the series might be
non-stationary. We conduct an ADF test to check for-stationarity and report our
results in Table 4. We find all the series, with the exception of laghifery to be
non-gationary.

Before we can estimate equation (1) we need to check whether or not the
variables are cintegrated. If we do find emtegration then we will estimate tleeror
correction modehbs specified in (3)if we find no ceintegration then we estinathe
specification without the error correction term. Table 5 reports the resule @t
integration test. We check for -tategration between the total crime rate and the
unemployment rate, as well as eamhthe six disaggregated crime seriesd ahe
unemployment rate. Our results indicatehat for Canada there is no lengn
relationshipbetween unemployment rate and crime at the aggregatqtleigeis similar
to the findings of Hale and Sabbagh, 1991, for England and Wh&®)e we focus on
short-run dynamics only.

The results for the shertin dynamics are reported in Table 8VNith the
exception of robbery there is a degree of persistence in growth of crime nstteo(i,

Table 6). Column (1) of Table 6 shows the firgh for aggregate total crime at the
national level. The results indicate that there is no significant relationship between

growth intotal crimerate andchange inunemploymentate Oncewe separatéotal
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crimeinto the two main categories, violentroe and property crime, waill find no
significantrelationship withunemploymen{columrs 2 and 3, Table 6).

Next, wedisaggregateroperty crimeurther into BE, FR, ATH, and ROB. Our
findings indicate thafraud and robberfpave a significant link with unemployment, and
the estimated coefficient is negative, lending support to the ‘opportunytigsis’.
For example, consider robbery (column 7, Table 6), the estimated coefffient,
—0.03, whichindicates thafor eachone point change in thememploymentatethere is
a decrease @1.03 percent in robbery rate.

Overall, although our analysis does yield some significant results atttbeata
level, due to the low number of observations, we extend our sample to atpasel,
allowing for another margin of disaggregation; and it allows us to include control

variables.

4.3 Regional level analysis

We start our analysis for the regional level data by first chedkingnit root in
all variables. We use the Fiskhgpetes which combines the-galues froma unit root
test (we use th&DF tests for each cross section (Baltagi, 2013). The results are
reported in Table 7. Most of the series have a unit root, so we use the first difi@rence
all series in our analysis. Next we do a paneintegration test between each of the
seven crime series and unemploymeamdsimilar to the national level resultge find
no longrun relationship at the regional lev&lWe then go on to analyze the sham
dynamics in the panelata.

In Table8 we use the same model as used for the national level. To make sure
we have no serial correlation in the error term we include two lags of unamgiay

We find somepersistence igrowth of crime rateat the regional level as wetbr all

® The panel o-integration test was done using the xtwest command of STATA (PensyWasterlund,
2008). Results are available from authors on request.
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the seriesvith the exception of auto thedind fraud(seerow 1).” We find a significant
negativerelationship betweenhange inunemployment and growth total crimerate

When total crime is disaggregated into property crime and violent crimsee that the
relationship between total crime and unemployment is driven by the negative
relationship between property crime and unemploymentirther disaggregation of
property crime provides additional insight into the type of crime that is linketth wi
unemployment (see colurert to j. Growth in auto theft and breaking and entering
have a statistically significamegativerelationship withchange inunemployment
which is consistent with the opportunity hypothesis predictions.

Next, weestimatethe panelmodelwith control variablegpresented in Tabl®).

Our findings are robust to theclusion of control variablese. there is no qualitative
difference in the relationship between crime and unemployment, with or without
controls (comparing Tables 8 and Ve still find a significant relationship between
unemployment andotal crime and propertycrimes; in both cases the coefficient is
negative. With respect to the crime of violence, resuiese aren line with those of
Gouldet al.(2002 and Dbnohue and Levitt (2001), among others, who do not find any
significant link between violent crimend unemployment. Disaggregating property
crimeg, it's still growth inbreaking and entering and auto theft whattow asignificant
negative relationshipith change irunemployment.

For thecontrol variables, we find a significant negative relationshipvéen
changes in incarceration rates agbwth in violent crimes; however, we find no
evidence of deterrence effects (as captured by incarcerationfaatgs)wth in property
crimes. Increase in thoportion of young males (18 to 24 years old) ingbpulation
increass the incidence ofobbery;on the other had an increase in the proportion of

intermediate agenales (25 to 44 years old) in the population is related positively with

"Glaeser et al (1996) and Machin and Meghir (2G0ddfind significant persistence in crime over time
acrossareas.
14



the incidence oWiolent crimes and other property crimes (breaking and entering and
fraud) Change in inequality in the region (as measured by changfNib has no

significant impact omgrowth incrime rates.

5. Discussion and conclusion

We use national and regional Canadian data to analyze the relationship between
eanomic activity(as captured bthe unemployment rat@nd crime ratesOur analysis
takes into accourttvo potentialsources of aggregation bias. Fiwse disaggregate the
crime dataand look at the relationship between six different types of crimes rates and
unemployment rateas well as the total aggregatesSecond, we look at regional
disaggregation; we do analysis both at the national level andefoprovinces of
Canada.

We find no evidence ofa long+un relationship between crime and
unemployment, both when we look at disaggregation by type of crime and
disaggregation by region. This finding is different from that of résehn (2013)or
Canadawho finds a longun relationshipn his panel analysis; the difference in the
result is likely due to the difference in the methodology used to identify tigerion
relationship Lack of evidence fom long+un relationship indicates we have no
evidence of motivation hypothesis. This is probably not surprising, as to be able to
observe a longun relationship between unemployment and crime in the macro data we
would expect substantial proportion of population to routinely move in anof gutne
(Cohen and Felson, 1979possibly arunrealistic assumptionFreeman (1999) further
speculates that the weak long run relationship between unemployment and crime could
be due to coexistence of legitimate work and crime; wstmé criminals shift(ing)
between crime and work over time, depending on opportunities.” (Freeman, 1999, p.

3543).
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For property crimes weo find some evidence d significant negative short
run relationship between crime and unemployment, lending support to the opportunity
hypothesis. This finding is in accord with that of Levitt (2001) for the US andeSex
(2013) for Canada. Our findings are robugialitatively and quantitatively to the
inclusion of control variables for deterrence, inequality and demographics.

For the type of property crime that has a significant relationship with
unemploymentresults vary by level of disaggregation used: while at the national level
we find a significant relationship between unemployment and fraud and robbery, at the
regional level theelationship is significant between unemployment and breaking and
entering and auto theft. We peculate here that the results of panel data are mare robust
we are better able to capture the variations in crime and unemployment (which are lost
when aggregting the data to national level); and we are able to estimate a more
complete model with control variables.

Our analysisalsoshows that careful attention needs to be paid to the time series
properties of the data at hand. This is important for both therlongelationship
(when we check for stationarity and-egegation) and for the sherun relationship
(when we carefullychoose the lags of dependents and independent variables to be

included in the analysis).
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Table 1: Variable names and codes

SERIESTITLE CODE
TOTAL CRIME, ALL INCIDENTS; RATE PER 100,0000PULATION LTC
1. CRIMES OF VIOLENCE; RATE PER 100,000 POPULATION LVIO
2. PROPERTY CRIMES; RATE PER 100,000 POPULATION LPC
2.1BREAKING AND ENTERING; RATE PER 100,000 POPULATION LBE
2.2FRAUDS; RATE PER 100,000 POPULATION LFR
2.3THEFT, MOTOR VEHICLES; RATEPER 100,000 POPULATION LATH
2.4 ROBBERY; RATE PER 100,000 POPULATION LROB
All crime variables arein natural logarithms
UNEMPLOYMENT rate, for age 15 yeaasid over UEM
INCARCERATION; RATE PER 100,000 ADULT$n natural logarithms) LINCAR
% MALE, between ages 18 to 24 years, of total population PMALE18
% MALE, between ages 25 to 44 years, of total population PMALE25
Gini Coefficient after tax income GINI
PROVINCE
NEWFOUNDLAND AND LABRADOR NFL
PRINCE EDWARD ISLAND PEI
NOVA SCOTIA NS
NEW BRUNSWICK NB
QUEBEC QU
ONTARIO ON
MANITOBA MA
SASKATCHEWAN SK
ALBERTA AB
BRITISH COLUMBIA BC

Table 2: Descriptive statistics: National level
(Time period: 1979-2006)

Mean | Standard Deviation
LTC | 9.14 0.10
LVIO | 6.78 0.18
LPC | 8.51 0.16
LBE | 7.10 0.21
LFR | 5.94 0.21
LATH | 6.10 0.23
LROB | 4.56 0.09
UEM | 8.79 1.66
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Table 3: Descriptive statistics: Regional level
(Time period: 1979-2006

Province LTC LVIO | LPC | LBE | LFR LATH LROB UEM PMALE18 PMALE25 GINI LINCAR

AB MEAN 9.29 6.90 8.64 | 7.08 | 6.20 6.24 4.45 6.90 6.11 17.12 0.369 4.74
D 0.12 0.14 0.16 0.22 0.15 0.23 0.14 2.39 1.16 0.83 0.01 0.17

BC MEAN 9.54 7.12 893 | 744 | 6.05 6.42 4.79 9.28 5.34 16.01 0.374 4.35
D 0.10 0.13 0.12 0.21 0.22 0.32 0.17 2.54 0.75 0.91 0.02 0.10

MA MEAN 9.38 7.10 8.70 | 7.29 | 6.00 6.45 4.86 6.87 5.62 14.99 0.356 4.77
D 0.10 0.36 0.14 0.18 0.43 0.51 0.28 1.62 0.74 0.88 0.01 0.13

NB MEAN 8.93 6.63 8.10 | 6.73 | 5.75 5.38 3.14 11.93 5.71 15.43 0.351 4.23
D 0.08 0.27 011 0.16 0.19 0.14 0.19 171 0.84 0.99 0.01 0.19

NFL MEAN 8.77 6.70 7.93 | 6.61 | 5.59 4.74 2.49 17.13 5.97 15.09 0.343 4.30
D 0.07 0.29 0.12 0.12 0.14 0.18 0.36 1.99 0.78 0.97 0.02 0.11

NS MEAN 9.07 6.76 831 | 6.82 | 595 5.42 3.82 11.10 5.60 15.24 0.356 4.02
D 0.10 0.30 0.11 0.14 0.25 0.24 0.31 1.85 0.96 1.02 0.01 0.18

ON MEAN 9.03 6.71 8.39 | 6.86 | 5.93 5.85 4.28 7.60 5.55 15.89 0.367 4.46
D 0.16 0.16 0.23 0.26 0.27 0.25 0.16 171 0.87 0.81 0.02 0.05

PE|* MEAN 8.93 6.44 8.09 | 6.57 | 5.79 5.14 2.59 13.23 5.53 14.30 0.341 4.49
D 0.16 0.30 0.12 0.20 0.25 0.19 0.34 2.00 0.74 0.81 0.01 0.16

QU MEAN 8.91 6.45 837 | 7.22 | 5.68 6.23 4.91 10.68 5.52 16.21 0.358 4.07
D 0.10 0.18 0.18 0.25 0.23 0.22 0.27 1.80 1.00 0.97 0.01 0.11

SK MEAN 9.45 7.05 871 | 737 | 6.32 6.16 4.21 6.38 5.62 14.19 0.367 5.07
D 0.20 0.41 0.11 0.14 0.24 0.34 0.44 1.25 0.72 0.92 0.01 0.10

*Prince Edward Island data are not available for 2005.
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Table 4: Results of the ADF test: National level

Variable No trend With trend

ADF statistic p-value ADF statistic p-value

LTC -2.188 0.2108 -2.220 0.4789
LVIO -2.482 0.119 -1.600 0.7924
LPC -0.744 0.8349 -2.837 0.1838
LBE -0.337 0.9201 -2.329 0.4178
LFR -0.699 0.8469 -2.841 0.1825
LATH -1.446 0.5598 -1.694 0.7534
LROB -3.227 0.0185 -3.224 0.0797
UEM -2.558 0.1020 -3.030 0.1239

Reported statistics, for all variables, are from the Didkealer regression with a constant and one l&foice of

one lag was made based on the diagnostics done on the residuals from theFDilekesegressionfor all

variables All the residuals were found to be white noiset¢&) and the null hypothesis of ‘no serial correlation’

could not be rejectedfeuschGodfrey LM test for autocorrelatipn

Table5: Results of the co-integration test: National level

In each case below we aretesting for Cl between unemployment and the crime variable

CrimeVariable Hypothesis: rank =0 Hypothess: rank <=1
Trace Statistics Trace Statistics
(5% critical value= 12.53) (5% critical value= 3.84)
LTC 5.781 0.001
LVIO 8.5299 0.2929
LPC 6.0436 0.5067
LBE 8.5297 0.7633
LFR 6.4065 0.4274
LATH 6.7766 0.0594
LROB 4.8784 0.2666

Reported trace statistics are for Johansen’s test with two lags, in all affseenborders of lags wetested, the

results do not change.

Table 6: National level results

1) (2) 3) (4) (5) (6) (7)
LTC LVIO LPC LBE LFR LATH LROB
AC, AC, AC, AC, AC, AC, AC,
ACus 0.51%* | 0.79** | 0.66* | 0.61** | 0.59** | 0.40* 0.43
(0.19) (0.15) (0.19) (0.17) (0.20) (0.19) (0.28)
AU -0.01 -0.01 -0.02 -0.01 -0.02* -0.02 -0.03*
(0.01) (0.01) (0.01) (0.01) (0.01) (0.02) (0.02)
Constant -0.00 0.00 -0.01 -0.01 -0.01 0.01 0.00
(0.01) (0.00) (0.01) (0.01) (0.01) (0.01) (0.01)
N 28 28 28 28 28 28 28

Standarcerrors in parenthesgsp<0.10, ** p<0.05, ** p<0.01
The number of lags included, in each of the seven series, was selected aff¢neonisspecification test.
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Reported prvalues, for all variables, are from the Fishgre ADF test for panalnit root. The ADF regression
includes a constant and two lags. The null hypothesis is ‘all panels canitaioats’; the alternative hypothesis
is ‘at least one panel is stationary’. We repeviafues from two different test statistics: Z, which hasnverse

Table 7: Results of the panel unit root test: Regional level

Variable No trend With trend
Z P Z P

LTC 0.0025 0.0033 0.6552 0.7174
LVIO 0.0844 0.1540 0.9961 0.9821
LPC 0.8367 0.5648 0.0091 0.0012
LBE 0.8024 0.0143 0.1762 0.0232
LFR 0.9484 0.9320 0.0348 0.0143
LATH 0.5191 0.6020 0.6056 0.7658
LROB 0.2844 0.1059 0.2787 0.3658
UEM 0.0903 0.1212 0.0143 0.0307
LINCAR 0.1403 0.0567 0.0934 0.0348
PMALE18 0.3431 0.2196 0.4002 0.3105
PMALE25 0.0580 0.1911 0.7423 0.2323
GINI 0.9950 0.9938 0.5596 0.4362

normal distribution, and P which has the inverse chi-square distribution.

TABLE 8: Regional Leve Results, no control variables: 1979-2006

1) (2) (3) (4) ) (6) (1)
LTC LVIO LPC LBE LFR LATH LROB
AC, AC, AC, AC, AC, AC, AC,
AC., 0.23" | 0.27** | 0.34%* | 0.23* -0.04 0.09 -0.35**
(0.08) (0.11) (0.08) | (0.08) (0.15) (0.09) (0.15)
AU¢4 -0.01** -0.00 -0.01*** | -0.01** -0.00 -0.03*** 0.01
(0.00) (0.00) (0.00) | (0.00) (0.01) (0.00) (0.01)
AU, -0.00 -0.00 0.00 0.00 -0.00 0.01 -0.02
(0.00) (0.00) (0.00) | (0.00) (0.00) (0.01) (0.01)
Constant 0.00*** 0.02%** -0.01*** | -0.01*** | -0.01*** 0.00*** 0.03***
(0.00) (0.00) (0.00) | (0.00) (0.00) (0.00) (0.00)
N 270 270 270 270 270 270 270
R-square within 0.09 0.08 0.13 0.06 0.00 0.05 0.13

Standard errors in parentheses; * p<0.10, ** p<0.05, *** p<0.01

The results presented are for the fixed effect model. Hausman'’s test forcsgieaifivas done, which rejected
the randorreffect model.
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TABLE 9: Regional Levd Results, with control variables: 1979-2006

1) 2) 3) 4) ®) (6) (1)
LTC LVIO LPC LBE LFR LATH LROB
AC; AC; AC; AC, AC, AC; AC,
ACyy 0.15* 0.16 0.27*** 0.20*** -0.11 0.06 -0.37**
(0.08) (0.09) (0.07) (0.06) (0.11) (0.10) (0.16)
AUpq -0.01** -0.00 -0.02*** -0.01** -0.00 -0.02%** 0.01
(0.00) (0.00) (0.00) (0.00) (0.01) (0.01) (0.01)
AU,y -0.00 -0.01 -0.00 -0.00 -0.00 0.01 -0.02
(0.00) (0.00) (0.00) (0.00) (0.00) (0.01) (0.01)
APMALEIS, -0.01 0.00 0.04 0.03 0.10 -0.04 0.19*
(0.02) (0.03) (0.03) (0.03) (0.08) (0.07) (0.08)
APMALE25, 0.07*** 0.09%*** 0.07*** 0.09%*** 0.16*** -0.03 0.06
(0.00) (0.02) (0.01) (0.02) (0.03) (0.02) (0.06)
ALINCAR, -0.04 -0.05* 0.05 -0.04 -0.12 -0.12 -0.09
(0.04) (0.02) (0.06) (0.05) (0.09) (0.13) (0.07)
AGINT -0.34 -0.22 -0.33 -0.09 -0.43 0.49 1.36
(0.40) (0.36) (0.45) (0.84) (0.92) (1.02) (0.81)
CONSTANT 0.00* 0.02*** -0.00 -0.01** -0.00 0.00 0.04***
(0.00) (0.00) (0.00) (0.00) (0.01) (0.01) (0.01)
N 269 269 269 269 269 269 269
R-square within 0.16 0.18 0.18 0.10 0.10 0.06 0.14

Standard errors in parenthestep<0.05, ** p<0.01, *** p<0.001
The results presented are for the fixed effect model. Hausmeshfr specification was done, which rejected

the randorreffect model.
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Figure 1: Unemployment rate and Crime at the National Level (1979-2006)
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Notes: The solid line gives the crime rate (left hand side axis); the dashed line gives the unemployment rate (right hand side axis).
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