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An lterative Global Pressure Solution for the Semi-Analytical Sinmrdatof

Geological Carbon Sequestration

Domenico Bau, Brent M. Cody and Ana Gonzalez-Nicolas

Abstract Successful large-scale implementation of geologica} €&yuestration (GCS) will require the preliminary
assessment of multiple potential injection sites. Risk assessment and optimizdtiamséabin this effort typically
require large numbers of simulations. This makes it important to ehlthesappropriate level of complexity when
selecting the type of simulation model. A promising multiphase-a@aliytical method proposed b¥(Q to estimate
key system attributes (i.e. pressure distribytiG®, plume extentand fluid migration) has been found to reduce
computational run times by three orders of magnitude when compamteio standard numerical techniques. The
premise of the work presented herein is that the existing semiiaaliyyteakage algorithm proposed b4 may be
further improved in computational efficiency by applying a fixednpaype iterative global pressure solution to
eliminate the need to solve large sets of linear equations at each timeR&splts show that significant gains in
computational efficiacy are obtained with this new methodology. In additithis modification provides the same

enhancement to similar semi-analytical algorithms that simulate shrage finjection into multi-layer domains.

Keywords: Semi-Analytical Modeling; Iterative Methods; Geological Carbon Sequestrationtionj&ite Assessment

1 Introduction

Geological CQ sequestration (GCS) has the potential to greatly reduce greenhouse gas lodbeng to
atmosphere while cleaner, more sustainable energy solutions are developed. Howdaeeddisme or
sequestered GOnay intrude into and adversely affect shallow groundwater resources. |dzdiage would
increase aquifer salinity, while GOntrusion may cause secondary effects, such as the mobilization of
hazardous inorganic constituents present in aquifer minerals and changes in pH valuesskehsaestibe

fully understood and minimized before project implementation.
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It is thus often beneficial to use fasté#rough less accuratkeakage estimation models to perform the large
guantities of model simulations required for preliminary GCS planning, site seleoptimization, and
sensitivity analysis. In addition, inherent subsurface uncertainties often teteet® need for stochastic
methods, further increasing the quantity of simulations needed. The direct atheromulti-phase multi-
layer numerical methods in the initial planning stage is typically prohibigdabth the high computational
cost per simulation and the significant effort involved in building and caligrat custom model for each
potential injection site. In response to these obstacles, analytical and semica@nalethods have been

developed which greatly reduce simulation complexity and computational run times.

Several attempts have been made to analytically quantify the hydraulic communicsti@en aquifers
separated by leaky aquitard layers [19,20,21,30]. In additieveral other authors have presented analytical
or semi-analytical solutions used to estimate subsurface pressure distrilumibfisid flux across layer
boundaries resulting from leaky wells [24,25]. For example, [29] introdubgéid fand matrix
compressibility to the similarity solutions governing single-well,@@ection presented in [33], whild3]
presented a single-phase semi-analytical solution for large scale injextiozed pressure perturbation and
leakage in a laterally bounded aquifer-aquitard system. Also, a semi-analytical modelrestimitiiphase
fluid flux through a single caprock perforation was developed by [27] to determiimaabphjection
intervals based upon trapping effects for secure §@rage in saline aquifers aff&9,10] presented and
applied a single-phase semi-analytical model for both forced and diffuse leakagmuilti-layer system.
Finally, [4] combined solutions presented by [21], [38], #2] to createa semi-analytical solution for

approximating the area of potential impact from a single iGf@ction well.

However, while other semi-analytical algorithms provide insight regarding sppoiicesses (e.g. diffuse

leakage[10]), this work focuses upon the multi-phase subsurface flow mogelspd by [40] and further
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developed by [7] because it is the only semi-analytical model able to simulittephase flow in domains

having multiple injection wells and multiple aquifer and aquitard (i.e. caprock) layers

An analytical algorithm was developed by [38] for estimating the presssigbdiion and leakage for
single-phase injection (e.g. injection of brine into a brine filled domaiaqaffer) into a domain having
multiple passive wells and multiple aquifer-aquitard layers. This algocteates a set of linear equations
describing the pressure distribution throughout the domain by superimposing pressues daarsgd by
each source or sink in each aquifer. The general algorithm presented im [88hjiinction with the
development of a multiphase pressure response function [33,34,35,3Bdhasa semi-analytical GO
leakage algorithm, presented in [40] and expounded upon in [7] and [36], which estinthtésir® and

CO; flux across confining layers resulting from the injection o, C@/hile there are multiple pathways for

the leakage of sequestered Jm subsurface storage reservoirs (e.g. geological discontinuities, caprock
permeability, etc.), [40] assumes that hydrocarbon exploration and production borehdéss pmefarential

flow paths in the domaifR,3,12,1418,28,32]. This assumption appears reasonable as the existing caprock

had successfully held the recently produced hydrocarbons for many millennia prior toiprofBxt

Stochastic technigues for preliminary GCS site assessment (e.g. injection schiemizatiqn, risk analysis
and sensitivity analysis, etc.) require large numbers of simulations. Ther#@faseimportant to be
continually developing the efficiency of simulation tools. Herein, a fixedtgpe iterative global pressure
solution modification to the semi-analytic@D, leakage algorithm [7,36,40] is presented and exploféis
work first includes a detailed description of the original semi-analyiéeddage algorithm then presents the
methodology for applying the proposed modification. Following this is a descrigdtite hypothetical test
caseand a discussion regarding the accuracy and computational efficiency results. Finally, we catitlude

suggestions of cases when usage of this modification would be essential.



2  Methodology
A thorough understanding of the existing semilytical leakage algorithm’s methodology is needed before
describing potential modifications. Therefore, the first part of #itien provides a detailed description of

work presented in [40] and [7].

2.1 The Estimating Leakage Semi-analytically (ELSA) Algorithm

Referred to as Estimating Leakage Semi-analytically (ELSA) when used by [8&fintmate the maximum
probable leakage along abandoned oil wells, this semi-analytical algorithm estimatesniecaimdCQ flux
through permeable caprock locations resulting from GCS. Permeable caprock lcaagionaceptualized
as segments of abandoned wells and represent cylindrical portions of the aquitarchaajmgsnon-
negligible permeability valkis. These are referred to as ‘passive wells’ and are assumed to be the only
pathways for fluid flux between aquifer layers. Users of this model aeetal$pecify the number of
injection wells (M), passive wells (N), and aquifer/aquitard layers (L), &b ag their respective spatial

locations and hydrogeological parameters when characterizing the domain.

The domain is structured as a stack of aquifer/aquitard layers perfimatefection and passive wells.
Aquifers are assumed to be horizontally lewemogenous, and isotropic. Aquitards are assumed to
impermeable, except where perforated by passive wells. Injection wells are akertanto any layer.
Initially, fluid is not flowing through any of the passive wells because thesetidmain is assumed to be
saturated with brine at hydrostatic pressure. Additional assumptions made byotle$ include: 1)
Aquifers exhibit horizontal flow; 2) Capillary pressure is negligibleiitesy in a sharp fluid interface; 3)
CO, plume thickness at any given location is assumed to be the maximum plume thiokmesh $ources

in the aquifer; 4) Pressure response from sources and sinks are superimposed in eaclaadb) the

injectivity of the formation remains constar8everal of these processge importan{9,11,13,15,17,2226]
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and should be includgé,16,23,39] when model accaryis more important that efficiency (e.g. during final

project design).

At the start of injection, aquifer fluid pressures throughout the domain beghatge resulting in pressure
differentials across aquitards and fluid flux through passive wells. Ihasefore very important to
understand aquifer fluid pressure response resulting from changes in thearegs afCO, and brine. A
pressure response function for the injection of, @ a brine filled confined aquifer was derived in [33].
Reference [7] expresses this radial overpressure respgmsa, the bottom of a confined aquifer for a single

well injecting CQ as:

Ap =p—po = Ap'(pp — pc)gH (1)

where g and p are the initial and resulting fluid pressures at the bottom odjtiiferap is fluid density, g is
gravitational acceleratiomd is aquifer thickness, and subscripts b and ¢ denote phase types brine,and CO

respectively. In additiomyp’ is a dimensionless function defined as:

(0, xXzy

11<X)+A’() >y > 22
Ap'(x) =4 VX 2 (2
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In Equations (2-7), B is aquitard thicknekss CQ plume thickness, s the ratio ofCO, plume thickness
to aquifer thickness§]®® is the residual saturation of the brine, t is the injection duration,Heisduifer
permeability,u is the dynamic viscosityy is the aquifer porosity, Q is the total volumetric well fluy, is
the effective compressibility of the fluid and solid matrix, and r is thekadtance from th€O, source or
sink. Also,F(h’) is an offset term related to the vertical pressure distributioari@]the mobility ratio is
defined ast = AJ/ A, Whered, = k; /1, and Kk, is the relative permeability of phasag« = b for brine ora =

c for CQ).

ELSA uses Equation (1) to determine the pressure distribution throughout the adpgferapplies a

multiphase version of Darcy’s law to determine each flow rate, Q, i for each phase across each confining

layerl (1=1,2,..,L) for each passive well H1,2,..,N:

kr,aj’lkpw ;

1
Qaj, = ”rpzwjl B, . (P11 — Pa9B1 — 9PaHi—1 — D)) )



In Equation (8)rpwjl is the passive well radius akgwﬂ is the permeability for passive well £(@,2,..,N

and aquitard layer .

Equation (1) differs significantly from the solution derived by [42] for singdiase flow in that estimated
pressure responses are non-linear with respect to the injection flow tate.uilike single phase flouzO,

plume locations and thicknesses must be known when determining fluid saturations aive relat
permeabilities found in passive well pathways. ELSA overcomes these probleémesalizing Equation (1)

using Gree’s functions and applying time stepping to approximate the changing pressure distriution
passive well fluxes, and G@lume locations and thicknesses over the injection duration. For each time step,

the following linear equation is written for each passive well in each aquifer.

M N
Pig = Do, + z Giiw, 1 Qiw, + Z Gii{Qi1— Q1) + F (hinax)(op — p)gH 9)
=

iw=1

where i (F1,2,..,N denotes the passive well at which pressure is being solved,2,(I,L) denotes aquifer
layer, andw (iw=1,2,..,M and j (F1,2,..,N) denote the injection and passive well, respectively, whose flux is

causing pressure change at welGireen’s functions are defined by the partial derivatives:

0 (Apir)

Giig=——2t
ol
aQavgjl

(10)

Reference [40] describes the Greerfunctions defined by Equation (10) as representationSthef
sensitivity of the pressure field for a given source or’sinkhese are obtained analytically by calculating the

partial derivative of Equation (1) with respect to the average Qu;,(gjl, of a given injection or passive
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well. For each time step, Grésrfunction coefficients, G, are evaluated using the previous time ‘step

flow rates.

As shown by the denominator of Equation (3), for each time step, the semieaalgorithm presented in
[40] and [7] estimates the total pressure change from the start of simutatiber than the incremental
pressure change over the time step, at wet#1,%i..,N) resulting from fluid flux at well j §1,2,..,N), by
multiplying the current time step’s passive well flow rate by a Green’s function constant calculated using the
average flow rate over all previous time steps. The @6ssure response function from [38] is derived for
sources or sinks having a constant flow rate. However, passive well fluxes oecrgspense to pressure
differentials across caprock layers and therefore change over the injectiomrdur#ti response, [36]
proposed a volume preserving approximation of the convolution integral. This is impdrbgrastimating
the pressure change from each passiill flux as the product of the well’s Green’s function constant and its

average flow rate:
t
Apiju = Gijy Qc(w)gj'l (11

Therefore, Equation f9s rewritten with respect to £

M N
Pii = Pol + z Gi,iw,lQavgiw,l + Z Gi,j,l {Qavgj,l - Qavgj’l_‘_l} + F(h;nax)(pb - pc)gH (12)
j=1

iw=1

In Equation (12) volumetric flow rate is equal to total fluid mass transféiredgh passive well segment,

M®

e divided by the effective fluid density,, divided by the time,.



Qavggtl) = M( )/pefft (13

where the subscript eftnotes ‘effective’. Effective fluid densities are needed in this case bedﬂ}(f;%enay

be composed of both G@nd brine. The total fluid mass transferred from the start of injection ththagh

current time step between aquifers by a passive well segsrigfined as:
t t—At t—At t
M =M + e 05 (017 + Q1) pers (14)

WhereMj(_f_At) is total fluid mass transferred by the well segment during alliqus\time stepsat is the

time step duration, andS(Q(t A0 4 Q(t)) pesr IS the average mass flux over the current time step.

Substituting Equation (14) into Equation (13) gives:
Qang ) = M7 +058¢ (@) + Q[ pegy| /erst (19)
Subtracting the bottom layer’s average flow rate by the top layer’s average flow rate gives:
Qavgj'l - Qavgj‘l_'_l =c(Qj1 = Qji41) + @1 (16)

where ¢ and ¢ are defined as:

(t-Ab) (t-At) (t-At) (t-At)
o = Mj,l —MJ 1+1 + 0.5At (Q Qj,l+1 )peff (17)
! Pesrt
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0.5At
cp = —— (18

Finally, substituting Equation (16) into Equation (12) gives the pressure equation for tfiednodihod:

M
Pii = Doy + Z [Gi w1 Qiw,1]

iw=1

N
Krerr.it :
+ Z [Cz Giji {prilkj,z B (P11 — PbgB — gHi—1 (P — pphi 1
= effPl

, (19)
+ pchi—1) — pj,l)

Kyerr,ji+1

— My (pj1 — PrgBre1 — gH (py — puhi; + pchiy)

K
AT By

- Pj,l+1)} + ClGi,j,l] + F(hnax) (P — pc)gH

It is now possible to isolate unknown pressure term$p, p,, and pr1. Equation(19) is written for each
passive well i #1,2,..,N) at the bottom of each aquifer #%J2,..,L) resulting in a linear system of N*L
equations and unknowns. Solving this set of linear equations provides fluid prepsusgseach passive

well at each layer.

Once pressures are known throughout the domain, Equation (8) is used to explmiligteglassive well
segment fluxes for the current time step. The time step is then advanced and thegrepesased until the
full simulation duration is reached. Mass storage changes in eachAM;gr,may be determined for both
CGO; (e =c) and brine ¢ = b) by calculating the product of fluid densigy,, injection duration,;§, and the

sum of average passive well segment flow ratgg,,Q
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M M+N
AMa,l = patinj Z Qa”giw,l + patinj Z [Qa,avg]-'l - Q“"ng,Hl] (20)
iw=1 j=1

2.2 The lterative Global Pressure Solution (IGPS) Modification

The number of unknown variables, hence the number of linear equations, is equal to the prduect of
number of passive wells and the number of aquifer layers (N*L). Domains havingilanipers of passive
wells and/or layers produce very large sets of linear equations and resulting in sigpificdr@l simulation

run times. An iterative fixed point [41] approach is proposed here to increagritational efficiency by
solving the global pressure solution. In addition, this method is ablevie sohlinear sets of equatigns
therefore eliminating the need to linearize the pressure response equatitme fdllowing methodology,

iter denotes iteration indeR.,q andQ are vectors of average and current time step passive well flosv rate
with a size of [N*L],p is a vector of fluid pressures at the bottom of each aquifer at easthepasll with a
size of [N*L], andQ; andQ, are sets of parameters and independent variables, otheQthad p, for
Equation (1) and Equation (8), respectively:

res

Ql = {pc'pb'g; H,/l,T[, (p:Sb ’rl t'k'#b' Ceff} (21)

Q2 = { T, l‘pw' kr,c' kr,b' kpw' HUeyr Up, B' Pc)Pp, 9, H} (22)

whereH, @, andk are vectors of aquifer thicknesses, porosities, and permeabilities, respectivelyzavith si
[L], B is a vector of aquitard thicknesses with size [L+1§ an array of radial distances with size [M+N
[M+N], andr,, kow, Krc, andk, , are arrays of passive well radii, permeabilities, and relative permeabilities
of the CQ and brine phases, respectively, with size{INL+1]. The following is the procedure for the

IGPS modification.
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1. Use the initial assumption that passive well flow rates for the curreatstiep remain constant from the

previous time step:
Q(H)e=0 = Q(t — At) (23)
2. Use Equation (13) to determine average passive well flux rates then appbnttirear Equation (1) to

calculate the global pressure distribution by superimposing pressure changbstiitaasumed passive

well flow rates and known injection well flow rates at each passive well in eachraquife

P61 = p(Q4, Quyg(t) 67D (29

3. Calculate new passive well flow rates using this new pressure distribution and Equation (8):

Q)" = Q(Q2, p()**") (29

4. Repeat steps 2 and 3 until the maximum relative egrdtween the preceding and current iteration’s

flow rate becomes smaller than a prescribed error tolerance coeffigignt,

Ql 1(iter+1) _ Ql 1(it‘er)

‘Qj,l(iter+1) _ Qj,l(iter)

(iter+1) (iter+1)
Q1,1 Qi1

\|
< 29

J

|’
s=max4

l

(iter+1) _ (iter)
‘ QN,L QN,L
) )

(iter+1)
QN,L

As seen in Equation (24), IGPS uses average flux rates when calculating pressues.chidagever,
because it does not require the linearization of the pressure solution, Equatidhsuid (14-19) are not

used in conjunction with IGPS. Two additional parameters are implemented whenngpiblis



13
modification to ensure time step convergence stability. First, a maximum passiow rate, Qumax IS
specified to dampen artificigl high-magnitude pressure differentials calculated from either large tipe ste
intervals or closely-spaced passive well positions. Secoadglaxation factarw, between preceding and

current iterative passive well flow ratissspecified to reduce the likelihood of divergent oscillations:

Q(iter) — wQ(iter) 4+ (1 _ CO)Q(iter—l) (27)

This work has found that setting,£d.ax€qual to one tenth the volumetric injection rate arfsetween to 0.1

and 0.5 has resulted in algorithm stability.

3 Resultsand Discussion

CO, leakage estimation and simulation run times are compared for the origihpi@posed semi-analytical
leakage algorithm. A continuo®@®0O, injection rate of 50 kg/s is simulated through one injection wek(M
1) into the lower of two 20 m thick aquifers (L = 2) separated by oma #0ck aquitard. All aquifers have
k=100 mD,1 = 5,5}° = 30%, ¢z = 4.6 x 10° m?/N, ande = 10%. The bottom of the lower aquifer is set
to a depth of 2000 m. Parameter values for the domain include g = 98]y/s1000 kg/m, p. = 600

kg/n?, 4= 0.5 mPas, and. = 0.05 mPa s. All passive wells have a radiys equal to 0.2 m.

Sets of linear equations are solved by LU decomposition with partial pivosimg the DGESV solver
available in the optimized linear algebra package LAPACK [1]. This gerdkards needed because the
matrix characterizing our linear set of equations is non-sparse and non-synime{rmamputer having a
2.4 GHz Intel® Core™ 17 processor with 8 GB of installed memory is used for all simulations. Multiple

identical runs are performed to ensure computational run time consistency.
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Time saving measures (e.g. neglecting far or low mass flux sources) should be indhatedractically
implementing this semi-analytical leakage model. However, these are not tisedalhowing comparisons
to maintain run time consistency. In addition, this work makes the assumption thabfElpaccurately
estimates pressure changes resulting from a single well injectipgn@ confining aquifer and accepts the
numerical validation presented by [33]. While the modifications presented above alter thecint@tzmn of
the pressure solution, its fundamental form, defined by Equation (1), remainsnne Ats0, the upconing
solution [34] andF’ offset term defined above with Equation (7) are neglected for the purpdegbifying

the following analyses.

Figure 1 shows the plan and elevation views of a hypothetical injection domaiedcfeall following
analyses.Passive well Cartesian coordinates were uniformly randomly generated tthiseas50 km by 50

km domain centered with respect to the injection well.
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Figure 1: (a) Plan view of the domain showing locations of all 700 passive wells. (b) Elevation view of the domain showing

layer locations and thicknesses.
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All passive wells permeabilities,k were randomly generated having a 50% chance of being either “intact”
or “degraded” [31]. Passive well permeabilities were assumed to benD.¥or “intact” passive wells and

1000mD for “degraded” passive wells.

The average number of iterations required for time step convergence is dependéhé wadures chosen for
the number of time steps (IWsmw.xandw. Acceptable parameter values of ntg,, andwowere determined
through a preliminary convergence analysis then perturbed to investigate effestdoth the number of
iterations required at each time step and fractional leakage estimatiomestilis shown below in Table 1

were found for the randomly generated domain presented above with 50 passive wells simulated.

Table 1. Convergence sensitivity relating to parameters nts, gna, and o.

Average Iterations Required at Each Time Step Fractional L eakage (/)
Emax nts = 150 nts = 200 nts = 150 nts = 200
w=0.3 w=0.5 w=0.3 w=0.5 w=0.3 w=0.5 w=0.3 w=0.5
10° 2.00 2.00 2.00 2.00 9.418x10" | 9.418x10' | 9.420x10" | 9.420x10"
10”7 2.33 2.78 2.00 2.29 9.418x10" | 9.418x10" | 9.420x10" | 9.420x10'
108 6.01 4.57 5.05 4.11 9.418x10" | 9.418x10° | 9.420x10" | 9.420x10'
10° 9.57 6.42 8.64 6.03 9.418x10" | 9.418x10' | 9.420x10" | 9.420x10"

On average, few iterations are required for convergence. Simulations requismglleréyn.x value or
having a lessor specified nts @rvalue are typically shown to require more iterations for convergeAce.
greater nts value causes a more finely time discretization and, thus, lessienljad each time step. Lower
o values are more stable but result in slower convergence rates. It is imjeteshote that, for the
parameter ranges chosen,, and @ did not noticeably affect fractional leakage estimation. Fractional

leakage is found to be slightly higher with a greater nts.
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The randomly generated domain presented above is also used to quantify the aswleffigiency of the
iterative global pressure solution (IGPS) modification. From convergencegtegiues of 150, 10 and
0.3 are chosen for nts,,x and w, respectively. The only changing variable is the number of passive wells
simulated, ranging between 50 and 700 in increments oFfsfure 2 shows a comparison of simulation run
times and fractional leakage at the end of the 50 year injection periag Wieesnumber of passive wells for
the ELSA and ELSA-IGPS algorithms. These results show that there are negligible differenc&s,
leakage estimation between tB&SA and ELSA-IGPS algorithms while the IGPS modification greatly
decreases computational expense. The average observed difference in fractionalldebiagn the two

algorithms is infinitesimal while computational cost is reduced by approximately one ordagoitude.

500
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A /
- -ELSA-IGPS i = - -ELSA-IGPS f
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£ 300 / L0020 | 7
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Figure 2: Comparison of (a) simulation run time and (b) fractional leakage at the end of the 50 year injection period versus

the number of passive wells between the EL SA and EL SA-I GPS algorithms

Leakage mass estimations are very similar between the two methods because both use finessare
response equation to estimate the pressure distributions throughout the domain.io8snulattimes are
drastically reduced using the IGPS modification because the problem is solveditlexpithin each

iteration. In addition, computational efficiency savings increase with the number of pasdigemodeled.
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Figure 3 shows the ratio of simulation run time betweerEth®A andELSA-IGPS algorithms versus the

number of passive wells included in the domain.
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Figure 3: Ratio of EL SA to EL SA-IGPS simulation run time versus the number of passivewells

4  Conclusions

This work has led to an important modification of the semi-analytical I€&kage algorithm presented by
[40]. A fixed point type iterative global pressure solution (IGPS) has bemposed as a method to
determine the global pressure solution, thereby eliminating the need tdesglvdinear sets of equations.
The average number of iterations required for time step convergence was found to be depemdtre
values chosen for the number of time steps)(ptescribed error tolerance coefficieatd), and relaxation
parameter®). Values for these parameters were perturbed showing that simulations requiring asmaller
value or having a lessor specified nts @rvalue are typically shown to require more iterations for

convergence at each timestep.

This IGPS method was found to significantly increase computational efficiefloy average difference in
fractional leakage between the two algorithms was found to be very smaltheitbomputational cost

decreasing on average by approximately one order of magnitude. From the resulesipbitai simulation
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of domains having large quantities of passive wells or aquifer layers wouldydreadfit by using the IGPS
modification. In addition, this modification would be extremely beneficial whangel numbers or

simulations need to be performed such as in the cases of stochastic analysis or optimization.
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