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    In this paper, 3D weakly compressible and incompressible Smoothed Particle Hydrodynamics (WCSPH & ISPH) models are used to study 
dam-break flows impacting on either a fixed or a movable structure. First, the two models’ performances are compared in terms of CPU 
time efficiency and numerical accuracy, as well as the water surface shapes and pressure fields. Then, they are applied to investigate dam-
break flow interactions with structures placed in the path of the flood. The study found that the ISPH modelling approach is slightly 
superior to the WCSPH approach, since more stable particle motion and pressure distribution can be achieved with reasonable CPU load.  
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INTRODUCTION 

 

    Monaghan (1994) first extended the SPH modelling concept to 

incompressible flows with free surface using a weakly compressible 

assumption. An equation of state was used to link the density with the 

pressure field, which is the commonly-used WCSPH approach. Since 

then, it has been found that the SPH method has a great potential for 

problems involving large deformation of free surfaces, moving 

interfaces and deformable boundaries. For example, Gómez-Gesteira 

and Dalrymple (2004) reproduced the impact of a dam-break flow on 

a tall structure using a 3D WCSPH model. In addition, even though 

the SPH modelling technique has been widely used in the research 

community, very few engineering applications have been reported due 

to its relatively high computational cost. Recent work in the 

parallelisation of the SPH code could enable some realistic 

simulations to be possible (Ferrari et al., 2009).  

    Despite being very effective in the water-surface tracking, the 

conventional WCSPH method has been found to suffer from the 

unphysical fluctuations in the pressure prediction. This is caused by 

the small density errors in the calculation, which could be amplified 

through the equation of state. Some effective treatments have been 

made to correct the density and kernel gradient errors, which proved to 

significantly improve the WCSPH simulation capacity. On the other 

hand, quite a few incompressible models with better stability 

properties have been established. For example, Cummins and Rudman 

(1999) were the pioneers to put forward the projection SPH (PSPH) 

method, who imposed a zero-divergence requirement in the derivation 

of the pressure Poisson equation. Follow-on development on the PSPH 

method leads to the divergence-free ISPH models. Besides, following 

the principles of the Moving Particle Semi-implicit (MPS) method 

(Koshizuka et al., 1998; Gotoh and Sakai, 1999), in which the 

constant-density condition was used to derive the PPE to enforce the 

incompressibility requirement, Shao and Lo (2003) proposed the 

density-invariant ISPH method. Further improvement was made by 

Hu and Adams (2009) who combined the velocity divergence-free and 

density-invariant algorithms together.  

    Comparisons on the performance of various WCSPH and ISPH 

approaches have always been a debate over the years. Cummins and 

Rudman (1999) simulated a vortex spin-down and Rayleigh-Taylor 

instability and they found that the PSPH method produced more 

accurate results with better computational efficiency for the low and 

medium particle resolutions. More detailed comparisons and 

evaluations of different SPH modelling techniques as well as their 

potential improvements were reported by Khayyer and Gotoh (2010) 

for the dam-break flow over a wet bed.   

This paper’s purpose is two-fold. First, we would like to make an 

objective comparison between the two standard SPH modelling 

approaches, i.e. WCSPH and ISPH. Although Chen et al. (2013) 

found that the improved WCSPH is more attractive than the standard 

SPH approach, we need to take caution that the two methods should 

have been compared on an equal footing. For example, some relevant 

numerical treatments, such as the density normalizations and 

kernel/kernel gradient corrections, should be disabled in the WCSPH. 

Another objective is to use an improved ISPH pressure algorithm to 

investigate the 3D dam-break flow interactions with fixed and 

movable structures. Although quite a few 2D ISPH applications have 

been reported concerning similar problems, very little work has been 

undertaken using the 3D approach. One reason could be the long CPU 

time, as the computational cost increases rapidly with the size of the 

PPE matrix and an extra dimension drastically increases the number of 

coupled equations. Another reason could be attributed to the stability 

of the ISPH predictions of the pressure and particle position. As 

reported in Gotoh et al. (2005), the standard 2D solid boundary 

treatment in the MPS method could lead to fluid particle penetrations 

into the solid wall. Therefore, our study also aims to explore the 

potentials of the ISPH simulation in complex 3D flows.  

Since the pioneering study of the wedge entry into water with the 

WCSPH method (Oger et al., 2006) and the float motion with the 

Moving Particle Semi-implicit method (Koshizuka et al., 1998), more 

and more researches have been carried out to investigate the 

interaction between the solid objects and flows. Some studies even 

consider multi-degrees of the freedom, as documented by Bouscasse et 

al. (2013), Liu et al. (2014), Amicarelli et al. (2015), Ren et al. (2015) 

and Canelas et al. (2015).  
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GOVERNING EQUATIONS AND SPH PRINCIPLES 

 
    All kinds of the SPH models solve the hydrodynamic Navier-Stokes 

(N-S) equations in the following Lagrangian form as:  
 

0 v
Dt

D  (1) 
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where t is the time, と is the density, v is the flow velocity vector, P is 

the pressure, ち is the viscosity coefficient, and g is the gravitational 

acceleration. 

    As reviewed by Monaghan (1994), the SPH formulations are based 

on the concept of integral interpolations. By using a kernel function to 

relate the interactions of the fluid particles, differential operators in the 

Eqs. (1) and (2) are approximated by the summations over the discrete 

particles. Each individual particle carries the information such as the 

velocity, density, mass, pressure and other flow variables over the 

time. Both WCSPH and ISPH numerical schemes solve Eqs. (1) and 

(2) and the main difference between the two is the solution of fluid 

pressure. The former uses an explicit equation of state, while the latter 

uses a semi-implicit pressure Poisson equation. An overview of the 

fundamental algorithms of the two different SPH methods can be 

easily found in numerous literatures, e.g. Monaghan (1994) and 

Cummins and Rudman (1999), so they are not repeated here. One 

distinctive advantage of the SPH modelling approach is that the 

extension of the computational program from 2D to 3D is 

straightforward, although some special considerations are needed to 

treat the solid boundary conditions. For the ISPH method, we will 

discuss two different versions, i.e. the density-invariant ISPH 

(ISPH_DI) and the velocity divergence-free ISPH (ISPH_DF). In 

ISPH_DI approach, the source term of the pressure equation is the 

variation of particle densities, while the divergence of intermediate 

particle velocity fields is used in the ISPH_DF approach (Asai et al., 

2012). We will also introduce a modified SPH formulation of the PPE 

Laplacian operator aiming to improve the ISPH model accuracy and 

stability.    

    Our computational experiences found that the ISPH models using 

the first-order approximation of the Laplacian operator (Shao and Lo, 

2003) could converge and produce accurate results in most 2D flow 

applications with relatively simple geometry, but the stability and 

accuracy might degrade in 3D simulations, especially near the free 

surfaces and solid boundaries. Recently, Khayyer and Gotoh (2010; 

2012) proposed various higher-order approximations of the Laplacian 

operator in their MPS methods to improve the pressure predictions, 

which are quite useful for the development of more accurate ISPH 

equations. On the other hand, Schwaiger (2008) proposed another 

discretised form of the Laplacian based on the gradient approximation 

commonly used in the thermal problems, which retains the higher-

order terms in the Taylor series expansion. We would incorporate this 

in our 3D ISPH model, as this formulation provides a modest 

improvement to the Laplacian approximation, while remains relatively 

simple and efficient in the numerical implementations. The final 

corrected Laplacian approximation for the left-hand side of the PPE is: 
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    The second term on the right-hand side of above equation was 

derived by following the so-called SPH2 principle in Schwaiger 

(2008). By reproducing a patch test in Schwaiger (2008), we found 

that the corrected formulation of Eq. 3 is able to improve the 

Laplacian estimation on the solid boundaries by 50% as compared 

with the original formulation in Shao and Lo (2003) for the different 

test functions. Computationally, it has also been found that by using 

the new formulation the CPU time can be reduced by 10% in a dam-

break flow running against vertical wall (Jian, 2013). This is due to 

that the improved formulation could reduce the convergence time of 

the pressure solver, since non-uniformity of the particles was reduced 

leading to a more stable linear equation system. 

 

BOUNDARY CONDITIONS 

 

    For the solid boundary, the dummy particle method proposed by 

Koshizuka et al. (1998) and Gotoh and Sakai (1999), is widely used in 

the SPH simulations due to its ease of implementation and sufficient 

accuracy. We also adopt this in the present 3D ISPH computations. 

For the WCSPH computations in this paper, the standard repulsive 

boundary proposed by Monaghan (1994) is used. One major 

difference between the ISPH and WCSPH numerical schemes is that 

the surface particles need to be identified for solving the PPE in the 

former. Then the pressure of the surface particles is set to zero as the 

known boundary condition. In the ISPH_DF method, the surface 

particles are usually identified by the divergence of particle positions 

after the prediction step. As for the ISPH_DI method, a particle can be 

easily regarded to be at the free surface if its density becomes less than 

10% of the reference value (Shao and Lo, 2003). 

 

COMPARISONS OF WCSPH AND ISPH SIMULATIONS 

FOR AN IDEALIZED 2D DAM-BREAK FLOW 

 

    In this section, an idealized two-dimensional dam-break flow over a 

dry bed is investigated using the WCSPH and ISPH models. The water 

column is initially 0.2 m wide and 0.4 m high, which is released 

instantaneously into a water tank of 0.8 m long and 0.8 m high at time 

t = 0.0 s. A total simulation time of 4.0 s is used to study the evolution 

of the free surface and pressure field over the time. Both SPH models 

use a particle spacing ∆r = 0.005 m. The computational time step ∆t is 

5.0 × 10-5 s in WCSPH and 5.0 × 10-4 s in ISPH. The former uses the 

repulsive particles and the latter uses three layers of the dummy 

particles for the solid wall boundary. 

    The time histories of the particle snapshots with pressure contours 

computed by the WCSPH, ISPH_DI and ISPH_DF models are shown 

in Fig. 1(a) ~ (b), respectively, at different time instants. It is shown 

that all the three models produce very similar surface and pressure 

patterns before the water front impacts on the right solid boundary. 

The propagation speed of the collapsed water column is very similar 

for the three numerical predictions. The abnormal “sticky particle” 
phenomenon appears in the WCSPH surface profiles at time t = 0.2 s 

and 0.4 s in Fig. 1(a), indicated by the fact that some water particles 

near the left wall boundary fall at a much slower speed than the 

adjacent water particles. In contrast, both ISPH models are free of this 

error. The computations show that the water front reaches the right 

wall boundary at t = 0.32 s. The subsequent upward movement and 

breaking process affect the stability of the SPH predictions. All three 

models exhibit some levels of instability in the free surface profiles as 

the particle configurations have become highly distorted. The surface 

profiles in Fig. 1(b) display obvious numerical noises as the 

overturning water front breaks onto the water layer underneath. In 

particular, the computations of ISPH_DI model show a large number 

of water particles scattering in the air. On the other hand, the WCSPH 

profiles suggest a high level of artificial viscosity effect in the 

modelling, since the scattered particles tend to stick together.  
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Fig. 1(a) Surface profiles with pressure contours simulated by 

WCSPH (top), ISPH_DI (middle) and ISPH_DF (bottom) 

models at t = 0.2 s (left) and 0.4 s (right).  
 

 
Fig. 1(b) Surface profiles with pressure contours simulated by 

WCSPH (top), ISPH_DI (middle) and ISPH_DF (bottom) 

models at t = 0.85 s (left) and 1.55 s (right).  
 

    The pressure fields are significantly affected by the breaking in the 

flow domain. The WCSPH results contain a number of pressure 

fluctuations in the breaking region, especially close to the solid 

boundaries. Fig. 1(a) and (b) suggest that there also exist some random 

fluid particles inside the water that carry larger pressure values than 

the neighbors. The ISPH_DI results again exhibit strong instability 

when the wave front strikes at the solid boundary. The pressure field, 

although still maintains a reasonable distribution over the depth, 

becomes significantly noisy because of the chaotic surface profile. 

This is fully demonstrated at t = 0.85 s and 1.55 s in Fig. 1(b). Among 

the three models, the ISPH_DF model is able to reproduce a relatively 

smooth and stable pressure field even under the severe breaking. The 

pressure contours contain very little localized maxima inside the flow 

domain. Khayyer and Gotoh (2010) also experienced the instability 

issue of the ISPH_DI in the dam break flow over a wet bed. Later they 

found that the performance of ISPH_DI could be significantly 

improved by using a higher-order Laplacian formulation and dynamic 

error-compensating source term (Khayyer and Gotoh, 2011). 

The CPU times required to simulate 4.0 s of flows are 15.75 min, 

38.79 min and 37.34 min for the WCSPH, ISPH_DI and ISPH_DF 

approaches, respectively. It suggests that the WCSPH model is 

computationally more efficient. The ISPH_DI model requires a 

slightly higher CPU time than the ISPH_DF model due to the particle 

disorders which cause larger density errors. If overall computational 

time and numerical accuracy are taken into account, the ISPH_DF 

model outperforms the ISPH_DI model, thus only it will be used in 

the following 3D flow studies as the representative ISPH model. 

    The dam-break flow has become a widely-used benchmark test for 

shock-capturing and interfacial flow models. Due to its Lagrangian 

description, the SPH method has inherent advantages in modelling 

these flows. However, the SPH application to 3D dam-break flow 

interactions with a structure has been limited. In contrast, extensive 

MPS simulations have been carried out by Khayyer and Gotoh (2012). 

In the following two sections, the WCSPH and ISPH models as 

discussed in the preceding sections are applied to the three-

dimensional dam-break problems. Firstly, a dam-break flow over the 

fixed object is simulated to validate the models against some reference 

data. Then, this is followed by an application example considering a 

movable structure that is subjected to the water impact force and bed 

frictional force. The capabilities of the two SPH models are 

investigated through their predictions of the surface evolution, 

pressure field and hydrodynamic loading on a small object located in 

the dam-break flow path.  

 

MODEL APPLICATION I - THREE-DIMENSIONAL DAM-

BREAK FLOW WITH A FIXED STRUCTURE 
     

Computational domain and model parameters 
 

    A 3D dam-break flow with a small fixed obstacle inside the 

computational domain is used to validate the 3D WCSPH and ISPH 

models. The corresponding physical experiment was conducted by 

Kleefsman et al. (2005). Fig. 2 shows the experimental setup and the 

monitoring locations for the water height and fluid pressure, indicated 

by H1 - H4 and P1 - P8, respectively. The water tank has a dimension of 

3.22 m × 1.00 m × 1.00 m. The initial water column in the reservoir 

has a dimension of 1.22 m × 1.00 m × 0.55 m. The gate is assumed to 

open instantaneously. Inside the water tank, a box of size 0.40 m × 

0.16 m × 0.16 m is placed at 1.248 m downstream of the gate. Four 

water depth probes are installed in the flow domain to monitor the 

water level variations and the box is fitted with eight pressure sensors 

with four on the front and another four on the top. A total simulation 

time of 5.0 s is carried out using both the 3D WCSPH and ISPH 

models. The number of fluid particles used in the simulation is 

approximately in the order of 100,000 with a particle spacing of ∆r = 

0.0183 m. A computational time step of ∆t = 1.0 × 10-4 s and 1.0 × 10-

3 s is used for the WCSPH and ISPH models, respectively. Four layers 

of the dummy particle are used to treat the solid boundaries in the 3D 

ISPH model, as compared with the three layers used in 2D, following 

the stability study by Gotoh et al. (2005) in their 3D MPS analysis. 
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Fig. 2 Schematic setup of experiment and monitoring locations, 

redrawn from Kleefsman et al. (2005). 
 

Result discussions 
 

The 3D WCSPH/ISPH simulated snapshots of the water body 

deformation are compared with the VOF results of Kleefsman et al. 

(2005) in Fig. 3, at time t = 0.40 s and 0.56 s, respectively. The 

pressure contours are also included in the SPH particle distributions. 

The general agreement between the two SPH predictions and the 

results from Kleefsman et al. (2005) is quite satisfactory at both time 

instants. The SPH computations show slightly slower flow 

propagation along the tank bottom than the VOF results. The height of 

splashed water in front of the box varies slightly between the results of 

the SPH and VOF models. Also the ISPH model tends to predict a 

larger splash than the WCSPH model but with more stable water front. 

Consistent with the previous 2D studies, the pressure contours 

computed by the ISPH model display much less pressure fluctuations 

than those in the WCSPH results.  

  

 
(a) 

 
(b) 

 
(c) 

 
 

Fig. 3 Snapshot profiles of dam break flow at t = 0.40 s (left) and 0.56 

s (right), with (a) VOF results redrawn from Kleefsman et al. 

(2005), (b) 3D WCSPH and (c) 3D ISPH. 

 

Fig. 4 shows the time evolutions of the water height at two measuring 

points H2 and H4. The water heights have been calculated according to 

the locations of the highest surface particles but excluding the 

splashed and dispersed ones. The key features in the experimental 

results have been captured by both SPH models. A slightly delayed 

arrival of the wave front is noticed in both locations, which is 

consistent with the slower propagation speed of the water observed in 

Fig. 3. For the water level variations in front of the small box (H2), the 

discrepancy between the experimental and numerical results mainly 

lies during t = 1.5 s ~ 2.5 s. This corresponds to the arrival of the 

reflected wave from the left solid boundary at the obstacle. The ISPH 

results show a milder reduction in the water height after t = 2.5 s. At 

the reservoir area H4, the water height profiles demonstrate a 

satisfactory agreement between the experimental and numerical results 

until t = 2.6 s. The gradual decrease of the water height during this 

period as well as the later two maxima caused by the reflected waves 

are well captured by both SPH models. However, the second local 

maxima around t = 4.0 s is underestimated by the numerical models. 

In spite of the over-prediction of the first maxima and the under-

prediction of the second maxima, the predicted water heights by the 

ISPH model are generally comparable to those by the WCSPH model. 

As will be seen later, however, the ISPH predictions demonstrate 

much better accuracy in terms of the pressure distribution.  

.   

    
 

Fig. 4 Time evolutions of water height at H2 (left) and H4 (right), 

computed by 3D WCSPH (triangle) and ISPH (circle) models 

with experimental data (solid line) of Kleefsman et al. (2005). 

 

The computed pressure records at P2 and P4, both on the front surface 

of the box, and P5 and P7, both on the top surface of the box, are 

shown in Fig. 5(a) ~ (d), respectively. The comparisons are made 

between the WCSPH/ISPH results and the experimental data of 

Kleefsman et al. (2005). It is shown that the WCSPH results contain 

severe fluctuations in the pressure predictions when the large 

hydrodynamic impacts occur, while the ISPH results are much more 

reasonable due to its true hydrodynamic formulation to solve the fluid 

pressures. From Fig. 5(a) ~ (b), it is seen that the agreement between 

the SPHs and experimental results is quite good at the two measuring 

points on the front face of the box. At this location, the pressure fields 

are not much influenced by the splashed particles, so the pressure 

variations are expected to be smooth. The ISPH model only slightly 

under-estimates the pressures between t = 0.5 s and 2.3 s. However, 

the second increase in the experimental pressure is not well 

reproduced by the numerical models during t = 4.6 s ~ 5.0 s, which is 

thought to be caused by the delay in the wave front arrival. On the 

other hand, the pressure comparison on the top surface of the box in 

Fig. 5(c) ~ (d) shows relatively larger disagreements between the 

numerical and experimental data. One reason could be due to that the 

turbulence effect is not considered by the present model, as the water 

splash is more predominant in this region. Another reason could be the 

entrainment of the air, which has not been adequately accounted for by 

the present single-phase algorithms. As for the falling of the water 

droplets onto the top surface of the box, the pressure is expected to 

experience certain degrees of the fluctuation. These fluctuations are 

drastically overestimated by the WCSPH model. Overall the ISPH 

computations perform much better in producing a realistic pressure 

variation pattern. In consistency with the under-prediction of the water 

heights around t = 5 s as shown in the left graph of Fig. 4, Fig. 5 

shows that both SPH models underestimate the pressure around the 

object at this instant.  
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(a)                                                (b) 

    
(c)                                                 (d) 

 

Fig. 5 Time evolutions of pressure at (a) P2, (b)P4, (c) P5 and (d) P7, 

computed by 3D WCSPH (triangle) and ISPH (circle) models 

with experimental data (solid line) from Kleefsman et al. 

(2005).  

 
 
MODEL APPLICATION II - THREE-DIMENSIONAL DAM-

BREAK FLOW WITH A MOVABLE STRUCTURE 
 
    Although several SPH applications are found in the literatures to 

investigate the dam-break flow interactions with fixed structures, very 

little work has been reported concerning the movable ones, in spite of 

the fact that large amount of debris can be generated by severe 

flooding which move with varying degree of freedom. It is promising 

to note that good progress has been made in recently years to 

understand the fundamentals of this phenomenon, as reported in Liang 

et al. (2010), Chen et al. (2013) and Liu et al. (2014). More practical 

scenarios have been considered by Wu et al. (2013), using a GPU-

based WCSPH model to simulate dam-break flooding in urban areas.  
 

Model setup and computational parameters 
 

    Here the small structure box placed downstream of the dam as 

shown in Fig. 2 is considered to be movable. Once the horizontal 

component of the impact forces exceeds the frictional force between 

the obstacle and the floor, the box will slide. In order to reduce the 

complexity involved in the study, the frictional coefficient is set to be 

constant under both the static and dynamic conditions. Apart from the 

frictional coefficient, the other free parameters in the simulation 

include the mass of the box. In our numerical experiment, different 

values of the mass are assigned, ranging from 100 kg ~ 700 kg. In the 

computations, the solid wall located at the downstream end of the tank 

(x = 3.22 m) is removed to ensure no wave reflections. A total 

physical time of 2.0 s is simulated in all the cases, which is long 

enough to capture the maximum hydrodynamic loading on the front 

surface of the box and disclose main characteristics of the box motion.  

 
Movable structure model 
 

    When being subject to the hydrodynamic loading, the movable box 

experiences two opposing forces, i.e. the hydrodynamic force caused 

by the fluid pressure differences between the upstream and 

downstream faces and the frictional force arising from the channel 

bed. The shear force on the other faces of the box is assumed to be 

negligible compared with the pressure force. Considering the 

symmetrical configuration of the problem in the y direction, the box is 

allowed to move only in the longitudinal x direction with one degree 

of freedom. The frictional force exerted on the movable box is simply 

calculated as follows: 
 

boxfriction mf   (4) 
 
where g is the frictional coefficient, which is fixed as 0.3 in the 

present study; and mbox is the mass of the box. The acceleration of the 

box is thus calculated by 
 

  if  ,, frictionsurf

box

frictionsurf

horizonta lbox fF
m

fF
a 


  

0 and  if  , ,, 


 horizonta lboxfrictionsurf

box

frictionsurf

horizonta lbox ufF
m

fF
a

0 and  if  ,0.0 ,,  horizontalboxfrictionsurfhorizontalbox ufFa  

(5) 

 
where Fsurf is the fluid impact force acting on the structure surface, and 

abox,horizontal and ubox,horizontal are the acceleration and velocity of the 

movable box in stream-wise direction, respectively.  

    Here we should note that due to the negligence of buoyancy and 

uplift force in the numerical model, the simulations could 

underestimate the velocity and displacement of the movable structure. 

However, this underestimation only occurs when there exists a gap 

between the bottom of the structure and the bed. 

 

Result and discussions 
 

To make a reference comparison, we first assume the structure to be 

stationary and compute the x-component of the hydrodynamic forces 

by the WCSPH and ISPH models as shown in Fig. 6. The force is an 

integration of the pressure over the surface areas, so it varies much 

more smoothly than the pressure profile. The figure shows that a 

reasonably good agreement is observed between the two SPH 

modeling results. Both force curves show a pattern consisting of a 

sharp rise at t = 0.4 s when the dam-break flow hits on the front 

surface of the box, followed by a gradual decrease after t = 0.55 s. The 

maximum impact force experienced by the box is predicted to be 

slightly higher in the ISPH computations. While both models display 

some levels of fluctuation in their predictions, the force curve 

produced by the ISPH model is much less noisy. The WCSPH force 

curve undergoes relatively large rises and drops after t = 0.55 s, then 

producing a steeper decrease of the force pattern than the ISPH result.  

 

 
Fig. 6 Hydrodynamic forces on fixed box computed by two SPH 

models. 
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After the static box test, the structure is treated as movable and the 

hydrodynamic forces and horizontal velocity variations simulated by 

the SPH models are summarised in Figs. 7 and 8, respectively, with 

the different box mass settings. The force curves in Fig. 7 suggest that 

the reduction in the impact forces is noticeable when the box mass is 

reduced to a very low level, i.e. mbox = 100 kg. The force curves for 

other masses remain largely unchanged from the fixed-box case, 

indicating that the moving velocity of the box of the larger mass is too 

small to effectively offset the impact load, given that the dimensions 

of the box are kept the same. The effect of the box movement becomes 

evident only when the box moves with a sufficiently high speed. Since 

the structure movement helps to reduce the water run-up height in the 

front, the box that moves faster is expected to incur smaller pressure 

forces on its front surface. Since all the boxes are initially kept 

stationary and those with bigger masses come to a stop very quickly, 

the forces in these situations are not very different from the fixed-box 

case. In the gradual force reduction phase, boxes with smaller mass 

settings tend to have a steeper slope in their impact force curves. In 

this study, the mass of the box is reduced from 700 kg to 100 kg with 

a constant interval. It can be seen that the differences in the impact 

force curves increase with the decreasing mass values. Besides, it 

clearly demonstrates that even under the movable structure condition, 

the ISPH model still predicts a much more stable force history than the 

WCSPH model. The results with 100 kg and 200 kg mass computed 

by ISPH show some degrees of sudden change around t = 1.2 s, 

because this is the moment when the reflected wave suddenly plunges 

onto the top of the structure. The WCSPH simulations do not 

demonstrate such a sudden change, because its predicted force 

contains excess fluctuations that somewhat submerge the physical 

change of the impact force, given that this sudden change is not 

significant. 

        

 
 

Fig. 7 Hydrodynamic forces on movable structure computed by 

WCSPH (left) and ISPH (right) models. 

 

In terms of the horizontal velocity variations, Fig. 8 shows that the 

boxes heavier than 500 kg behave almost like a fixed structure with 

little movement under the fluid impact (the curves of mbox = 600 kg 

and 700 kg are not shown in the figure, as no tangible motion is 

found). The boxes with mbox < 500 kg are all moved upon the strike of 

the dam-break flood, and then decelerate before eventually coming to 

a stop. The flood wave arrives at the front face of the box at around t = 

0.4 s, when the motion of the box is initiated. The smaller the mass is, 

the bigger acceleration it obtains. The fluid forces should gradually 

decrease with the emptying of the reservoir, while the frictional force 

remains constant as long as the velocity of the box is not zero. When 

the hydrodynamic force is just balanced by the bed friction, the box 

velocity reaches the peak value. Then the box starts to decelerate and 

finally stop. The box velocity returns to zero by about t = 1.23 s and 

1.83 s for mbox = 500 kg and 400 kg, respectively, in the WCSPH 

computations. In comparison, these timelines are 1.10 s and 1.57s 

respectively, in the ISPH results. Because of the limited computational 

domain and simulation time, the boxes with smaller mass have not 

stopped at the end of the current simulations. As the mass of the boxes 

reduces, the adjacent curves become increasingly separated, signifying 

that the movement of the box is very sensitive to the box mass for the 

lighter ones. If superposing the WCSPH and ISPH results together and 

examining their hydrodynamic forces and velocity differences, we 

could easily note that the WCSPH model generally predicts a higher 

hydrodynamic load than the ISPH model, thus leading to a faster 

structure movement. 

 

 
 

Fig. 8 Horizontal velocities of movable structure computed by 

WCSPH (left) and ISPH (right) models. 

 

 

CONCLUSIONS 

 

    The paper presents 3D WCSPH & ISPH studies on the dam-break 

flow interactions with fixed and movable structures, and aims to make 

a comparison between the two modelling techniques. Both WCSPH 

and ISPH computations of the fixed structure case provide reasonable 

agreements with the experimental observations, but the ISPH 

simulations demonstrate an improved prediction of the water splash 

and pressure field. Numerical experiments were then designed to study 

the response of a movable structure subject to the same dam-break 

flow. Again, the ISPH model demonstrated better performance in 

predicting the hydrodynamic loads. It has been found that the mass of 

the movable obstacle plays an important role in its response to the 

flow impact. With a larger mass, the obstacle does not become 

mobilized easily and the phenomenon returns to the fixed-obstacle 

case, while with a smaller mass the movement of the obstacle is highly 

sensitive to the mass. Regarding the CPU cost, 2D/3D WCSPH and 

ISPH models are comparable in most cases considered in this paper. 

Hence, we conclude that the 3D ISPH model could possess the same 

computational feasibility as the WCSPH counterpart, at least for the 

low-medium particle resolutions as investigated in present study.  

    However, we would like to point out that the scaling of CPU time 

with the increased particle resolution may be different between these 

two SPH models. In case of very large particle systems, the WCSPH 

model could become more efficient due to that the CPU load for 

solving the PPE in the ISPH model overwhelmingly overweighs the 

computational expenses in the WCSPH model. The search for 

neighboring particles and the predictor-corrector algorithms of the two 

methods have nearly the same CPU expenses. The ISPH can use a 

time step at least five times larger (Violeau and Leroy, 2015), but this 

is not enough to offset the cost for solving the pressure Poisson 

equation. The availability of more efficient linear solver and advanced 

computing environment may make ISPH promising even under very 

high particle resolutions as well. On the other hand, further 
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enhancement of the WCSPH numerical scheme by using the concepts 

of error compensation pressure or kernel correction of viscosity [e.g. 

Khayyer and Gotoh (2010a; 2010b)] could make this model equally 

attractive. 
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