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Abstract

Geological carbon storage (GCS) has been proposadaasrable technology to reduce carbon
dioxide (CQ) emissions to the atmosphere. One of the main cna@hout GCS is the risk of GO
escape from the storage formation through leakage pathwayssaatieg layer. This study aims at
understanding the main sources of uncertainty affecting the upward igodtCQ through pre
existing OpassiveO wells dhe risk of fissuring of target formation during GCS operations, which may
create pathways for G@scape. The analysis focuses on a potential GCS site locatedtivtitichigan
Basin, a geologic basin situated on the Lower Pettdansf the state of Mitgan. For this purpose, we
perform a stochastic analysis (SA) and a global sensitivity asdIgSA) to investigate the influence of
uncertain parameters such as: permeability and porosity of thednjéatmation, passive well
permeability, system compressibility, brine residual saturatiorCamdkendpoint relative permeability.
For the GSA, we apply the extended Fourier Amplitudes8iwity Test (FAST), which can rank
parameters based on their direct impact on the output, eofitst effect, andapture the interaction
effect of one parameter with the others, or highreler effect. To simulate GCS, we use an efficient semi
analytical multiphase flow model, which makes the applicatich®fSA and the GSA computationally
affordable. Results shothat, among model parameters, the most influential on both fluid overpressure
and CQ mass leakage is the injection formation permeablitine residual saturation also has a
significant impact on fluid overpressure. While infhee of permeability ondiid overpressure is mostly
first-order, brine residual saturationOs influence is mostly hagter. CQ mass leakage is also affected
by passive well permeability, followed by porosity and system comprhigsibrough higher order

effects.

Keywords: CO, storage, serranalytical algorithm, C@leakage, fluid overpressure, parameter

uncertainty, stochastic approach, global sensitivity analysis.



1 Introduction

The EarthOs atmosphere is experiencing global clchatege caused by increasing greenhouse
gas concentrations. Carbon dioxide (@ the most important greenhouse gas produced bymuma
activities(Solomon et al., 2007)n the last decade, geological carbon storage (GCS) has been identified
as a promising technology for reducing £Xmissions tdhe atmosphere. Candidate storage formations
include depleted oil and natural gas reservoirs, unmineable coal seardsearshline aquife(8ergman
and Winter, 1995; Ruether, 1998; Bachu, 2003 latter represent potential alternatives to the lack o
petroleum fields and constitute 60% of the estimated storage gapacitdwide (International Energy
Agency, 2008)GCS in saline aquifers involves the injection of supercritical iGt0 deep brine
saturated formations. Supercritical £®©less densand less viscous than the brine residing in saline
formations, which causes gravity override as welliasous fingering. Thus, supercritical g@nds to
migrate upwards driven by buoyancy unless-fmeymeable layers, or caprock, stop its vertical
movemat. However, if the injected CQinds a potential leakage pathway through the cdpribenay
adversely affect shallow fresh groundwater resources or even redeimthsurface.

Sealing features of the caprock overlying the igddbrmations areritical elements for the
effectiveness and safety of GCS operations. Nevertheless, uatikdenm reservoirs, saline aquifers
have never contained oil or gas. Consequently, there are less dafatasswith saline aquifers than
petroleum reservoirs. In addition, information about the sealing propeftibe caprock might be scarce
or nonexistent. Typically, physical properties of potential candidate sk€Sare highly uncertain. Host
rock permeability, spatial distribution of potentiahkage patliays, and increase of fluid pressure in the
injected formations may directly influence ¢l@akage. Leakage pathways may also be created during
the CQ injection process due to caprock fracturing associated with increaseg@m@ssure and the
ensuing reduction in effective stress. Therefore, assessinghtaf CQ, leakage given the uncertainty

on these parameters is vital prior to the implementation of G&8ras.



Carbon injection into deep saline aquifers involgesiplex processes of twghase flow in
confined geological formations, which make its modeling a demgrehdeavorComplexities
associated with multiphase flow and transport processes, sacmésearity, induced fingering and
convective mixings, create the need for computationallyieffitassessment approaches. Several
analytical and sermnalytical solutions have appeared in the literature (e.g., SadpdlMcGrail
(2002} Nordbotten et al2005a) Gasda et a[2008) Dentz and Tartakovsk§2009) Vilarrasa et al.
(2010} Mathiaset al.(2011)), which rely on a number of simplifying assuropsi. The main advantage
of analytical and seranalytical models is that they allow simulations to be peréokin a very short
central processor unit (CPU) time (of the order of secomdsdgh makes stochastic analyses (SAs) and
global sensitivity analyses (GSAs) requiring on the order of thousandsd#lmuns computationally
viable.

Risk assessment is an important tool for decisiokimgaduring the initial stages of GCS
projects. Some algithms have been developed to predict performance ak@fiGCS systems (e.g.,
LeNeveu, 2008; Stauffer et al., 2008; Oldenburd.e2809; Dobossy et al., 2011y which potential
candidate sites are selected for evaluation of their safety and\effesds. Several studies have been
published that statistically analyze the uncertainty of leakageias=bavith parameters of the injected
aquifer in a GCS system. For example, Celia d2809)investigated the influence of the injection depth
on lealage risk and showed that this risk decreases when injectionidepghses.

COyinjection performance and sequestration efficiency have also bezstigated. For example,
Celia et al(2011)found that CQinjection rates are reduced by higher brine residual saturations and are
influenced by the relative permeability of @@upta and Bryar2011)found that more C&trapping is
achieved when the gravity numbeée(the ratio between buoyancy and viscfarges) is low, leading to
enhanced lateral displacement of the,@@me. On the other hand, high gravity numbers lead to stronger
gravity override, resulting in both less trapping of &@d less contact between the ifume and
ambient brine. Middletomt al.(2012)showed that uncertainties from permeability, porosihd

formation thickness significantly affect capacity awmdtacalculations.
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Studies that analyze the uncertainty of leakagecéstsa with abandoned wells can also be
found. Kopp et al(2010)conclude that increased risk of leakage is produced by a longetiamj time,
smaller distance between injection wells and leakysyblgher permeability anisotropy, higher
geothermal gradient, and shallower depth. In order to show thatipbteakage depends on formation
properties, as well as the location and the number of leaky Weltgjes et al(2012)conducted a Monte
Carlo simulation where the main uncertainty wasetiective well permeability.

Alternative methods for quantifyingncertainty by stochastic simulation can be found, for
example, in the works of Oladyshkin et@011)and Walter et ak2011) Both studies used an
integrative probabilistic collocation meth@d/iener, 1938; Li and Zhang, 2000 reduce the
computatimal cost associated with stochastic approaches. Specificadigly€hkin et al(2011)
compared the probabilistic collocation method to a Monte Capeooagh as a risk assessment tool of
CO; storage. Walter et al2011)used this method to study the mee increase in a channel system
during injection of CQ.

Mathias et al(2013)applied a local a sensitivity analysis of permeability, poycaitd relative
permeability parameters based on data drawn from the literat@® fonmations. The sensitivity
analysis addressed the impact of these parameters on the ratio bstsv€&pinjection rate and the
downhole fluid overpressurior injectivetypat the end of a prescribed injection period that is likely to
cause fissuring of the formation. They showkat relative permeability parameters have a significant
impact on aquifers of large extent, whereas the impact of compressibiligoansity is more important
in OclosedO compartmentalized aquifers. A local sensitivity analysis on tterfarigehawr of CQyin a
multilayered aquifer was conducted by Kano and sk011) who showed that, in the longrm, the
most influential parameters are geothermal gradiapérithicknesses, capillary pressure, relative
permeability and permeability. Aoyadi &l. (2011)presented an example of a local sensitivity analysis of
productivity index and fault permeability affecting the leakage of tBé@ugh wells or faults. They found

that the fault permeability value is more relevant when leakage starts. Zdla(?@1.0)determined that



CO. dissolution increased when the vertitadhorizontal permeability ratio, critical gas saturation, or
brine salinity are decreased, and when brine saturation is indrease

GSA (Saltelli, 2008)differs from the local sensitity analysis in that GSA explores the whole
parameter space and is able to rank parameters according imftairance. GSA methods include
methods such as Fourier amplitude sensitivity te&5(F (Cukier et al., 1978; Saltelli et al., 1999;
Saltelli, 2008), Morris analysigMorris, 1991) and SobolOs indicéSobol’, 2001) These last two
methods have been applied recently by Wainwright.€2013)to investigate the complementarity of
GSA and local sensitivity analysis in a hypotheti@&lS site loced in the Southern San Joaquin Basin
in California, USA. Another option to compute sensitivity measures whenwabigers are available is
the Generalized Likelihood Uncertainty Estimation (GLUB&ven, 1993)One example of the use of
GLUE to produce sesitivities measures for each parameter based on Kolmag@mnuoivnov statistic can
be found in Mcintyre et a{2005)

All these studies investigate uncertainties of midtfactors to aid the decision making of best
injection strategies. The aim of this study is to provide an understandingrfithesources of
uncertainty that affect leakage through potential escape pathwaysi@ahoviérpressure variability,
thereby identifying where data collection efforts should be directed to waphe characteration of a
candidate site for GCS. With this purpose, we conduct SAGE#E to investigate the effect of several
parameter$ such as permeability and porosity of injection formiasi, passive well permeability, system
compressibility, brine residual saflion and CQ@endpoint relative permeability on (i) the maximum
fluid overpressure produced by carbon injection @fdhe mass of C@that migrates into overlying
formations through passive wells in relation to tital mass of injected GOThe mé#n goal of the SA is
to estimate the probability of fracturing the caprock, and the probability cfderlass to exceed
predefined threshold values. In carrying out the GSA, we apply the extEA&Imethod Saltelli et al.,
1999) which captures not opthe uncertain parameters having more influence on the model output, but
also the interaction effect among these parameters. In all analy@gisj€ttion is simulated using

ELSA-IGPS, a semanalytical model developed by Cody et(@014) which buildsupon the semi
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analytical solution of Celia and Nordbott€2009)and Nordbotten et a2009) These analyses focus on
a potential GCS site embedded in the Michigan Basin.

This paper is organized as follows. First, the rphiltise flow model is presentddilowed by a
description of the methodologies used for stochastic analysis and globiivity analysis. Results of
the application of these methodologies to the Michigan Basin test site are theist@deand discussed.

Last, a summary and conclusiasfsthis work are given.

2 Multiphase Flow Semi-Analytical Model

The algorithm used in this study is called EL82PS (Estimating Leakage Sewnalytically-
Iterative Global Pressure Solution) (Cody et al., 20aA) constitutes a modified version of these
analytical model ELSA devised by Celia and Nordbot#d09)and Nordbotten et a{2009)

By solving the partial differential equations foracaghase immiscible flow, Nordbotten et al.
(2005b)developed a sendnalytical solution to estimate the leakage of brine angflD®@through
permeable caprock locations resulting from GCS. In EISRS, the domain is structured into a stack of
I aquifers separated bby! ! caprock layers, perforated by carbon injection wells and passive wells.
The model raés on the following assumptions:

- Permeable caprock locations are segments eéxisting, abandoned wells and represent
cylindrical portions of the caprock layers having low, yet-negligible, permeability. These are
referred to as OpassiveO wellsarecassumed to be the only pathways for fluid flux exchange
between permeable layers. Consequently, diffusion leakage acrosgtbekcis neglected.

- Aquifers are assumed to be horizontal, homogensagopic, and permeable formations of large,
virtually infinite, extent, confined between impervious top and bottom $ayer

- Initially, fluid is not flowing through any of the paive wells as the entire domain is assumed
saturated with brine under hydrostapiessure conditions.

- Flow is perfectly horizonta



- Dissolution and chemical reactions are neglectecesine time scale at which these processes
occur (centuries and millennia, respectively) is much greatetrttieatime scale of the injection
operations (decades) considered for this study.

- Capillarypressure is neglected; therefore £&d brine pressures at the interphase are equal.

- Pressure response from sources and sinks can bensppsed in each aquifer.

- The CQ plume thickness at any given location is the effect of alj &Dirces and sinks the
aquifer. For any position where there is an overlap of @@mes, CQsaturations are calculated
by assuming the maximum plume thickness. This must lead to a lo€3 ofi&@3s in the system.

- Injection wells are theoretically able to inject imtioy ofthe L aquifers.

- COinjection is constant during the injection period, even for low permeabilitgations, and no

postinjection phase is simulated.

Due to its significant amount of assumptions, tlisison is adequate for pigcreening and risk
analses but not recommended for supporting the final design of GCS systems.

ELSA-IGPS as the original model, applies superposition of effects for the fluid flusscro
sourced" (injection wells,!" =1,2,E,! ) and sinkd (passive wells!=1,2,E,! ) to solvethe fluid
pressuré ,, [ML *T at any given timé [T] at the bottom of the generic aquifefi=1,2,..! ) and for
each passive well Thereforefluid pressure can be expressed as:

L D0 0 QDB P e )t 20 P ()] (1)
where:! | is the initial fluid pressure [MET 9 at the bottom of the aquifér!, is the fluid density [ML

% (! denotes the phase typefor brine and for CO,), ! is the gravitational acceleration [[]; ! | is the

aquifer thickness [L] of aquifdr, and:
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where:
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where:! is the CQ plume thickness [L]!"![/] is the CQ plume thickness relative to the aquifer thickness
I ;1# is the residual saturation ofelbrine [/];! is the aquifer permeability fl; !, is the dynamic
viscosity of the brine [MIXT™]; | is the aquifer porosity [/]; is the total volumetric well flux [ET™];

I is the effective compressibility of the fluid and solid matrix}IM?]; and! is the radial distance

[L]. F(hOJs an offset term related to the vertical pressure distribution (Celia et al., 2@iltHeamobility
ratio! [/] . The mobility ratio is déned as! !'! I, I, 'where!, ! !, !, and!, lis the relative
permeability of phask! The! |, is equal to one in areas where the,@me has not reached, since the
brine saturation is equal to one. In areas that have been invatieel ®@ plume, the |, is given by the

endpoint CQ relative permeability , ,, , which depends oh'# . The effective compressibility of the

fluid and solid matrix is defined gblordbotten et al., 2009)

1 [ﬁ&, ﬂ!(!!"!l)]! ﬁ!(!!!) @)

Ly " r "
Iw is assumed to be equal to the brine compressibility since the domain is mosthyifiiditine.

This derives to a system of equations where the amvks are the fluid pressurkg, at the
bottom of each aquifdrand at each passive welland the flow ratek,, across each caprock for each

passive well! |, is calculated using the multiphase version of DarcyOs law:

!!—!!!”(!!!!!!! Lyt by by ! !”!)] (9)
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where:l;.  is the passive well radius [L], ,, is the relative permeability of phakd/], and! - | is

the single phase passive well permeabilit§] for passive well and aquitard layer, and! | is the
caprock thickness [L] for aquitard layer

The fluid pressure (Equatidl) at the bottom of each aquifer and at each passadliecan be
grouped into ! !!)!'! vector. Similarly, the flow rates (Equati®y acrossach aquitard for each
passive well can be grouped into anotfied ! )! ! vector. By combining these two vectors a set of
I 11 1l nonlinear equations with !'! !l unknowns is obtained. Domains having large numbers of
passive wells!() and/or layers!() produce very large sets of equations; resulting in significantly higher
simulation run times. To solve this system of #ioear equations at a time a computational efficient
fixed-point iterative scheme (Takahashi, 2000) is developedmore detailabout ELSAIGPS, the
reader is referred to (Cody et al., 20IAe ELSAIGPS algorithm (Cody et al., 2014d)ows for
drastically reducing the computational effort (a complete simulatioes CPU times on the order of
seconds or minutes) making possithle application of this solution within a stochastic simulation (or
Monte Carlo) approach or a global sensitivity aniglgsich as those described in the following sestion
In this study, ELSAIGPS is used to explore the uncertainty and sengitdfitheinput parameters on the
uncertainty and variability of two states variables of intergsitel fluid overpressure nearby the injection
well, and ii) the percentage of G@hass leakage into overlying formations. Fluid ovespuee! ! |+ is
defined as th difference between the final (at final tifge ) and initial fluid pressures in proximity of
the injection well. In our analyses, the number of injection wells set equal to 1, and injection occurs
into the deepest aquifer«(1). Therefore, keed on Equatiofil), the fluid overpressure nearby the
injection well at final time is calculated as:

Pl D0l O M DL (D 0P P )t 20 P (M )] (20)

where!ﬁ- is a radial distance nearby the injection well. The t06t&) mass leakage is given by:

b orgg (g ) ! !f!!!"# (X0 it (D (O] 11)
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where!,yy is the CQ saturation at passive weland layerd=2. Thus, the percent of G@nass leakage
I'1 .4g is defined as the ratio between the mass of 8@t escapes from the injected aquifer into
overlying formations and the total mass of injected, @Qime! .4 :

! I I"#$ ' M!Hn (12)

Pyl by

3 Stochastic Analysis

Stochastic, or Monte Carlo, simulation is a mathéraamethod that allows for the analysis of
complex systems while accounting for uncertainty in quantéagvms. Values of the uncertain
parameters are sampled randomly from their respective probabditibdtion functions (PDF), which
are meant to reproduce the uncertainty of the parameter. In thastioadnalysis (SA) presented here,
the uncertain input parameters that may affect the state variables of intatest! th. (Equation10)
and! ! g (Equationl2) are: permeability and porosity of injection formatippassive well
permeabilities, system compressibility, brine residual saturatnd the C@endpoint relative
permeability. These uncertainties are modeled conceptually usimiga aeindependent PDFs
representing typical ranges of parameter uncertainthdmrase of passive well permeability, three PDFs
are considered. Ensembles of uncertain parameters are used vathmattiematical model (see Section
2) to simulate how parameter uncertainty affects thexamty in the state variables of interest. Output
ensembles of the state variables are used to produce cumulatilritist function (CDF) plots. The
CDF of the generic state variableeither! ! . or! ! .., is obtained from the output bf- model
simulations, wheré ,» is the size of the ensemble. After ordering 'thealues in ascerdg order,

! 1 bl the corresponding CDF values are calculated#as!! ! it .
(1=1,2,E,! » ) (Hahn, 1967)By analyzing the statistics of the output ensemiles (!, ! | I I, w)
the information that can be drawn is, for example, PDF type and its parareesasble spread,
guantiles, confidence bounds, and percentile values. In the casesofestables such dd ,+ (Equation

10) and! ! 45 (Equationl2 (12)), percentile values can be used to estimate the probability of
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fracturing the caprock formations and the probabdityeaked mass to exceed predefined threshold

values.

4 Global Sensitivity Analysis

In this study, we apply the extended FAST introduog®altelli (1999) Extended FAST is a
GSA variancebased method, which allows ranking input parameters according to itstéamperin
addition, extended FAST methodaals uncovering the interaction among different parameters (higher
order sensitivity index) and its contribution to prediction uncertaintityateon that cannot be achieved
with typical sensitivity analyses or stochastic diation. Therefore, extenddeAST improves the
understanding of the complex dynamics between input parameters and outptipretiits
understanding might be exploited, for example, to perform@&st uncertainty analyses, in which
uncertainty is restricted to the most importastgmeters obtained with the extended FAST analysis, and
to guide data collection and focus limited resources on the most sensitineepena

For each uncertain parameter the extended FAST method provides two sensitivity measures:
the firstorder index and the total effect index. The fwster index | represents the main effect
contribution of each model input parametgrto the variance of the generic model outhuyt ! ,» or
I'1 4g ). In practice!, quantifies how much the variea of! would be reduced if the uncertain input
parametet! |, was fixed. This index is calculated @altelli, 2008)

1 IR 13)

L1
where! !!llindicates the variance operator dnd |! ,) indicates the expected value!otonditioned to
Iy, and! !t (! |!')!is the firstorder effect.

Two or more input parameters present interactionnsthe sum of their firsbrder indices cannot
explain their effect oh.! ! I can thus be decomposed into fiestler and higheorde effect terms:

PO S b T S e D S S Zhoyy L ! (14)
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where! | | 111 (1|1 )!is the firstorder effect of ;, and! . 1 U[1 (1|11 )]t v pr!

11l (! |! | )! is the secondarder effect between parametérsand!!, etc. It is possible to show that the
total number of terms at the righaind side of Equatiofi4)is!' ! !, which increases exponentially

with ! I This makes the calculation of high@rder indices computationally intensive. As an alternative to
compute higheorder indices, GSA computes the total effect ind!qx(!zl,Z,E!! ), which detects the
interaction of the paramet8r, with all other parameters and represents its tatatribution to the model
output. In other wordd,; , is equal to the firsorder indeX , !plus the interaction df,'with other

uncertain parameters, and is calculate(Sadtelli, 2008)

Pl
L =5 (15

where! | | is the vector including all input parameters butConsequently hie sum of higheorder
effects! |, (1=1,2,E!1) can be defined ds, ! !y, ! I,. The indeX  'quantifies the importance of the
interaction of parametelr, with the all other input parameters. Consequently, iis negligible, then the
interaction of the uncertain parameferwith other parameters is neelevant [, ! ! and!,, ! !,). On
the other hand, the value lof, provides information concerning the relevance of the input paratheter
If 1, is zero or close taero, then the parametiéy can be set to any value of its range of variability
without having any impact on the output varianc¢hef model.

Extended FAST is a Mont€arlo based numerical procedure, where the variaamtéshe
conditional variances dhe model response with respect to uncertain input parameters are estiorated
the output of an ensemble of model runs. To apply the extended FASTrapdtedirstorder and total
effect indices of each parameter the SIMLAB pack@J®LAB, 2007)is enployed. The total number
of executions that the extended FAST method requires is equal to ! |, where! is the size of the
ensemble used for each input parameter, which can range from arfdvedisito a few thousands. For
example, for a number of Bput parameters and an ensemble size of 1,000, extended FAST would

require 7,000 runs. Inevitably, for a model with a langenber! of input parameters, this method
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requires large ensembles of executions, and is vabiefor simulation models that anet

computationally intensive, as is the case of the multiphasedsitomrlator presented in Secti@n

5 Application to the Michigan Basin Test Site
5.1 Site description

The SA and GSA introduced in Sectidhand4 are applied to a geological test site located near
the town of Thompsonville, MI. The storage formation proposed for GC8be@ded in the northern
reef trend of the Michigan Basin. These reefs are eadpencased and, up until a few decades ago,
significantly contributed to the production of hydrocarban Michigan. Most of these formations are
associated with the reef buildups of Middle Silurian d&igure 1shows a crossection of the Michigan
Basin in the area of interest with available-lgglls. The Gray Niagaran formation, highlighted in yellow,
lies below the Brown Niagaran pinnacle, a depleted oil reservoir curreetiytlysMichigan
Technological University for geophysical resear€ly(re 1. This formation is chosen as a candidate to
storesupercritical CQbecause it lies underneath the Brown Niagaran pinnacle, and thusling se
capacity in that region is almost certainly assured. In additi@enGray Niagaran formation is already
perforated by two exploration wells (Burck20B and Stch :21A), which could possibly serve as €0
injection wells. The top and the bottom of this formation lie at a depth of 1,500 t&i®@im below
ground, respectively. These characteristics make this formagoodcandidate for storage of €@

supecritical state.

[ Figure 1 here]

Figurel. Crosssection of the Michigan Basin test site (adapted franmp&ning et al(1992). The Gray

Niagaran formation highlighted in yellow, is selectedpotential candidate for GCS.
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The information available otihe Gray Niagaran formation in the Michigan Basin indicates that
no lateral boundaries are present within the regions affected byflesdure variations due to GCS
during the considered simulation periods. Therefore the assumption ofeitditdral boundary can be
assumed as valid in the analyses. To simplify the simulafi@®0; injection, the system is modeled as an
aquifer (the Gray Niagaran formation) confined by one sealingpckgEvaporites), and another aquifer
with lower permeability (Carbwate formation) located above the sealing caprock. SupercriticakCO
injected within the lower aquifer from a single well. The thicknesses of theBagaran formation and
the overlying aquifer are 119 m and 35 m, respectively. The caprockthiakress of 17 m and is
assumed impermeable except where there are passive wells. The aregesf cutvers a horizontal extent
of about 9,000 M 9,000 m around the Brown Niagaran pinnacle and comprises a total of 80allytenti
leaky wells drilled acroshe Gray Niagaran formation. The locations of these wells have besineaibt
from the Michigan Department of Environmental Qualltiy and Gas DatabagMDEQOGD, 2014) If
these wells are deteriorated or not well cemented, they may represent aypfathypward leakage of
both brine and C&from the Gray Niagaran formation. In this study fatimations are assumed initially
saturated with brine under hydrostatic pressure camditi

In the analyses presented here, a reference case idavedswith thehydro-geomechanical
parameters provided ifable 1 Wells logs(SCH, 1983; Halliburton, 1990; SCH, 19%Ire available for
the two boreholes shown Kigure 1 Log-porosity values are extracted from neutron porosity hydrogen
index from the available log&iven the lack of data, permeabilitiesin millidarcy (mD; 1mD# 1" 10*°
m?), for the candidate formation and the overlying ageifire estimated from porosityas(Trebin,

1945)
rorr hmg e 1< 12% (16)

ooy r g gt 1 > 12%

Tablel. Hydrogeomechanical parameters of the reference case. Paraofdtdésstable remain
unchanged (deterministic) unless the parameter of interest islecgiuncertain.
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[ Table 1 here ]

These relationships have been deemed faifjgadte for low porosity reservoir rocks,
carbonates and sandstorfaschenbrenner and Chilingar, 196@hd are used here to assign permeability
values oft | and!, in the reference case (s€able ). The relative permeabilities of G@nd brine at the
passive wells are calculated using the Van Genuchten ridaelGenuchten, 1980With a fitting
parameter of 0.41 and a brine residual saturation equal (@08 et al., 2009)The brine residual
saturation at the injection formation,” , is asumed to be equal to 0.3 for the reference ca3aloie 1

In this study, fluid properties, density and viscosityCQO, and brine are considered constant and
independent of pressure and temperature. The effects of variabilitydmpflperties have sb been
commented in works of Celia and Norbot{®&ordbotten et al., 2005a; Nordbotten and Celia, 2028ia
and Nordbotten, 2009)vho indicated that changes in these fluid properties are not important when CO
injection occurs for pressures and temperatures much greater@anit@al point. The depth of the
injection formation (below 1,500 m) assures that pressure and tenmrpeaegibeyond the critical point.
The radial distancla!-- , Where the fluid overpressure is evaluated, is equal to henchoice of such
value is driven by considerations on the accuracy of the-apaiytical model, which is likely to give
unreliable results for smaller distances, where high pressuteegta make the system divert
significantly from the conditions of tainar flow required to apply DarcyOs law. Previalsutations
indicate that using values of the parameterBahle land for average pore size values of the order of 5
um, which are considered realistic for the investgatite, Reynolds® numbers foninar flow are easily
exceeded at radial distances less than 5 meters.

The uncertain parameters of interest are: permeéabijliand porosity , of the injection

formation, passive wells permeability. , system compressibility;- , and brine residual saturation

I|"# . A PDF is prescribed for each of these parameters to represent thegiaimy for the candidate

formation. These PDFs are givenTiable 2 Note that permeability, and porosity , are treated as
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independenstochastic variables during the analyses and Equétris only used to estimate the
median value of the, PDF. Thus permeability, follows a lognormal PDF with a median permeability
of 2.8'10* m? and a logstandard deviation of 0.5 lem® Porodty ! , follows a uniform PDF with
minimum and maximum values of 0.05 and 0.35 respectie\characterize the permeability of passive
wells, three different PDFs sharing the same mediartife mean in the letransformed space) are
considered (se®able 2. In Case 1, a lognormal PDF with a median permegtuifitt.0' 10** m” and a
log-standard deviation of 1 lemg?® is adoptedNordbotten et al., 2009For Cases 2 and 3, binary
distributions are assigned, in which each passive well permeabdiyyssume two values corresponding
to a wellsealed passive well and to a leaky passive well, eatha¥0% probability of occurrence. In
Case 2, the value of permeability assigned to-eethented passive well i§ 10" m? (corresponding to
the minimum vale inTable 2 and the value of permeability assigned to a poorly cemented pagsiv

is 1" 10 m? (corresponding to the maximum valueTiable 9. In Case 3, the permeabilities for a well
cemented well and a leaky passive well dr&@™® m?* and ' 10*? m?, respectively. In both cases, the
permeability corresponding to a cemented well never exceeds the mapienomaability recommended
for a wellsealed passive well, which i§ 20'® m? according to Kutchko et a(2009) The PDFs of Case

1, Case 2, and Case 3 are showhRigure 2 System compressibility- follows a lognormal PDF with

median equal to 4'6.0"° and a logstandard deviation of 1 lega’. Brine residual saturation is

represented by a uniform PDF with a minimum value ah@ a mainum value of 0.6.

Table2. Probability distribution functions (PDFs) for uncertain parameters.

[ Table 2 here ]
[ Figure 2 here]
Figure2. PDFs of passive well permeability assigned to Case 1, Case 2, and Casds3oDbise

PDFs are inmrable 2
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The residual brine saturatioh® is implicitly related to the C@relative permeability ,, and
affects its OenpointO valuat the brine residual saturatidn, , . To account for this dependency, for
each! | * value considered in the analysas$, ,, is introduced. Since there are no data available for the
GSC candidate formation at hand, data from thedlitee are used to derive a statistical correlation

#

betweer {# and!,,,!While!,,, is considered uncertain in our analyses, its impact on the model

outputs is not addressed explicitor this purposd, *

and! |, data corresponding to
carbonate/dolomite formations are retrieved from the workseohi®n and Bach(Bennion andBachu,
2008; Bennion and Bachu, 2010Yith these data, a ndimear exponential regression betwéé'ﬁ and
'ty is hypothesized

T g

Py !

7
where! is the coefficient obtained by running the exponential regressior, ands the median value of
1. Also, a half amplitude confidence interval for, ! is calculated and applied arouhd, ; :

!!!!” ot (18)
where! is the standard deviation of the natdad transformed |, data. Substitution of Equatidt7)
into Equation(18) results in:

iy ! m”!!!!f"#(uif"#) (19)
Therefore in the analyses, 'd¢’ is sampled from the uniform PDF given in Tablé 2,, is generated as
Lyge D Ty 10YY wherel 1 LHET# (11 1% ) and! is a randomly generated value fitting to a standard
normal PDFFigure 3represents the ¢f,,, and!| ' data obtained frorBennion and Bach(Bennion

and Bachu, 2008; Bennion and Bachu, 2aGb@¥ther with the exponential regression and the half

amplitude confidence intervals.

[ Figure 3 here ]
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Figure3. Representation df,,, and!{# data ofcarbonates/dolomitg@ennion and Bachu, 2008;
Bennion and Bachu, 201®xponential regression (in black), and the half amplitude of confidence

interval (in grey).

Preliminary tests are run to estimate the minimuseerble size beyond which CDFs remain
substantially stationary. Based on the results of thete sample sizes bf. =1,000 and =1,000 are
selected for the SA and the GSA, respectively.

In the SA, the 80 passive wells are considered indallgl in the semanalytical model. In the
GSA these wells are clustered into 20 equivalent leakage pathways. Clusteria@0fghssive wells
reduces the number of input parameteis the GSAwhich includes four system parameters

(permeability! | land the porosity , of the injection formation, compressibility~ , and brine residual

saturation { # ) and the permeabilities of 80 passive wells. Coneetly, the computational cost of the
extended FAST procedure (which requirdd ! ! ! model simulations, see Sectidhis reduced frm
1,000 (2+84)=86,000 to 1,00q2+24)=26,000 after well clustering. This clusteringésformed by an
optimization procedure that minimizes the sum of the Euclidean déstariche passive wells forming a
cluster and the cluster centroi¥hen the cluster configuration is identified, eatibster of wells is
substituted by an OimaginaryO well located on tiséecloentroid and having @aquivalent circular area
given by the sum of the crosgction areas of the passive wells within thestdr. From the cluster
equivalent area a radius is derived and used in Equ@jda calculate flow rates through them. The
clustering of passive wells is not expected to affect significainé results of the GSA. The presence of
passive wells has tle influence on fluid pressure at the injection well and thus the impact of pagsiv
clustering on this state variable is negligible, unless thedls were located in close proximity of the
injection units. On the other hand, the intensity of, G@ss leakage might be affected by clustering,
since it depends on the distances of the passive waltlstfre injection well. However, when clustering is

applied, the increased leakage associated with the passive welletahavedO closer to the injattio
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well, is somehow offset by the decreased leakagecimsed with the passive wells that are OmovedO
away from the injection well. For this reason, the differend€@f mass leakage due to the clustering
can assumed negligible.

Figure 4shows the positio of the 80 passive wel[IDEQOGD, 2014)ocated in the area
under consideration and the position of each cluster of wells. Theisc&g#plied to study the impact of
these 24 parameters on the maximum fluid overpressure reached #neunjection well ! . (Equation
10) and on the percent of G@nhass leakage ! 1+ (Equationl2). The input parameters are
characterized by the PDFs givenTiable 2 With regard to passive well permeability, this follows the

PDF of Case 1 according to results oftRet5.2.2.

[ Figure 4 here ]
Figurel. Location of the 80 passive wells (indicated as crosses) that reach theaNiBganation and
location of the 20 equivalent leakage pathways (indicated as circles) ubed3i$A and obtaed after

clustering the 80 passive wells. The injection well is locatédeatenter of the domain.

5.2 Results and discussion

This section includes first a preliminary analysasried out to select the G@hjection rate and
the duration of C@injection.Next, we present and discuss the results of the SAren@SA for the

Michigan Basin deep saline aquifer introduced intisad.1.
5.2.1 Selection of CQ injection rates

To choose an appropriate injection rate, a set dfipmase flow simulations is performed for a
hypothetical system representative of the Michigan Basin. This hypmhsyistem consists of the same
permeable formations and caprock considered for this study plus two ovextyiifgrs of thickness
equal to 37 m and 75 m, underlain by twerhi@nd 109m thick aquitards, corresponding to the
formations illustrated ifrigure 1 Deterministic values of porosity are assigned to each layer based on
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values fromavailable logwells (SCH, 1983; Halliburton, 1990; SCH, 199Permeability values are
calculated with EquatioflL7). The aquifers are named L1, L2, L3 and L4, from the deepest to the
shallowest. Aquitards are assumed impermeable excepewwhssive wellare present. Twentfour
hypothetical leaky passive wells and one injection well are includddsimnalysis. The 25 wells are
distributed over the nodes of a®ws by 5columns regular grid. The spacing between extreme nodes
along the coordinate dirgons & andy) is 5 km. The injection well is positioned at trenter node of this
square grid. The distances between wells in the samerawthe same column are of 1 km. Three main
scenarios with different COnass injection ratds, and durationgre simulatedTable 3summarizes

these scenarios. Note that the final injected mass efi<CtBe same in all scenarios and equal to about 63

Mt.

Table3. CQ, injection rates and duration of injection of the multiphase flow simulationsof th
hypotheti@al system representative of the Michigan Basin.

[ Table 3 here ]

Fluid overpressure valuéd . Inearby the injection well at final time,; (Equation10)
resulting from multiphase flow simulations for the #nszenarios ofable 3are reported ifrigure 5
Scenario S1 produces the greatest overpressure attoeingection well with a value of 78 bar (1 kar
1'10°Pa) atl 4+ = 20 years. On the other hand, scenario S3 prodhedswest overpressure nearby the
injection well with a value of 3bar at .y = 60 years. Scenario S2 produces intermediate rdmitliseen
S1 and S3, with &! » = 46 bar at;;s = 40 years.

In Figure 5 the vertical dashed line represents the maximum admissible overpréssyre,
that is, the overpresseithreshold beyond which the caprock is likely tedi®. This threshold value is

calculated aéTeatini et al., 2010)

[y | 1B (20)
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where:! is the Poisson ratio aid® is the estimated effective vertical stress at the caprock depth under
pressostatic undisturbed conditions. Assuming a Poisson rdtr0d?5,! ! 4 lis estimated to be equal

to 72 bar. The results iigure 5show that the maximum overpressure abovis exceeded only in
Scenario S1. In practice, these results indicateftinat prescribed C{mass injection target, lower
injection rates over longer injection periods represémterms of caprock fracturing riska safer storage
strategy than higer injection rates over shorter injection periods. Therefore S2Zmab&d be the safest

for the GCS system not to fissure the sealing formatio

[ Figure 5 here ]
Figureb. Fluid overpressure results nearby the injection well from the multiphagsifiaulations of the
hypothetical system based on the Michigan Basin for scenarios Shds23@ able 3. The vertical

dashed line represents the maximum overpressure allowed at thedrfienation.

Figure 6shows results concerning the amount of,@@ss leaked into the overlying formations
(L2, L3, and L4) estimated by multiphase flow simigatof the considered hypothetical system. This
figure presents the ! .4 that escapes from the injected formation L1 and is stored into the overlying
formations, L2, L3, and L4. Scenario S1 produces theéb total percentage of G@aked from the
injection formation with ! .4 =0.014% at - = 20 years, while S3 produces the highest leakade wit
'l g =0.020% at - = 60 yearsAlthough scenario S1 produces the highest fluid pre=sure nearby
the injection well Figure 5, it has the lowest CQeakage. It is, however, important to observe that the
resulting values off ! .45 !for the three scenarios are generally smallnFragure 6 it can also be
noticed that in all scenarios S1, S2, and S3, most of the leaketb@3 to be stored in the lower aquifer

L2.

[ Figure 6 here ]
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Figure6. Percent of C@mass leaked to overlying formations (L2, L3, and frdjn the multiphaséow
simulations of the hypothetical system based on the igachBasin for scenarios S1, S2, and B&b{e

3).

The fact that scenario S3 produces greater leakegescenario S1 can be explained by
observing that the CQeakage mass depends directiytbe product between: (a) the Oexposure timeO,
during which the carbon plume is in contact with the passive wells(tdride pressure gradients across
these passive wells (Equatichand11). Numerical tests (not shown in this study) indicat forlower
injection ratesi(e. scenario S3) the pressure gradients are generally snvelide the exposure time is
significantly longer, so that their overall produstarger than in the case of higher injection ratag (e
scenario S1). However, a morensistent comparison for scenarios S1 and S3 would have been a
comparison that considerers the €akage at the samigy; (e.g. 60 years), whete; also includes a

postinjection phase in scenario S1. Scenario S1 would have been compddegdars of injection

followed by 40 years of po$tjection and thus scenario S1 would have included the mass leakage that

might occur during the postjection. This could likely have led to a higHet g for scenario S1 than
scenario S3. Due to thiestrictions of the multiphadtow used here (see Secti@) this comparison
cannot be carried out.

In summary, these tests show that scenario S3 prodigréicantly lower fluid overpressure
nearby the injection well than the other two scenarios. At the Sareethe differences ih ! .45 over
all scenarios at the end of the injection time may be considerdidihkg Therefore, scenario S3 is the

only one investigated in the following analyses.
5.2.2 Stochastic Analysis Results

In this section, we present results obtained from theV®e study the effects of uncertainty on

injection aquifer permeability, , injection aquifett |, passive well permeability;» , system
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compressibility! . , brine residual saturatidi ' and the CQ@endpointrelative permeability , ;, on

the two state variables of interekt:- ((Equation10) and! ! 4 (Equationl2).

Results from stochastic flow simulations are usedeigve CDFs (see Secti@) for these state
variables. These CDFs may be used to estimate the probabiligctiring the caprock, and the
probability of CQ mass leakage not to exceed given threshold valueanalyze the risk of fracturing
the caprock formations we consideaf@® conditions when the"dgercentile of !, is below! ! . as
estimated by Equatiof20). To investigate the risk of COnass leakage, we consider OsafeO conditions
when the 95 percentile of ! ¢ does not exceed limits derived from nraym CQ, leakage rates of
1% per one year as suggested by Pg@4@3) It is important to emphasize that this estimate is rather
conservative since the limit proposed by Pa¢20®3)represents C{eakage rates back to the
atmosphere, whereas we consider the mass gtlZDescapes the target storage formation as leaked and
do not account for the processes of storage and attenuation thatag@ndergo within the overburden
formations.

Effect of aquifer permeability. The permeability of the aquifes expected to have a significant
influence on the fluid overpressure, with low permeability values prodl&igg overpressure. SA
results for aquifer permeability as the uncertain imgarameter are shown kigure 7 Figure & shows
the CDF ofl ! » obtained by sampling the aquifer permeability from the PDF describEabie 2
Aquifer permeability uncertainty affects significgnthe spread of the CDF. Its range varies between 1
bar and 450 bar (more than two orders of magnitude). This agreeslathias et al(2013) who showed
that the variability of formation injectivity vgaquite high in open aquifers. Figure hows the CDF of
I'1 .44 lobtained by assuming uncertain aquifer permeabilible 3. This figure shows that
uncertainty orl, has also a significant influence on g@akage, with a CDF whose spread spans over

more than two orders of magnitude, from a minimum vafug&@2% to a maximum value of 0.72%.

[ Figure 7 here ]
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Figure7. CDF of the (a) fluid overpressure nearby thedtion well, and (b) %C@&mass leakage

associated with the uncertainty on aquifer permeability.

Figure 8shows the percent of G@nhass leaked as a function of aquifer permeabilitgdneral,
lower permeability values correspond to increased mass leakage igineeftuid overpressures are
obtained, which drive higher G@low ratesthrough passive wells. On the contrary, the;@Dme
advances faster through injection formations with higher perititezd) increasing C@storage in the

injection aquifer.

[ Figure 8 here ]

Figure8. %CQO, mass leakage as a function of aquifer permeability.

Effect of aquifer porosity. SA results 6r uncertain aquifer porosityféble 3 are presented in
Figure @& for! ! . andFigure ® for! ! g , respectively. The CDF iRigure @& shows that uncertainty
on formation porosity has a weak impact on the statistical vatiabflthe maximum fluid overpressure
at the injection wellFigure @ reveals that! » varies between approximately 30 and 41 bars, resulting
in a very small spread of the CDF. In general, larger porosities prodgee Values of overpressure.
Propagation of the overmsure pulse depends on porosity (Equa®ipin such a way that the same
amount of CQoccupies a smaller region of the aquifer, hence retarding the dttenabthe

overpressure pulse.

[ Figure 9 here ]

Figure 9. CDF of the (a) fluid overpressure ngathe injection well, and (b) %Cnass leakage

associated with the uncertainty on aquifer porosity.
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Uncertainty on formation porosity has also a mirféea on the variability of C@mass leakage.
Smaller porosities are generally expected to résudtrger leakage rates. Indeed, the shape of the plume
depends on porosity (Equatiéhand lower porosities result in faster plume propagatiwha higher
likelihood of encountering leakage pathways. Howekaure % shows that the variability of G@nass
leakage is relatively contained since the CDF spread is less than onefandgmitude. Comparison of
Figure 7andFigure 9indicates that uncertainty on porosity has a much lower influence on fluid
overpressure and G@nass leakage than the unegémty on injected formation permeability .

Effect of passive well permeability Stochastic simulation results indicate that thedflui
overpressure nearby the injection well is rather insensitive tiveassll permeabilities » . The CDF
of I I+ is consequently not presented here. This result can be easily explainetihigytimat, for the
geological setting investigated here (Sectior),5ltid overpressure depends upon OlocalO conditions
around the injection well, such as injection rate amth&dion permeability, rather than on conditions in
regions of the domain OawayO from the well.

On the other hand, the SA shows that uncertainty @kalpe passive well permeability has a
strong impact on COmass leakagd=igure 10displays the CDFs df ! g corresponding to the three

PDFs for the passive well permeability | givenin Table 2

[ Figure 10 here ]
Figure10. CDF of %CQ mass leakage associated with the uncertainty oriveasell permeability. See

Table 2for descriptions of Cse 1DCase 3.

Although the three PDFs have the same median vallge ¢fthe CDFs for C@mass leakage

are substantially different. IRigure 10o0ne may observe that in CaseThlfle 2 lognormal PDF) the

probability of CQ leakage is typically the smallest except for valuels,ofisampled from the upper tail

of its distribution. Case 1 also presents the largest CDF sfiread than one order of magnitude),
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whereas in Cases 2 and 3 the spread of the CDFdfy/hmuticealte. In Cases 2 and 3, ,is sampled
from binary distributionsTable 3 characterized by two equally likely value$ 10" m? and 1 10 m?
in Case 2, and"110*° m*and 1' 10*? m? in Case 3Figure 10shows that C@masdeakage is
probabilisticallylarger in Case 2, which indicates that the intensity of leakage is largely affsctiee
presence of highly permeable passive wells. Influence of the assigpofmeermeability at the passive
wells on the amount of CQeakage was identified in Celiaa&t (2011)

Effect of system compressibility.The system compressibility is expected to have graghon
the fluid overpressure and mass leakage, with low valubs ofproducing greater values of fluid
overpressuré! . lland consequently highér! ..¢ . SA results under uncertain- , (Table 2 are
presented ifrigure 11 Figure 15 shows the CDF df! ,» , which varies between 1 and 68 bar.

The CDF ofl ! 4 Ishown inFigure 1D, indicates that system the compressibility has a
significant impact on the variability of G@nass leakage (about two orders of magnitude). Howéwer
comparison ofFigure b andFigure 1D reveals that the spread of the CDF is smaller than that ofbtaine

with uncertain aquifer permeability.

[ Figure 11here ]
Figurell CDF of the (a) fluid overpressure nearby the injection well, and (b) 26GGs leakage

associated with the uncertainty on system compressibility.

Figure 12shows fluid overpressure and percent of,@@ss leakage as functions of system
compressibility, suggesting that lower values of system compressibéitl to larger fluid overpressure
and larger leakage. In general, larger valuds-of, results in lower values df! . Isince the propagation
of the pressure pulse depends ostaegmn compressibility (Equatio?sand5), and the outer boundary of
the pressure pulse will be smaller (EquatidnHence, a smaller region of the aquifer acceptsdahees

amount of CQgiven the larger storage capacity deriving from the deformabilitheoporous medium.

27



[ Figure 12 here ]
Figurel2. Fluid overpressure (left vertical axis) and %@@ass leakage (right vertical axis) as functions

of system compressibility.

Effect of brine residual saturation. SA results for uncertain brine residual saturation a
presented ifFigure 1& for! | . andFigure 13 for! | .4 , respectively. In these tests, botlf and
I''ny constitute uncertain variables, which are linked together byetagarship of statistical correlation
derived in Section 5.(Figure 3. According to this correlation, as the brine residaflisation increases
the!,,, decreases. The CDF Higure 12 shows that uncertainty from brine residual saturdtiénhas
an effect on thé! . , which varies between 35 and 146 bar. This is in agreement with Celid2t14l)
in which the maximum injection rate is limited to the maximum pressure allowed agthier and it
decreases when * ! is greater. Howeverhe spread of the CDF is less than one order of magnitude.
Figure 1® exposes that the impact!gf on! ! ,..¢ is less important. The spread of its CDF is
contained in half order of magnitude. In general, grégtérvalues result in greer fluid overpressures
and slightly larger leakage rates. Certainly, the extensiored€@ plume depends on brine residual
saturation and greater values! 6f Iresult in a more pronounced plume propagation andtehig

likelihood of encounterinteakage pathways Celia et €2011)
[ Figure 13 here ]

Figurel13. CDF of the (a) fluid overpressure nearby the injection well, and (b) 26@Gs leakage

associated with the uncertainty on brine residual saturation.
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If uncertainty of brine residual saftion is increased to 0.85 (maximufif value inFigure 3,
so that its uniform PDF varies between 0 and 0.85etfeet of! [ # on! !, isincreased. CDF df! .
spreads from 35 to 235 bar. When increasiriy, the effective prosity available to store G@s
reduced, which results in an increment of the fluidrpvessure of the injection formation. If uncertainty
on!{# isincreased, then! . increases, however the impact on its CDF is less noticeable.
Figure14 shows the fluid overpressure and percent of @@ss leaked as a function!af, .
Lower values of ,,, corresponds to higher values!df- and! ! .45 . However, uncertainty df! ,-
and! ! 14 caused by{* (and consequently also by, ) is less significant than uncertainty caused,
for example, by, or!,. . The tendency of the fluid pressure to increase for ldwgar values and the
fact that its impact is less important than the pazdl byinjection formation permeability is in agreement

with the observations of Mathias et @013)

[ Figure 14 here ]
Figurel4. (a) Fluid overpressure nearby the injection well, and (b) %€43s leakage as a function of

CO;endpoint relative permeability.

General considerations from the SA applied to the Mihigan Basin test siteln order to make
general considerations on the feasibility of GCS for the MichigamBest site, a SA under Scenario S3
is carried out considering all parameter§ able 2uncertain at the same time. For passive well
permeability, the PDF of Case 1 (Table 2) is considered sinbe wstuation that produces the greatest
CDF spread as well as the largest valués bfy.g . The CDFs of ! » and! ! g lcalculatedrom this

SA are given in Figure 15

[ Figure 15 here ]
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Figurel5. CDF of the (a) fluid overpressure nearby the injection well, and (b) 26GGs leakage
associated with the uncertainty on all uncertain parameters for Ee88rand S4. The vertical desl
line in (a) represents the maximum overpressure allowed at the injeateatiton and in (b) the %CO

mass leakage threshold.

The solid black line ifFigure 1% represents the CDF bf» under Scenario S3. In the same
graph, the vertical dashed line represents the maximum fluid ovarméss, =72 bar allowed in the
formation to avoid fracturing of the caprock (Equatitfl). The intersection of this vertical line with the
CDF of! '+ shows that in scenario S3 there is a 65% probabilityobExceeding ! -4 . Likewise, the
solid black line inFigure 1% represents the CDF bf! g under Scenario S3. The 1% ¢@ass
leakage threshold defined by Pacg@03)is represented by the vertical dashed line. Based on the CDF
of I 1 4 , there appears to be a 87% probability of not exceeding such threshold.

In order to increase both the 65% probability of natuitng the caprock and the 87% probability
of not exceeding the 1% G@nass leakage threshold to 95%, a new injecti@mario S4 is investigated.

In this scenario, the total amount of injected,@reduced by 76%, with an injection rate = 8 kg/s

and an injection period; = 50 years. The SA for Scenario S4 leads to the CDFsofand! ! g
represerdd by the dotted profiles fRigure 1@ andFigure 1%, respectively. Under this new scenario, the
probabilities of not exceeding both ., =72 barand ! g = 1% are increased to 95%.

The need to reduce the total mass injected from&uwe83 b S4 in order to meet the prescribed
safety constraints on! = and! ! .4 is due to a OconflictO existing between these constraints when
injecting a given mass of GQ ! | !4 ). Indeed, increasing the G@jection ratel ; and decreasm
the injection timd ., is beneficial towards reducirig! g , but also increases the probability that-
exceedd ! 4 . Vice versa, decreasing and increasing-; reduces the probability of fracturing the
caprock, but increasdahe probability of violating the 1% threshold fot g . Therefore, in order to

comply with the requirement of both safety constraints,, = 72 bar and ! g5 = 1%, the total mass

30



of injected C@must be necessarily reduced by adequatebyreasing both the injection rate and the

injection time! y; .
5.2.3 Results of Global Sensitivity Analysis

In this section, we present results of the applicatibtihe extended FAST methodology to the
Michigan Basin deep saline aquifer. The sengiéigiof the 24 uncertain parameters (aquifer
permeability, aquifer porosity, permeability of 20 potential passivepaghways, system
compressibility, and brine residual saturation) on the vaitiabif the outputd !« (Equation10) and
I'1 .4 (Equationl2) are studied. For the permeability of passive wdtls,RDF of Case Irable 3 is
chosen since, in the SA, this has been shown to produce glestlapread of the ! .. CDF (see
Section5.2.2,.

The GSA results are presentedrigure16 and inTable 4 Figure 16shows pie charts for

'y land! ! g, where each total effect indéx, (Equationl5) is represented by the OnormalizedO

percentage:

I @1

where! is the total number of uncertain impparameters, in this case equal to 24. In this figure, the
combined effect of the 20 leakage pathways is grouped and dendted as . Table 4displays the

first-order sensitivity indices, as a percentage of the total effect indicgsfor both! !« and! ! g .

[ Figure 16 here ]
Figurel6. Extended FAST normalized total effect indices for: (a) maximum fluid ogespre in the

vicinity of the injection well, and (b) %CQnass leakage.

Table4. Extended FAST Firsbrder effects as jpercentage of the total effect for fluid overpressure at the

vicinity of the injection well, and %Cfmass leakage.
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[ Table 4 here ]

Fluid overpressure nearby the injection wellFigure 1@ illustrates the normalized total effect
indices! !, for the fluid overpressure nearby the injection welie variability oft ! . is mainly
influenced by only two parameters, that is, the aquifer permeahiliand the compound effect of
passive well permeabilitids: |, i» , which altogether accoufdr about 73% of the overdll! |«
variance. Of this 73%, 42% is due!toand 31% is due tb,» |, » ! However, the maximum total effect
of one individual passive well permeability is only 3%. The promineriénite of , is somehow
expected sincthe propagation of the pressure pulse is mainly governed by the adrifezgbility
(Equation®2 and5). When! |, has a large value, the overpressure pulse can propagate easily through the
injected formation moving away from the injection well and prodgddwer! !+ values and vice versa.

Residual saturation accounts for 18% of the totebvae { !, ., = 18%). Wherl{* increases, both the

endpoint relative permeability, y, (Figure 3) and the effective volume of porosity avdéab store
CO, decrease, resulting in an increment of the fluid overpresBignere 1& indicates that the porosity
and system compressibility have small impacts on the vaniabflit! . , witha! !, equal to 4% and
5% respectively. These results indicate that the total déffdites of porosity, system compressibility,
and pathway permeability are negligible, so that their uncerthagya limited impact on the variability
of the fluid overpessure nearby the injection well.

In Table 4one may observe that only aquifer permeabllityaffects the variability of ! »
mostly through the firsorder index with , = 63.1% of the total effect index. The contributimfrbrine
residual saturan !{# to the variability ofl | - derives from the interaction with other parameters

(*yr#+=30.0% <, ., = 70.0%). The contribution of porosity , system compressibility- , and

passive well permeabilitiés. | (!=1,2,E,20) is less than 3.5% from the firstder effect, most of their

effects come from highesrder effects (>97%) or interaction with other parameters.
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CO, mass leakageFigure 1@ illustrates results of total effect index normalized on g
variance. This figure shows that the spread of the @@ss leakage output is mainly influenced by the

passive well permeability as a group with,, = 66%. However, the maximum total effect index

coming from an individual pathway permeability clugte8%. The total effect index normalized of the

aquifer permeability i$ !, = 12%, followed by the aquifer porosity with!, , = 10%, and system

compressibility withl ! . = 9%. Therefore, the aquifer permeability has adatgtal effectmdex than

the pathway permeability of any of the 20 clusters has. The brine resitiiratiss contributes to the
| | .4 variability for about 4%. The contribution bf* (and!,,, !'to the! ! ¢ variability is lower
than the contribution to the! . variability. The total effect index fdr * can be considered negligible.
In other words, any value of # selected from the PDF presented’able 2seems to produce a small
variability of CG, mass leakage.
Table 4liststhe firstorder sensitivity index for each of the 24 uncertain parameters as a
percentage of the total effect on %£0ass leakage. One can observe that the main comtridotthe
I'1 .4 variability comes from higheorder effects. Aquifer permeability, aquifer porosity and system
compressibility have the largest contribution from the-fnmster index with a value of about 20%.
Pathway permeability of clusters 6, 11 and 16 atesgnt darge contribution from the firerder index
in comparison to the other pathways. The leakage pathway permeabilityebetsrthe greatest
contribution from the firsbrder sensitivity index is» |, with a value of 24%. Indeed this is the passive
well cluster closest to the injection well, which shdivat the location of leakage pathways is an
important component on the contribution td -4¢ variability. Higherorder effects from all uncertain
parameters have a larger impact on the vartgwfi! ! .5 than their respective firgirder effects.
General considerations from the GSA applied to the Mihigan Basin test siteGSA results
for fluid overpressure confirm some of the observatainsady made in the SA and also provide new
insights. A large portion of the! ,» variability is attributed to only two parameters: aquifer permagbil

and brine residual saturation. Notice that in the SA, aguédaneability, brine residual saturation
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together with system compressibility are thesinencertain parameters of the, . By far, aquifer
permeability is the most influential parameter as it rankgsh fosition with a normalized, equal to
42%. In order to significantly reduce the prediction bf. , acquiring accurate data adjuifer
permeability is of primary importance.

From the GSA results fdr ! .45 , one can conclude that aquifer permeability, aquifer porosity,
system compressibility, and pathway permeability haaegentost significant impact on the variability of
the output. Brine residual saturation also shows an impact, although thieas in comparison to the
other parameters. Location of leakage pathways closer to thaanjaall shows a significant effect on
I'1 .4 with significantly higher firstorderindices respect to passive wells located farther away.
Therefore, when interested in studying uncertaimty @sk of CQ leakage, an effort to acquire data
concerning aquifer permeability, aquifer porosity, system cessibility, and location and permelitly

of potential leakage pathways is essential to reduce the uncertaihgysimulation of ! g .

6 Summary and Conclusions

In this work, we have analyzed the variability of fldverpressure in proximity of injection wells
and CQ mass leakagef@ candidate site for GCS located within the Michigasin. This study relied
on a stochastic analysis and a global sensitivity analysis accountiting foncertainty on the following:
permeability and porosity of injection formation, permeability afgpee wells, system compressibility,
brine residual saturation and the £#ndpoint relative permeability. From the investigation of potential
injection scenarios, it was observed that lower injection rates with longetidmj¢imes reduce the
probabilty of producing excessive fluid overpressures in the injection aquigefarfas C@mass
leakage is concerned, there was a small difference among theseoscdrterefore, injection of C{at
low rates and protracted for a longer period of time appedys the most convenient policy for the

safety of the GCS system.
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The stochastic analysis showed that the most infilalgparameter on both fluid overpressure and
CO; mass leakage is the aquifer permeability. Fluid one=rgure in proximity of injectiowell was also
affected by system compressibility and brine residual saturaiahit seems unaffected by uncertainty
on porosity. On the other hand, €@ass leakage is shown to be particularly sensitiveatssive well
permeability and the type of sigtical distribution used to characterize uncertainty in it, €@ss
leakage is also affected by the system compressibility. The stochastidaatgsevealed that
constraints on maximum overpressure and maximum leakage are augragginst one another when
injecting the same mass of @Qhis resulted in a reduction of the €i@jection rate and injection time,
so that 95% of the cases do not exceed both maximweshblds of fluid overpressure and @ass
leakage.

Results from the extended FAST b#d sensitivity analysis confirmed some of the outcomes of
the stochastic analysis, however providing more detail. Injection formagimngability and brine
residual saturation combined with €é&ndpoint relative permeability had the greatest impactiaid f
overpressure. The influence of the injection formation permeability esspre buildup is due mostly by
first-order effect and about one third is due to its interaction with the pérameters. On the other hand,
the impact of brine residual saturation and,@@dpoint relative permeabilitgn pressure buildup
variance is mostly due to their interaction with other paramétarber order effects). COnass leakage
is mainly influenced by passive well permeability and aquifer permeabilityweddy the aquifer
porosity and system compressibility. The influence of these paraet€Q mass leakage is mainly
produced by higher order effects. The important interaction of higher efféets of these parameters on
the CQ mass leakage has beeraaled by the GSA. When studying the variability on the fluid
overpressure, individual permeability of the leakage pathways, aquifesifyoand system
compressibility resulted to have a low impact. On the othed ithe effect of leakage pathways with
respect to the variability on G@nass leakage is significant and cannot be negleesgacially for
passive wells located closer to the injection well. This armbisio showed that influence of passive well

permeability on C@mass leakage mostly is mhaced by the interaction of passive well permeability with
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other parameters. Interestingly, the GSA provided more information gimaystem compressibility
parameter. It showed that its influence on the outputs is not astanpas the SA indicated.

From these analyses, we can conclude that effortbtiirofurther information about influent
parameters, such injection formation permeability is necessany sthdying their impact on fluid
overpressure and G@nass leakage for the Michigan Basin tef&. 4n addition, recollection of leakage
pathway information, especially from pathways located closer tojbetion well is needed for
guantifying potential C@mass leakages with higher degree of confidence.tiadily, this study aims
at being a rl2 model to be followed when considering the selection and appropriatdfretber potential
GCS candidate sites. The approach to sensitivitlysissfounded on SA and GSA is based on solid
statistical tools that can highlight and quantify aspe€ un@rtainty in unique ways; thus similar
methodologies should be followed to study GCS felisilat other sites. However, one should bear in
mind that formation parameters and the position arohtify of passive wells to analyze will vary from
site to site SA can provide information about the output spread, which is an indicatar pathmeterOs
impact on the output. Also, SA can provide information about the probabilitycekding predefined
threshold values, such as the maximum fluid overpressun@edl at the caprock formation and the
maximum amount of leaked G@ overlying aquifers. The large numbers of parameters required by
modeling CQ injection into a deep saline aquifer are often difficult to obtain and constypeesent
large uncertainties. GSA can separate the most significant input paramatetkd less important and
assess their relative contributions to the overall outpaétainty. This can be extremely helpful to

allocate resources effectively.
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Tablel. Hydro-geomechanical parameters of the reference case. Paraofdtésstable remain unchanged
(deterministic) unless the parameterrikrest is considered uncertain

Parameter Symbol Value Units
Brine density L 1,045 kg m*
CO, density Ly 575 kg m®
Brine viscosity Ly 4.5'10* Pas
CO, viscosity L 4.6'10° Pas
System compressibility [ o 4.6'10" Pa'
Injection aquifer porosity I 0.084 /
Overlying aquifer porosity Iy 0.05 /
Brine residual saturation L 0.3 /
Endpoint CQ relative permeability !y, 0.42 /
Injection aquifer permeability L 2.8'10" m’
Overlying aquifer permeability L 9.6'10"° m’
Passive wells permeability " 1.0 10" m?

Table2. Probability distribution functions (PDFs) for uncertain parameters

Median  Log standard Minimum Maximum

Parameter (unit) Distribution L Realizations
value deviation value value
Aquifer permeability lognormal  2.8'10* 0.5 - - 1,000
(m?)
Aquifer porosity (/) uniform - - 0.05 0.35 1,000
' 14
Case 1 lognormal 1.0'10 1 - - 1,000
Passive well bi 14 T 1 el
permeability Case 2 inary 1.0'10 - 1.0'10 1.0'10 1,000
2
(m°) Case 3 binary 1.0'10% ; 1.0'10% 1.0 10" 1,000
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System compressibility  lognormal ~ 1.0' 10 1 - - 1,000
(Pa")
Brine residual saturatior uniform - - 0.00 0.6 1,000

)

*Single value with 50% of probability. Minimum value corresponds to a-eethented well and maximum value
corresponds to a poorlyemented well.

Table3. CO; injection rates and duration of injection of the multiphase flow simulationsedfythothetical system
representative of the Michigan Basin.

Scenario Iy (kgls) Img (years)
S1 100 20
S2 50 40
S3 33.33 60

Table4. Extended FAST Firsbrder effects as a percentage of the total effect for fluidppgssure at the vicinity of
the injection well, and %C{mass leakage.

Uncertain %!, ofl. %!, of! Uncertain %!, of!. %!, of!.
parameter My Pl pgg parameter My Pl g
ka 63.1 22.4 Py 0.4 4.9
'y 3.2 18.6 P 0.4 0.4
1 andk, co 30.0 4.2 [ 1.6 1.2
Py 11 0.6 P 0.3 2.9
Py 0.5 0.6 P 0.4 2.7
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Figure 1. Crossection of the Michigan Basin test site (adapted froorgening et al., 1992).

The Gray Niagaran formation highlighted in yellow selected as potential candidate for GCS.
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Figure 2. PDFs of passive well permeability assigondgdase 1, Case 2, and Case 3. Details of

these PDFs are in Table 2
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Figure 5. Fluid overpressure results nearby the tigjeavell from the multiphase flow
simulations of the hypothetical system based on the igachBasin for scenarios S1, S2, and S3 (Table

3). The vertical dashed line represents the maximum overpreskwedht the injected formation.
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Figure6. Percent of C@mass leaked to overlying formations (L2, L3, and ttdjn the multiphase flow
simulations of the hypothetical system based on the igchBasin for scenarios S1, S2, and B&ble 3).
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Figure 7. CDF of the (a) fluid overpressure nearlgyitiiection well, and (b) %CfQnass leakage associated with
the uncertainty on aquifer permeability.
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Figure 8. %C@mass leakage as a function of aquifer permeability.
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Figure9. CDF of the (a) fluid overpressure nearby the injection well, and (b) 24@Gs leakage associated with
the uncertainty on aquifer porosity.
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Figurell. CDF of the (a) fluid overpressure nearby the injection well, and (b) 20@Gs leakage associated with
the uncertainty on system compressibility.
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Figurel4. (a) Fluid overpressure nearby the injection well, and (b) %643s leakage as a function of
CO;endpoint relative permeability.
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Figurel5. CDF of the (a) fluid overpressure nearby the injection well, and (b) 20@Gs leakage associated with
the uncertainty on all uncertain parameters for scenarios S3 and Srfibal dashed line in (a) represents the
maximum overpressure allowed at the injected formatiwhin (b) the %C@mass leakage threshold.
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Figure16.Extended FAST normalized total effect indices fo}:rfeaximum fluid overpressure in the vicinity of the
injection well, and (b) %C@mass leakage.
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