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Improving the Uplink Performance of Drive-Thru
Internet via Platoon-based Cooperative
Retransmission

Dongyao Jia, Rui Zhang, Kejie Lu, Jianping Wang, Zhongqindsid Jingsheng Lei

Abstract—For many vehicular safety applications, it is critical
to timely and reliably deliver multimedia data from a travel ing
vehicle to a roadsideaccess point (AP) in an error-prone vehicular
ad hoc network (VANET), which is a typical uplink scenario for
drive-thru Internet. To achieve this goal, we propose a cooperative
retransmission scheme that exploits a common phenomenoniia-
ality, in which consecutive vehicles can naturally form gplatoon to
reduce the energy consumption. We develop a 4-D Markov chain
to model the proposed scheme and analyze the uplink throughj
of drive-thru Internet, which also reveals some fundamenth
relationships among traffic flow, platoon parameters, and sgtem
throughput. We conduct extensive simulation in Omnet++ to
validate our scheme and the analytical model. Numerical ragdts
show that the proposed platoon-based cooperative retransission
scheme significantly improves the uplink throughput of drive-
thru Internet, considerably decreases the total transmisen times
for a given quantity of upload data, and, hence, achieves a gener
mobile multimedia communication.

Index Terms—Vehicle platoon, vehicular ad-hoc networks
(VANETS), Drive-Thru Internet, platoon-based cooperative re-
transmission, multimedia.

I. INTRODUCTION

Vehicular ad-hoc networking (VANET) is a promising techi

nology that can play a critical role for futuritelligent

transportation systendiTS), which can support both Vehicle-

to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) conu-
nications. One important application of V21 communicatisn
to transmit traffic-safety related multimedia informatimnthe

roadsideaccess point¢APs). Nevertheless, due to the naturﬁ]

of mobile and wireless communications, the transmission

VANET is often error-prone, and thus it is very challengiog t

timely and reliably deliver multimedia data from a travelin
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Fig. 1. An example of uplink application in drive-thru Intet.

vehicle to a roadside AP, which is a typical uplink scenario
for drive-thru Internet

In the literature, a lot of work has been done to study the
transmission performance in drive-thru Internet [1]-[#h
tackle the transmission error problem, one general ratnans
sion approach, namely, the automatic-repeat-request JARQ
scheme, has been applied in IEEE 802r&dium access
control (MAC) sublayer with an acknowledgement (ACK)
procedure. However, the binary exponential backoff praced
invoked by an error transmission will bring unpredictable
delay of real-time video clips at APs. This situation will
become more severe in case of dense traffic flow with drastic
contention among vehicles. Moreover, with the standard ACK
procedure, only an entirely correctly received frame wil b
acknowledged. Therefore, the whole frame will be retrafismi
ed even if there is only one bit error occurred, which may
significantly degrade the uplink throughput in the errooyne
VANET environment.

To improve the uplink performance of drive-thru Internet,
in this paper, we propose a cooperative retransmissiomsehe
that exploits a nature phenomenon in real traffic conditions
h which consecutive vehicles on the same direction can form
énplatoon within which a following vehicle maintains a small
distance to the preceding one and all vehicles move at approx
imately the same velocity [5], as shown in Fig. 1. Compared
to the standard ARQ scheme, the proposed retransmission
scheme has the following key features:

1) To start the retransmission at the earliest time through
cooperative retransmissionDue to the broadcast nature of
wireless communication, when a vehicle uploads a data frame
to AP, its neighbor vehicles within the transmission range
can receive the data frame simultaneously. Consequently, a
neighbor vehicle which has the next transmission oppastuni
can retransmit the over-heard data frame in the previous
transmission on behalf of its source vehicle. Through such
a cooperative retransmission scheme proposed in the MAC
sublayer, the retransmission can be finished in a shorter. tim

To implement the proposed scheme, we should choose
suitable neighbor vehicles as the cooperative retransmitAs



aforementioned, consecutive vehicles naturally f@latoons Il. RELATED WORK

in practice. Thisplatoon-baseddriving pattern in highway | s section, we present the related work on IEEE 802.11-

is regarded as a promising driving manner, which can npLqeq \ac performance analysis and optimization, as well as

only reduce the energy consumption considerably due go, teatres of traffic flow in platoon-based driving pattern
streamlining of vehicles in a platoon minimizing air dragt b

also facilitate more efficient information disseminationda .
sharing among vehicles in the same platoon [6]. Thus, e CSMA/CA Performance Analysis

regard a platoon as a cooperative group unit, within which aThe performance analysis of IEEE 802.11 carrier-sensing
vehicle can retransmit the frame for neighbors if the dejive multiple access with collision avoidance (CSMA/CA) pratbc
of the frame failed in the previous transmission due to thgs been extensively studied in the past decade. Most of them
error-prone VANETSs environment. assume the saturated conditions, i.e., each node in theretw

2) To increase the payload efficiency by selective retrarldas packets to send at any time. In [9], Bianchi first intro-
mission: Inspired by the proposed scheme in [7] and [8Huced a two-dimensional Markov chain model to evaluate the
we partition a long data frame into several blocks and onfySMA/CA protocol with binary exponential backoff scheme.
retransmit the blocks that encounter errors in the previoBased on Bianchi’'s model, various enhanced models have been
transmission. In this way, we can minimize the amount ¢froposed aiming at different application scenarios, sugh a
retransmission data and enhance the utilization rate of tpensidering error-prone channel conditions [10], intrcidg
bandwidth accordingly. To realize this idea, we devise an aiie concept of backoff decrement probability [11], refining
ditional negative acknowledgement (NACK) frame to infornpackoff process by anomalous slots [12], etc.
the sender which blocks are supposed to be retransmitted. Based on the the aforementioned analytical models, some

To evaluate the performance of the proposed scheme, /&Nt researches have investigated the system perfoemanc
develop an analytical model based on the well-known Bianchf the standard VANET MAC protocol-IEEE 802.11p and
two-dimensional Markov chain [9]. Specifically, taking dnt drive-thru Internet scenario [2]-{4], [13]{17]. In [16}he
account the block partition and cooperative transmissiom, 2uthors proposed an analytical model for the throughphef t
formulate a 4-D Markov chain to represent the cooperati@@hanced distributed channel access mechanism in the IEEE
retransmission behavior from a microscopic perspective T802.11 MAC sublayer, taking into account contention window
analytical model shows that the proposed scheme has m@pél arbitration interframe space (AIFS) for different axce
chances to retransmit the frame at the earliest time and f#€gories, and an internal-collision-resolving mecsianiTo
system throughput is significantly improved. evaluate the impact of node mobility on the drive-thru tigiou

We also conduct extensive simulations to validate the the%li't’ Luan et al. [2] investigated the impact of vehicle mibpil

et anaysis and e proposed scheme. The resuls saaw ) 1 ACevable e roughout an proposed 3
the platoon-based cooperative retransmission schemeig-an P

nificantly improve the uplink throughput of drive-thru Intet. ing node in the drive-thru process, in which the spatial zone

Moreover, the results can also comprehensively demoestrg]}?i;? (rj: Ifet::r?tg 't?]teo t?gg(s)ittligtﬁ gg‘xsg;fg;?kiﬁggﬂfwﬁgg
the fundamental relationships among traffic flow, platoo P

and stages from microscopic perspective, in [4] the authors
arameters, and system throughput. N S
P y ghp modeled the packet transmission in drive-thru Internet as a

Our main contributions in this paper are threefold_. l?irsFenewal reward process from macroscopic perspective.
we propose a novgllatoon-baseaooperative retransmission In this paper, we extend Bianchi's model to analyze the

scheme Wh'_Ch can significantly improve the_ uplink perf_orf)latoon—based cooperative retransmission scheme, eoirgid
mance of drive-thru Internet. Second, we build an analitic

the error-prone channel in the drive-thru Internet scenari
model to evaluate the proposed scheme, and the analytical

model reveals that cooperative retransmission is coredidier
helpful to minimize a frame transmission time even in dengeé Cooperative communications in MAC sublayer

traffic flow scenarios. In addition, block partition also rﬂi‘g Several Cooperative communication schemes have been pro-
cantly improves the system throughput in serious erron@roposed for the IEEE 802.11 MAC sublayer with distributed
VANET environments. Last, our scheme and analytical modgbntrol [3], [18]-[21]. A cooperative MAC scheme named
have been validated via extensive simulations in Omnet++DCF [18] exploits the multi-rate capabilities of the IEEE
The organization of this paper is described as follows. B02.11 networks. Relay nodes are chosen upon the link gualit
Section I, we first overview related work, including IEEEo shorten the transmission time of a frame. Similarly in][19
802.11 MAC performance analysis and existing cooperatiby leveraging the overheard transmissions, the nodes with
retransmission schemes. In Section Ill, we elaborate tleev data rate can select the helper nodes with high rate to
platoon-based cooperative retransmission scheme fomenhaninimize the total transmission time. A novel protocol edll
ing the throughput performance of drive-thru Internet. &tS vehicular cooperative MAC is proposed in [20] which utikze
tion 1V, we develop the analytical model of the retransnuesi the broadcast nature of wireless media to maximize themsyste
scheme based on Markov chain and derive the saturated uplimioughput for information downloading scenarios. Helper
throughput of drive-thru Internet. In Section V, we presemtodes are selected to rebroadcast the frames when some vehi-
numerical results, before concluding the paper in Sectibn \tles encounter frames loss from an RSU. To overcome poor



link quality in limited drive-thru Internet region, a velge reamble | PHY Header | MACHeader | Framebody | FCs

to-vehicle relay (V2VR) scheme [1] is proposed aiming to — -

extend the service range of roadside APs and maintain high -7 DAY

throughput within the extended range. - >
Block | BCS | * * «| Block | BCS| BH |Block | BCS | + * *| BH|Block | BCS

C. Platoon-based Traffic Flow k >k . o
Blocks for the current vehicle Bl.Od.(S for other vehicles

In term of vehicle traffic, the statistics of time headway is £Cs: rame Check Sequence within the same platoon
regarded as the fundamental parameter to describe the traffi BH: Block Header

flow distribution, where time headway is defined as the time BCS: Block Check Sequence

(or, equivalently, distance) between two consecutive aleki Fig. 2. The format of a data frame.
passing the same point and traveling on the same direction.
Normally, time headways are assumed to be independeach sender within the same platoon needs to implement this
and identically distributed random variables. Since th80k9 process after receiving ACK/NACK, regardless whether the
many time headway distribution models have been proposéestination of ACK/NACK is in accordance with itself or not.
among which the typical representatives include expoaknti The corresponding structure of the data frame is illustrate
distribution, normal distribution, gamma distributiomdalog- in Fig. 2, where each block in the frame has its own check
normal distribution. It is verified in [22] that log-normalsequence, i.dlock check sequen¢BCS). In addition, @lock
distribution fits well the intermediate traffic demand leveheader(BH) is also added to indicate the information about
between 700 and 1700 vehicles per hour (vph). In [23], Chélme blocks that belongs to other senders in the network. The
et al. employed a unified car-following model integratednwitBH can include the address of the sender, the size of the block
Markov process description to simulate different drivimg-s the sequence number of the packet, and the sequence number
narios. Headway time is verified to be log-normally disttémi of the block in the original frame. Note that the index of each
by NGSIM Trajectory Data. Therefore, we assume that th@ock of the current sender and the block size can be stored
individual vehicle is log-normal distribution in this pape in the MAC header, which implies that there is no need to
add BH for them because the former one can be realized by a
1. COOPERATIVE RETRANSMISSIONSCHEME bit map. In addition, platoon ID should also be added to the

_ ) MAC header, which can be used for other senders to identify
In this section, we present a novel platoon-based cooperati o received frame comes from the same platoon
retransmission scheme for IEEE 802.11 MAC sublayer whic When receiving an error frame, the receiver wili send a

can significantly improve the uplink throughput of drivetth NACK to notify which blocks need to be retransmitted in

Internet. the next frame. Therefore, NACK should include a bitmap
indicating which blocks are corrupted.
A. Transmission Frame Format

In the scenario of drive-thru uplink Internet, the AP is edll B. Platoon-based Cooperative Retransmission Scheme

receiver which is the only destination receiving data frdn a Next, we address the platoon-based cooperative retransmis
vehicles in the drive-thru coverage, while all vehiclesdieg sion scheme in the MAC sublayer from two sides.
data are called senders. The main idea of the retransmissio) Frames sending processOnce a sender obtain the
scheme is to enable cooperative communication in the IEEfansmission opportunity through CSMA/CA precedure, #tfir
802.11p MAC sublayer so that one sender can retransmértitions upper layer packet to be sent into equal-sizedks
blocks for its neighbors within the same platoon in case @i MAC sublayer, these blocks together with neighbors’ kic
previous transmission error. failed in the previous transmission will be sent to the reeei

To adopt cooperative retransmission, as mentioned in SecH a sender has retransmitted a frame (NOT blocks) for
tion I, some additional functions should be implementeal maximum number of attempts without receiving an ACK
compared with the legacy IEEE 802.11 MAC sublayer. Firstrame, it will drop the frame that is stored in the transnussi
when the MAC layer receives a packet from the upper layéuffer and initiate another transmission for a new framéwe®t
it will partition the packet into equal-sized blocks and ap@ senders will also drop the blocks that belong to the framenfro
each block by error check fragment such as CRC code tir transmission buffer. Meanwhile, the receiver wiltat
that the receiver can identify which block are transmittegthe blocks belonging to the frame that previous received.
with error. These partitioned blocks then will be storedliet  Note that a sender should transmit his own frame one
transmission buffer of the MAC layer. by one, that is, only if the frame has been successfully

Second, besides the blocks that belong to the current senttansmitted, or has been dropped due to maximum retry limit,
the blocks from other senders within the same platoon wilie sender can initiate another transmission for a new frame
also be temporarily saved in the transmission buffer if the 2) Frames Receiving proces$or the AP, the only final
current sender correctly received these blocks. Then thdese receiver, if the received blocks are correct, they will beret
decides if these blocks will be retransmitted with its owin the reception buffer. If all blocks in the same frame are
blocks based on the receiver’s response (NACK or ACK) to tlearrect, they will be assembled and forwarded to the upper
original senders of these blocks. Note that in this circamse layer. Then the receiver will send ACK to the sender that



originated the transmission. In case the one or more reteive TABLE |

blocks have error, the receiver will use NACK to inform the NOTATIONS
corresponding sender which blocks need to be retransmittedyy backoff fime counter at fime
For the senders, when a sender receives correct blockst) number of blocks in the data frame to be delivered at time
from its neighbors, it temporarily stores the blocks in the() cooperative transmission stage at time
s(t) backoff stage at time

trans_mlssmn buffer if there is still available space. Ifm_]d;er_ s block Tumber i one frame
receives NACK from the AP, no matter whose destination is, It the maximum number of tmes the contention window
will update the current transmission buffer to be retratt@di may be increased

based on the bitmap indicated in the NACK. While in casg */ | the maximum frame retry fimit __
the number of contending vehicles within the coverage of

a sender receives ACK from the AP, it will drop the blocks & the AP
belonging to the frame from the transmission buffer. N, block size
Note that in the platoon-based cooperative retransmissi %3 OYetfhead_for block checksum and header
. Np platoon size
s_che_r_ne, the value select!on of the system param(_aters may conditional collision probabiiity
significantly affect the uplink performance of the drivetth probability of a successful frame transmission in the samp
Internet, such as platoon size and block size, which will be”*" platoon _
demonstrated in the following sections. Pr transmission probability _
Pre cooperative retransmission probability
q transmission error occurred in a block
IV. AN ANALYTICAL MODEL FOR THESATURATION g ahe fixed transmission range
d ata transmission rate
THROUGHPUTPERFORMANCE < Sropagation delay
In this section, we develop an analytical model to evaluatee blit error rate (BER)
o slot time

the saturated uplink throughput of drive-thru Internet emnd
the platoon-based cooperative retransmission propossecin
tion Ill. To this end, we first build a 4-D Markov chain

to model the cooperative scheme and calculate the uplink

throughput for a given number of vehicles in the coverage
area of AP, then based on the result, further estimate thé tot

system throughput in the platoon-based traffic flow scenario 6)

A. Uplink Throughput for A Given System Size
To conduct the analysis, we first make the following as-
sumptions and specifications.

1) There are totalV contending vehicles within the cover-
age of the AP andV,, vehicles in one platoon. We also

in NACK frames. In addition, we do not consider the
impact of limited transmission buff size on the system
performance.

We assume all vehicles have the same fixed access
category in IEEE 802.11p MAC sublayer, which means
no internal collision occurs in this condition. In additjon
we only consider RTS/CTS access mode in the MAC
sublayer, therefore the effect of hidden and exposed
terminals can be effectively eliminated under this cir-
cumstance.

assume that any two vehicles in one platoon can directlyThe notations used in the analysis are summarized in
communicate with each other. Table I.

2) We assume a simple noise model in the physical layer:

bit errors independently and uniformly occur only in th%
frame body with a fixed bit error rate (BER) The prob-

ability that a data frame body encounter transmissi
error is denoted ag. Data frame header and control
frame including ACK/NACK are error fréde Due to
close space and similar mobility among vehicles in th

same platoon, we assume error free transmission witrH@

one platoon.

3) Atany time instance, a vehicle always has a frame reaa
to be transmitted. In other words, we only consider tr\ﬁ
saturated traffic scenario.

4) Let N, be block size, the overhead for block checksu
and header be fixed for each block, denotedadytes.
We assume a fixed frame length withy blocks.

We develop our analytical model based on Markov chain
nalysis in [9]. Specifically, we extend it to a 4-D Markov
chain to represent the dynamic behavior of the backoff m®ce
Br the proposed platoon-based cooperative retransmissio
scheme. As illustrated in [9], we let(t) be the backoff
stage at timet, b(t) be the backoff time counter at time
Because we partition a frame into blocks, we tét)
note the number of blocks in the data frame that shall be
elivered at timé. In addition, for the proposed platoon-based
Xoperative retransmission scheme, we can divide a frame’s
hole transmission process into two stages: (1) the frame
initially is transmitted only by its original sender. (2)tframe
'®an be transmitted by both the original sender and cooperati
senders. Consequently, we add a state variafleto indicate

tﬁﬁhe cooperative transmission stage at timeThus we for-
ulate a 4-dimensional Markov chaifs(t),b(t), c(t),r(t)}
presenting the state of the proposed scheme atitime

5) To simplify the analysis, we ignore the overhead for bo
extra checksum for each block and block bitmap ind%

1The assumption is reasonable because IEEE 802.11 stanefimesdthat Next, we identify the possible value of the 4-D Markov
frame header and control frame shall be transmitted at thedbdata rate. chain state. LetV be the minimum backoff window sizéd
Consequently, the probability that errors occur in the e@nframes and
header of data frame is generally smaller than the probgaltfilat errors occur
in the payload of the data frame be increased) + f be the maximum frame retry limit. Then

be the maximum number of times the contention window may



we can derive the maximum window siZg; at stagei: cooperative senders in this cag®0, k, Lo, 0| M + £, 0, Lo, 0}
; ) in Eq. (2e) describes that, once the backoff stage reaclkes th
W; = 2Wo0=<i<M (1) retry limit of M + f, the frame is discarded if the transmission
MW, M <i< M+ f is not successful and backoff stage will be reseb.to
(2) In the second stage of a frame's whole transmission
process, in which the frame is transmitted by both cooperati
tgenders and the original sender.

Based on the assumption, the maximum value:(®f is Lo.
For r(t), we can set a binary value to it, whebestands for
the first stage in which the frame is only transmitted by i
original sender, while stands for the second stage in which

. . : 1
frame will be transmitted by both the cooperative sendeds an Pli+ 1,k 1,10i,0,1,1} = L (1-p) ¢,

original sender. Wivi Wi
The steady state probability of stafe(t) = i,b(t) = te[l,M+ f),kel0,W;y1—1],1 €1, Lg]
k.e(t) = 1,r(t) = o } is defined as:bjri0o = (4a)
lims, oo Pris(t) = 4,0(t) = k,c(t) = l,r(t) = o], where
i € [0,M+ fl,k € [0,W; —1],1 € [1,Lgl,0 € [0,1]. 1 p
To deriveb; ., We calculate the transition probabilities of P{0,k, Ly,0[i,0,1,1} = W (1—q), b
the 4-D Markov chain according to the value of cooperative . 0 (4b)
transmission stage separately. i€ LM+ f)kel0,Wo—1],l €L, L]
(1) In the first stage of a frame’s whole transmission process
in which the frame is only transmitted by its original sender 1-— l : .
g Y15 om Pli+1,k,j,1]i,0,0,1} = p-()-qﬂ-(l—q)”,
Wit J
P{i,k,L0,0|i,k+1,L0,0}=1, (2a) i€ [17M+f>ak€ [O,Wi+171],j<l,l€ [1,L0],j€[1,L()]
i€ 0,M+ f],k€[0,W; —2] (4c)
. . p 1
P{i+1,k, Lo,0/:,0, Lo,0} = , P{0,k, Lo,0|M + f,0,1,1} = —,
{ 0000 L0} = g {0k, Lo, O1M + £,0,1,1) = - )
i €[0,M + f),ke[0,Wip1 —1], ke [0,Wo —1],1 € [1, Lo
1-— . .
P{kaaLmOliaOvLOaO} = Vp (1 _Q)L07 (20) P{Z,k,l,1|l,/€+ 1,1,1} = (1 —psuc)—i—psuc-ql, (4e)
0 .
e 0. M+ )k € [0, Wo —1] ie[l,M+ fl,ke[0,W; —2],l €1, L)
‘ . _1—p (Lo j Lo—j s _ AN B
P{Z+1,k,],1|Z,O,L(),O}——' . ) (17(]> 9 P{Zak7jal|l7k+17l71}_psuc . q (1 q) )
Wit \J J
S [O7M + f)7k € [OaWH—l - 1]7] € [17L0] S [17M+ f]?k € [OﬂWZ - 2]7] < lal € [17L0]7j € [17L0]
(2d) (41)
1 p
P{0,k, Lo,0|M + f,0,Lo,0} = —, P{0,k2, Lo, 0i, k1,1,1} = ==2(1 — ¢!,
{ 0. 0] f,0,Lo,0} W (2¢) { 0,0 } o (1-9q)
ke 0,Wy —1] ie 1L, M+ fl,kle[1,W; —1],k2 € [0,Wo —1],1 € [1, L]
where parametey can be estimated, based on the assump- (49)
tion, by using Eq. (4a)-Eq. (4d) accounts for the similar cases to Eq. (2b)-
g=1-(1— G)S(NbJrNC) 3) Eq. (2e) that the original sender transmits the frame during

the second stage of the transmission process. Howevengduri

P{i,k,Lo,0li,k + 1,Lo,0} in Eq. (2a) accounts for the each backoff slot for the original sender, the cooperative
fact that the backoff counter is decreased by one aftenes senders may have the opportunity to transmit the frame that
failed transmission all due to collision. In this case, othéias not been completely transmitteeli, k, 1, 1|i,k+ 1,1, 1}
cooperative senders cannot receive the frame from thenatigiin Eq. (4e) describes the case that the remain blocks of
sender.P{i + 1,k, Ly, 0|i,0, Lo, 0} in Eq. (2b) describes the the frame is not changed due to unsuccessful transmission
case of unsuccessful transmission by the original sender dur transmission with fully error blocks by the cooperative
to collision at backoff stagéi). P{0,k, Lo,0]:,0,Lo,0} in sender during one backoff slof{i, k, j,1|i,k + 1,1,1} in
Eq. (2c) accounts for a successful transmission by ther@igi Eq. (4f) accounts for the fact that part of the frame has been
senderP{i+1,k,j,1i,0, Lo, 0} in Eq. (2d) accounts for the transmitted by the cooperative senders during one backuff s
fact that unsuccessful transmission by the original sedder P{0, k2, Lo, 0|, k1,1,1} in Eq. (4g) describes the fact that the
to error-prone channel, however, as illustrated in theragsu remainder of the frame has been successfully transmitted by
tion, the frame no doubt will be successfully received byeoththe cooperative senders.



Since the steady-state probabilities must satisfy collision. ¢ equals the fixed slot time which is given in the

Mt fWi1 Lo 1 IEEE 802.11 standard. Because we only consider RTS/CTS
1= Z Z Z Z biklo (5) access mode of IEEE 802.11p in this pafjerand7. can be
=0 k—o I=1 om0 calculated by
we can numerically solve the steady-state probabilitieghef
4-D Markov chain givem, ps,. andgq. Ty =Tarrs +Trrs +6 +Tsrrs +Tors + 0
In Eq. (4), psue denotes the probability that only one +Tsirs + Tpara+ 6+ Tsirps + Tack/Tnack + 0
transmission occurs in the cooperative senders in the same (12)
platoon, which can be calculated by

Te=Trrs + 0+ Tsirs + Tack +Tarrs +0  (13)

suc — -1 ‘r]-*’rni2 6 : e .

p (np Jp-(1 = pr) ©6) where Trrs is the RTS frame transmission tim@rg
According to the procedure in binary exponential backofis the CTS frame transmission tim&ucx/Tnack IS the

a transmission is initiated by its original sender if andyoiil ACK/NACK transmission timel4;rs iS an extension time

k = 0, we can derive the transmission probability by of the backoff procedure in DCF, which is calculated by
M+f Lo 1 Tarrs = AIFSN xo+Tsrrs. Here the value oA F'SN is
D, = bi.o., ) allocated by access categc_)ry in IEEE 802.11p. Since thesfram
iz:; ;; e length of NACK is approximately equal to that of ACK, we

Oqssumd“ACK ~ Tnack-Tpara denotes average packet size
Cogna successful transmission, which can be divided into two
parts7}, andTp,, whereT}, is the transmission time periods

Since a frame collision can occur only if there are two
more senders transmitting the frame in the same slot, we
calculatep by

p=1—(1—-p )n—l ®) of the frame headeflp, is the transmission time of its own
i blocks.Th, is calculated by
By using the relationship in Eq. (7), Eqg. (6) and Eq. (8), we M4f L N
can obtain bottp, andp numerically. 8(Ny + N,) Yt i Yomo (b’i,O,l,o : l)
In addition, the transmission is also initiated by the co-Ipo = Ry ’ pr (14)

operative senders in our proposed scheme. We can similarl

calculate the cooperative transmission probabiity by yl'he correspondin@’py, is the time duration for transmit-

ting error-free packets by the original sender, which can be
MAFWi—1 Lo calculated by

Pre = Psuc * Z Z Zbi,k,l,l (9)

i=1 k=1 [=1 M I 1
To calculate the saturation throughput, we define the follow, (8LoNy) i’ i Tono (bzﬁovlﬁ (1 - ‘J)l)
ing parametersS denotes the normalized throughpft,P L) Ry Dr
is the expected time duration for transmitting error-frearfes, (15) _
while E[T] is the expected value of time slot durations. Then (2) The saturated throughput created by the cooperative

we have the following equation senders. . o
E[PL] The successful cooperative transmissign is given by

- E[T] Psc = np‘rc(l - p‘rc)nil (16)

According to the 4-D Markov chain, both the original sender We denoteTp, as the transmission time of the blocks
and the cooperative senders all contribute to the totata@dn  retransmitted by cooperative senders. Similarly, we caivele
throughputS. To simplify the analysis, we first calculateT,. as follows:
the saturated throughput created by the original senden th

PLo —

(10)

; IVI+f W;—1 Lo . b . l
take into account the saturated throughput created by t?e ~ 8(Np+ N.) Doim1 Dokt 1=1 \Psuc Vi k,l,1
cooperative senders. De = Ry Pre
(1) The saturated throughput created by the original sender (7)

There are three types of probability for a generic time The correspondin@’rr. is the time duration for transmit-
slot: p; denotes channel being idlg; denotes a successfulting error-free packets by cooperative senders, which @n b
transmission (note that successful transmission here lynerealculated by
means the_ s_ender has the opportumty to transmit frames ZMH ZW, Lo b (1)
without collision, regardless error bits in frames); denotes (8LoNy) Zwi=1 Zuk=1 Zai=1 \Psuc Vikl1 q

transmission collision. We have the following equations. ~ 7%~ — R, Dre (1)

18
pi=(1—-p)" Combined with the above equations Eq. (10)-Eq. (18), we
ps =np-(1—p,)" 1 (11) can derive the uplink throughput of drive-thru Internet for
pe=1—(1—p;)" —np,(1—p;)"" given vehicle number in the coverage area of AP.

Accordingly, we denote, T, andT, as the time duration of IS PsTpPL 4 pscTPrLe (19)

a generic slot being idle, having a successful transmissimh - pio + psTs + pscTpe + peTe



B. Platoon-based Drive-Thru TABLE I
In this part, we further evaluate the uplink throughput PARAMETER SETTING

of drive-thru Internet in real traffic flow with platoon-bake Parameter Value Parameter  Value
driving pattern. Upon the above analysis, a general timegislo £ 6 Mbps o 13 ps
normally millisecond-level. Therefore, we assume thereds Tsirs 32ps Tarrs s
mally ; = ' k ] Tack/Tnack  Tlus Trrs 71 us
vehicle entering or leaving the AP coverage during each time Tcrs 71 ps Ty 40 ps
slot. Then we can statistically analyze the system in a gtead ¢ 2 ps Winin 15 time slots
tate i ina the t ient behavi f if hicl Winax 63 time slots M 2
state, ignoring the transient behavior of a specific vehicle Mt f 4 N, 4 Bytes
As addressed in Section II-C, the original distribution of R 450m Vsth 30m/s

individual vehicle is log-normal, which is expressed as:

&)
T

1 (logty, — u)?
th;p,0) = —— ex (—7),75 >0 (20
f( hy [ ) \/ﬁ@ﬁh p 202 h ( )
wheret;, represents the possible value of the time head
1 is the scale parameter aidds the shape parameter.
In the steady state of a traffic flow, we assume that veh

=
"

------

Throughput (MBps)
w
£

run at about the same velocity,;,, which is a constan 2r SEE:S?;";;‘;
Therefore, we can get the corresponding distance hea - - -BER=1e-5 BR+PC(Ana)
for individual driving patterns: 2l L BERie s eRma™
BER=1e-5 FR(Sim)
Sh R Usthlh- (21) oo 1000 1500 2000 2500 3000 3500 4000

Packet size (Bytes)
Obviously, sy, is subject to log-normal distribution. Then the
number of vehicle: within the transmission rang® of the AP~ Fig. 3. Throughput vs. packet siz&/(= 10, Np = 5, N, = 500 bytes).

. 2R 2R .
isn = {g} = [v " h}, where [] denotes the integer partsrom freeway traffic is about 0.4, which normally does not
We can further derive the probability.(n = N) = P.(N < vary very much over different traffic flow levels [5]. The
n < N + 1) by the following equation. stable velocity of traffic flow is set t80m/s. Thus by setting
2R/ Nvses different values of., we can simulate the traffic scenarios with
Po(n=N) = / F(tn)dtn 22) various traffic flow rates. Based on the parameters specified i
2R/(N+1)vers Table Il, we can derive that 10 vehicles in the coverage of AP

Thus the overall network throughput under the p|atoofq_orresponds to the mean traffic flow rate 1000vph, while 30
based traffic flow can be calculated as: vehicles in coverage of AP corresponds to 3000vph.

S, Pr(n) B. Uplink Performance

n=0""

E[S] =

To demonstrate the performance of the proposed scheme,
V. NUMERICAL RESULTS L e
. ) R ) ~we compare it with the standard retransmission approach

In this section, we conduct extensive simulation experisienn |EEE 802.11 MAC sublayer. In all the figures, we use
to validate theoretical analysis in previous sections amd tR to indicate the frame retransmission (FR) scheme of
evaluate the performance of the proposed platoon-basgs cope traditional approach, and we use BR+PC to indicate the
erative retransmission scheme. In the rest, we first exj&n proposed scheme with both block partition and cooperative
simulation settings, then we extensively discuss the impAc retransmission, where PC stands for platoon cooperation.
system parameters (such as block size, platoon size, #igloci e first investigate the impact of packet size on uplink

on the uplink performance of drive-thru Internet. throughput of drive-thru Internet. Here we set system param
_ _ _ etersie = 1075, N = 10, N, = 5 and N, = 500 bytes.
A. Simulation Settings Simulation results and analytical results are both ilatstd

We use the well-known simulation tool OMNeT++ within Fig. 3, where we can observe that simulation results
INETMANET framework to conduct our experiments. Wematch very well with analytical results for all retransniiss
have also modified IEEE802.11 MAC sublayer protocols in trechemes. In this figure, we take the performance of FR when
INETMANET package to implement our proposed cooperative= 0 as the reference. Obviously, the saturation throughput
retransmission scheme. We use this model to analyze themonotonically increasing with the packet size in case of
performance of the MAC sublayer in saturated scenarias= 0. This is mainly because the increase of packet size will
The simulation parameters are based on the IEEE 802.ldgrrease the overheads. Nevertheless, we can see that the FR
standard, as listed in Table II. scheme cannot perform well in case ©f 10~°. In such a

To evaluate the system performance under various trafiase, the maximum throughput for FR is about 4 Mb/s, when
flow scenarios, we conduct the simulation under differeaft tr the packet size is about 2300 Bytes. For the BR+PC scheme,
fic flow rate conditions. As aforementioned, the vehicle timave can observe that the system throughput can still increase
headway is log-normal distributed. The value ébobtained with the increase of packet size, which outperforms FR in the
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same error condition. Therefore, the proposed platoor¢a: 5 250 eoeenee wemnoT *
cooperative retransmission scheme can significantly irgorc s e
the uplink performance of drive-thru Internet. 5 2 <
. . . . I
Fig. 4 represents the relationship between the uplii £ 1s
throughputS and the number of vehicled in the coverage 8 x
of AP, where we set the system parameters with = 5, g il !
Ny, = 500 and Ly = 4. We changeN to estimate the g o5l
uplink throughput under different traffic flow rates. Clgarl s |, [~%-BER=16-5 BRYPC (Ana)]
. . . . @] ’ | | I I -
the analytical results agree with the simulation resultsalb 1 2 3 4 5 6 7 8
retransmission schemes. In additioh,will decrease asV PE““”S'ZE’
increases for all retransmission schemes. Compared to FR, (®)
BR+PC scheme guarantees a better uplink performancer@f 7. (a) Throughput vs. platoon size (b) cooperative aretmission
drive-thru Internet in various traffic conditions. probability p-. vs. platoon size

Fig. 5 shows the throughput performance vs. BER for all re-
transmission schemes, where the system parameters ae setmber of cooperative senders). We have the following syste
follows: N = 10, N, = 5, N, = 500 and L, = 4. We observe parameter settingsN = 15, N, = 500, Lo = 4 and
that the throughput for all retransmission schemes deeseas = 10~°. The results are illustrated in Fig. 7 (a). We
with the increase of. However, BR+PC performs much betteobserve that increasing, can help to significantly improve
than FR in serious VANET error-prone environment. S. However, this enhancement becomes less remarkable as

We also evaluate the packet transmission delay for a vehidlee platoon size reaches the half valueéf This fact can
which is defined as the time duration from the epoch that tiwe explained by the relationship betwe&p and cooperative
packet enters the buffer at the MAC layer to the epoch that treiransmission probability,., as represented in Fig. 7 (b).
packet is successfully received. We set the following systep-. is monotonically increasing withV,,. When N, attains
parameters: = 10-%5, N = 10, N, = 5, N, = 500, Ly = 4. to certain threshold (normally half a¥), p,. will maintain
Fig. 6 shows the results for all retransmission schemes. \gnstant.
can observe that BR+PC can effectively reduce transmissiorFrom all the experiments above, we clearly observe that
delay compared to FR in error-prone VANET environmentsthe proposed platoon-based cooperative retransmisshemse

To investigate how the number of cooperative sendesgynificantly improves the uplink performance of drivetthr
influences the uplink throughput of drive-thru Internet, wénternet, which are verified by both the analytical resulid a
conduct the analysis with different platoon si2g (i.e, the the simulation results.



VI. CONCLUSIONS

In this paper, we have investigated the uplink performance
of drive-thru Internet in error-prone environments. Bynjity  [18]
considering traffic mobility and wireless communicatiore w
proposed a noveplatoon-basedcooperative retransmission|;g
scheme that can significantly improve the uplink perfornganc
of drive-thru Internet. To evaluated the performance of tft?]
proposed scheme, we developed a 4-D Markov chain
model the cooperative retransmission behavior in the mego

heme. Our scheme and analytical model hav n vali
scheme Qu S.C € ?a .d analytical mode a e been validdted cooperative data dissemination via roadside WLANEEE Trans.
by extensive simulation in Omnet++. Numer_lcal results show Communicationsvol. 60, no. 9, pp. 2644-2656, 2012.
that the proposed platoon-based cooperative retrangmisgp2] D.-H. Ha, M. Aron, and S. Cohen, “Time headway variableda
scheme can not only significantly improve uplink throughput probabilistic modeling,” Transportation Research Part C: Emerging

. . Technologiesvol. 25, pp. 181-201, Dec. 2012.
of drive-thru Internet, but also considerably decreasetdked [23] X. Chen, L. Li, and Y. Zhang, “A Markov Model for Headw&pacing
transmission times for a given quantity of upload data, Whic  Distribution of Road Traffic,’lEEE Trans. Intell. Transp. Systol. 11,
can lead to a greener mobile multimedia communications. no. 4, pp. 773-785, Dec. 2010.

[17] W. Tan, W. Lau, O. Yue, and T. Hui, “Analytical Models arferfor-
mance Evaluation of Drive-thru Internet SystemEEE J. Sel. Areas
Commun. vol. 29, no. 1, pp. 1-16, 2011.
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