A structural decomposition approach to comparing MRIO databases

*Anne Owen\*1,Kjartan Steen-Olsen2, John Barrett1, Thomas Wiedmann3,4, Manfred Lenzen4*

1 School of Earth and Environment, University of Leeds, Leeds, LS2 9JT, UK

2 Industrial Ecology Programme and Department of Energy and Process Engineering, Norwegian University of Science and Technology (NTNU), NO-7491 Trondheim, Norway

3 School of Civil and Environmental Engineering, UNSW Australia, NSW 2052, Sydney, Australia

4 Centre for Integrated Sustainability Analysis, School of Physics A28, The University of Sydney, NSW 2006, Australia

\* Corresponding author: A. Owen, School of Earth and Environment, University of Leeds, Leeds, LS2 9JT, UK (a.owen@leeds.ac.uk)

## Abstract

In the last five years there have been a number of global multi-regional input-output (MRIO) systems developed. The construction of MRIO tables involves the collection and manipulation of large datasets, and tables produced by different approaches may lead to different analytical outcomes. These differences can be described under three main areas: differences in the source data; differences in the choice of sector classification and/or regions; and methods employed to overcome missing information and to balance tables. In this paper we outline a decomposition methodology for investigating the variations that exist when using different MRIO systems to calculate the carbon dioxide (CO2) emissions induced by a region’s final demand. Structural decomposition analysis (SDA) attributes the change in emissions to a set of dependent determinants, such as technical coefficients, the Leontief inverse and final demands.

We apply our methodology to three prominent global MRIO databases – Eora, GTAP and WIOD – by aggregating them to a common classification system. Findings reveal that the variation between Eora and GTAP can be largely attributed to differences in the Leontief inverse and the emissions data, where-as the variation between Eora and WIOD is mainly due to differences in the final demand vector and the Leontief inverse matrix. For the majority of regions, GTAP and WIOD produce similar results and the variation can be attributed to the total output vector, the Leontief inverse matrix, the final demand vector and the composition of the final demand vector, respectively.

As MRIO databases are being increasingly used for policy applications, the variations need to be explained in a transparent way to ensure that any analysis is not undermined. The approach in this study could help move MRIO databases from the academic arena to a useful policy instrument.
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## Introduction

The number of applications of multiregional input-output (MRIO) databases to policy analysis and appraisal has steadily increased (Galli et al., 2012; Wiedmann and Barrett, 2013; Springmann 2014). At the same time a number of global MRIO databases have been developed. One of the key applications of these databases is to provide consumption-based emissions accounts for various regions and countries from the global perspective (Hertwich and Peters, 2009; [Wiedmann, 2009](#_ENREF_32); [Wiedmann et al., 2011](#_ENREF_34); Tukker and Dietzenbacher, 2013) but there is obvious variation in the analytical results (Barrett et al., 2013; Peters et al., 2012; Sato, 2012). From the perspective of policy application this variation could raise concerns and imply a need for caution when interpreting the results (CCC, 2013).

With each MRIO database being the culmination of different sets of source data, structures and modelling methodologies; it is not surprising that different analytical outcomes are observed. The challenge for researchers in the field of MRIO analysis is to explain and understand the variation in results. Developing a methodology for measuring and understanding the variation is paramount. In this paper we apply structural decomposition analysis (SDA) methods to explore variation and propose a transparent approach to explaining these differences.

SDA methods are most frequently applied for attributing changes in an independent variable to a set of determinants. For example, they have been used to assign changes over time in a nation’s consumption-based emissions to the changes in final demand and the emissions intensities of the products bought, (e.g. [Peters and Hertwich, 2006](#_ENREF_20); [Peters et al., 2007](#_ENREF_23); [Guan et al., 2008](#_ENREF_11); [Guan et al., 2009](#_ENREF_11); Wood 2009; [Baiocchi and Minx, 2010](#_ENREF_2); Minx et al., 2011; Yamakawa and Peters, 2011; [Feng et al., 2012](#_ENREF_9); Tian et al., 2014; Brizga et al., 2014). We use SDA to attempt to understand the difference in results calculated for the same year, but with different MRIO databases harmonised to a common classification of sectors and regions. We explain compilation techniques for environmentally extended MRIO databases and review the tables selected for this study and the aggregation levels employed. Previous work on uncertainty analyses in input-output analysis is reviewed and we explain SDA methods used and their limitations. A discussion of the variation of the SDA results is included in the Results section. Finally, we discuss the implications of these findings for both the MRIO modelling community and policy makers who apply the results.

## Methods and Data

### Multiregional input-output databases

Input-output (IO) methods have been used to link environmental impacts associated with production to the consumption of final products. The Leontief IO model is constructed from IO tables and shows the interrelationships between industries and products (Miller & Blair, 2009). The Leontief equation,

 (1)

describes output () as a function of final demand (). is the identity matrix, and is the technical coefficient matrix, which shows the direct inter-industry requirements. is known as the Leontief inverse (denoted hereafter as ). is sometimes referred to as the total requirements matrix, as each element in its column gives the total inputs required for producing one unit of output of the sector associated with that column. Since the 1960s, the IO framework has been extended to account for increases in the pollution associated with industrial production due to a change in final demand (Bjerkholt and Kurx, 2006; Miller & Blair, 2009).

Consider, a row vector of annual CO2 emissions generated by each industrial sector

(2)

is the coefficient vector representing emissions per unit of output[[1]](#footnote-1). Multiplying both sides of (1) by gives

 (3)

and simplifies to

  (4)

Total emissions are calculated by pre-multiplying by emissions per unit of output and post-multiplying by final demand. Equation (4) can be used to analyse how a change in the final demand of goods and services would change the economy-wide CO2 emissions, *ceteris paribus*. Emissions are reallocated from production sectors to the final consumption activities. The emissions of each sector required in the production of a particular product are reallocated to the demand of this product, rather than the supply. In other words, we can show the emissions associated with final consumption.

A multiregional input-output (MRIO) model extends the IO methodology to calculate impacts of traded products. Essentially, an MRIO table for *n* regions each with *m* sectors is a matrix of dimensions ‘*m x n*’ rows by ‘*m x n*’ columns and rather than considering a single region’s economy it treats the entire global economy as a single system. The MRIO table is constructed by placing domestic transaction matrices along the diagonal of a large composite matrix and filling in the off-diagonal matrices to show the sectoral requirements from trade partners in the production of domestic products (Peters et al., 2011). This assumes that IO tables are available for all constituent countries/regions, that there is a degree of harmonisation in sectors described and that data on the imports to intermediate demand can be either found or calculated (Tukker et al., 2009). In the last five years, several global MRIO databases capable of tracking flows of goods and services between regions have been developed (Hertwich and Peters, 2009; Minx et al., 2009; Wiedmann, 2009; Peters and Solli, 2010; Wiedmann et al., 2011; Lenzen et al., 2012a; Andrew and Peters, 2013; Dietzenbacher et al., 2013; Lenzen et al. 2013; Meng et al., 2013; Tukker et al., 2013; Tukker and Dietzenbacher, 2013;).

Environmentally extended MRIO (EE-MRIO) techniques have numerous policy applications; the calculation and reporting of consumption-based emissions accounts being one (Minx et al., 2009; Barrett et al., 2013; Wiedmann and Barrett, 2013). National greenhouse gas (GHG) emissions reports usually account for the carbon emissions from production activities within the country’s territory (United Nations, 1992, Article 12, p.15). Results from MRIO databases allow for a contrasting perspective; a consumption-based account can quantify those emissions occurring in foreign regions to satisfy domestic final consumption and similarly quantify the proportion of domestic emissions embodied in products for export ([Peters, 2008](#_ENREF_18); [Peters and Hertwich, 2008a](#_ENREF_21); [Hertwich and Peters, 2009](#_ENREF_13); Wiedmann, 2009; [Davis and Caldeira, 2010](#_ENREF_3); [Davis et al., 2011](#_ENREF_4); Wiedmann et al., 2011; Jakob and Marschinski, 2013).

### MRIO databases currently available

The latest reviews of the main global MRIO initiatives (Peters et al., 2011; Wiedmann et al., 2011; [Andrew and Peters, 2013](#_ENREF_1); [Dietzenbacher et al., 2013](#_ENREF_5); [Lenzen et al., 2013](#_ENREF_14); [Meng et al., 2013](#_ENREF_16); [Tukker et al., 2013](#_ENREF_25); [Tukker and Dietzenbacher, 2013](#_ENREF_26)), describe five MRIO databases: EXIOPOL, GTAP, Eora, AIIOT and WIOD. The year 2007 has been chosen for this study because it is the latest year where there are at least three MRIO databases to compare. Table 1 (adapted from Steen-Olsen et al., 2014b) provides summary information about the source data and construction techniques used in building the databases

Table Global MRIO databases used for comparisons in this study and their features

|  |
| --- |
| Eora ([Lenzen et al., 2013](#_ENREF_15)) |
| Source data | **Availability and updates** | 1990-2011 (economic data)1990 – 2010 (extension data)Yearly updates with a 2 year lag |
| **National IO tables** | 74 IO tables from national statistical officesOther countries’ data taken from the UN National Accounts Main Aggregates Database |
| **Bilateral trade data** | Trade in goods from UN Comtrade database Trade in services from UN Service trade database |
| **Environmental accounts** | EDGAR and IEAThis study uses the ‘Carbon emissions from fuel burning’ account supplied by Eora |
| **Value added data** | National IO tablesUN National Accounts Main Aggregates DatabaseUN National Accounts Official Data |
| System structure | **Region detail** | 186 countries |
| **Sector detail** | Varies by country; ranges from 26 to 511 sectors |
| **Structure of IO tables** | Heterogeneous table structure. Mix of SUT and SIOTs. SIOTs can be industry-by-industry or product-by-product |
| System construction | **Harmonisation of sectors** | Uses original classification from national accounts |
| **Harmonisation of prices and currency** | Converts national currencies into current US$ using exchanges rates from IMF |
| **Off-diagonal trade data calculations,****balancing and constraints** | Large-scale KRAS optimisation of an initial MRIO estimate with various constraints |
| GTAP ([Andrew and Peters, 2013](#_ENREF_2)) |
| Source data | **Availability and updates** | 2001, 2004, 2007Updated on a 3 year interval with a 4 year lag |
| **National IO tables** | Tables submitted by GTAP consortium members |
| **Bilateral trade data** | Trade in goods from UN Comtrade database. Trade in services from UN Service trade database |
| **Environmental accounts** | CO2 derived from IEA energy data.This study uses the data supplied by GTAP v7.1 which includes CO2 from fossil fuel burning only (Lee, 2008) |
| **Value added data** | Tables submitted by GTAP consortium members |
| Systemstructure | **Region detail** | 129 regions (81 for 2001) |
| **Sector detail** | 57 homogeneous product-by-product sector tables |
| **Structure of IO tables** | Homogenous SIOT table structure |
| System construction | **Harmonisation of sectors** | To disaggregate a country’s non-agricultural sectors, the structure from other IO tables within regional groupings is used. For agricultural sectors data from the FAO is employed |
| **Harmonisation of prices and currency** | IO tables scaled to US$ using GDP data from the World Bank |
| **Off-diagonal trade data calculations,****balancing and constraints** | Uses ‘entropy-theoretic methods’ to harmonise dataset. Constraints include consumption data from the World Bank, energy data from IEA, bilateral trade data from UN’s COMTRADE database. |
| WIOD ([Dietzenbacher et al., 2013](#_ENREF_5)) |
| Source data | **Availability and updates** | 1995 – 2011 (economic)1995-2009 EnvironmentalFunding dependent |
| **National IO tables** | SUTs from National Accounts. |
| **Bilateral trade data** | Trade in goods from UN Comtrade database. Trade in services from UN, Eurostat and OECD |
| **Environmental accounts** | Emissions from NAMEA |
| **Value added data** | SUTs from National Accounts. |
| System structure | **Region detail** | 40 countries and a rest of the world region |
| **Sector detail** | 35 homogeneous industry-by-industry sector tables |
| **Structure of IO tables** | Homogenous SIOT table structure |
| System construction | **Harmonisation of sectors** | Developed concordance tables between national classifications and the 35 sectors used in WIOD. |
| **Harmonisation of prices and currency** | Supply table (from SUT) in basic prices. Use table in purchases prices. Transform the Use table to basic prices.Convert all data to current US$ using exchange rate from IMF |
| **Off diagonal trade data calculations,****balancing and constraints** | International SUTs merged to a ‘World SUT’ then transformed to a WIOT using the fixed product sales structure assumption. |

### Emissions data

There has been considerable recent work on what is included in different emissions datasets, for example process emissions from cement production, land use and land use cover change (Andres et al., 2012; Houghton et al., 2012; Peters et al., 2012). Peters et al. (2012) give a thorough investigation of the effect on consumption-based accounts when different emissions data is included.

In the present study we decided to use CO2 emissions from fossil fuel burning only. This is not because we believe this to be the most appropriate measure for calculating consumption-based emissions account. Rather, fossil-fuel combustion data are found consistently in the extension datasets provided with MRIO databases, keeping variation to a minimum. Eora has over 40 extension datasets of which CO2 from fuel burning is one. The CO2 emissions data provided with GTAP v7.1 is emissions from fuel burning only (Lee, 2008). WIOD however, uses NAMEA data for its CO2 extension dataset. This includes cement production but no other process emissions (Genty et al., 2012; Peters el al., 2012).

Despite our efforts to ensure that the emissions data is consistent across the datasets, Table 2 shows that the total CO2 differs substantially between them. Therefore, in what follows, total emissions will be treated as one of the independent variables in determining the variation in consumption-based emissions.

This study aims to discover how much of the outcome variation is due to a difference in the total emissions used in the databases and how much is due to the distribution of emissions.

Table : Comparison of total CO2 emissions in Eora, GTAP and WIOD 2007

|  |  |  |  |
| --- | --- | --- | --- |
|  | Eora | GTAP | WIOD |
| Total Global emissions 2007 (ktCO2) | 28,237,228 | 22,800,300 | 25,261,657 |

### The aggregated MRIO databases used in this study

For this study, we compare CO2 emissions associated with final consumption calculated for the year 2007 using the Eora[[2]](#footnote-2), GTAP and WIOD MRIO databases. The SDA techniques described in section 2.5 require the multiplication of matrices which share a common structure. This means that the number of regions and sectors must be the same and presented in the same order. To construct an equation that takes elements from one MRIO database and elements from a second requires either a complex system of concordance matrices or some pre-calculation reclassification and aggregation to ensure that the matrices involved are the same size and structure.

For this study we develop two types of classification systems. The first, the common classification (CC), is designed to be common to all the MRIO databases used in this study and also to EXIOPOL. Countries that are included in all databases are included as countries in the classification system, and any country that appears in some database and not others is aggregated to a “Rest of the World” (RoW) region. This leaves a system with 40 countries and one aggregated RoW region. Sectors are treated similarly undergoing a process of progressive aggregations until there is an identical sector structure in each database. The CC has 17 sectors and Tables S1 and S2 in the Supporting Information (SI) show the construction of this CC aggregation system. The second aggregated classification system takes each combination of MRIO pairs and finds the common classification for that unique pair. Tables S3 to S8 show the structures for the three paired classification (PC) systems. For a more detailed discussion on the methods employed to construct the aggregated systems see Steen-Olsen et al (2014a).

### Uncertainty analysis in input-output analysis

This study aims to explore the variation in consumption-based emissions calculated by different MRIO databases and sits within the field of model uncertainty assessments. Uncertainty assessments of the outcomes of models to predict future global emissions exist and the recently published contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change (Stocker et al., 2013) gives a clear explanation on how model results can be quantified in terms of their uncertainty. However, as Lenzen et al. (2010) and Wiedmann (2009) note, there are few examples of environmental MRIO studies where uncertainty analyses have been undertaken. Lenzen et al. (2010) collect standard deviations associated with the underlying source data that is used to make the UK IO accounts and then regress the standard deviations across the values in the supply and use tables, eventually calculating a total relative standard error of the MRIO table (Lenzen, 2000). However, the standard errors of the Leontief Inverse cannot be calculated analytically (Lenzen, 2000) and Monte-Carlo techniques must be used.

Monte-Carlo methods involve propagating repeated random input variables through a calculation and observing the effect on the output (Peters, 2007). Monte Carlo techniques have been used to estimate an 89% probability that the UK’s carbon footprint increased between 1994 and 2004 (Lenzen et al., 2010) and to show that while uncertainties around the total Dutch carbon footprint were low, lower tiered impacts attributed at the regional and sector level contained higher uncertainty (Wilting 2012). One drawback of using this method to understanding uncertainty in MRIO analysis is the assumption that errors in the table are normally distributed and independent of each other (Lenzen 2000). The nature and construction constraints of an MRIO table mean that this is not the case. Monte-Carlo analysis may not deal with systematic errors associated with the build assumptions made by model developers, such as currency conversion factors, imports structures and balancing approaches (Lenzen et al., 2010).

One method for understanding the effect of build assumptions is to construct several versions of the MRIO table, each with different build techniques, and observe the effect on output. For example, Peters and Solli (2010) investigate aggregation effects by quantifying the difference in Nordic countries footprints using the GTAP data with eight aggregated sectors and then the full 57 sectors. Weber and Matthews (2007) show that the choice of currency conversion method used for certain developing countries greatly affects the size of emissions embedded in imports to the US. In addition, Peters et al (2012) investigate how model outcomes change when different CO2 emissions data are used with the GTAP MRIO table, concluding that much of the variation in outcome may be due to differences in extension data.

It is important to understand the effect of uncertainty in source data and the effect different build assumptions have on a system’s output. However, the assessments described above do not consider the variations between the MRIO databases themselves, which is an important factor. This study employs SDA techniques to address this.

### Structural Decomposition Analysis

Structural Decomposition Analysis (SDA) is an “analysis of economic change by means of a set of comparative static changes in key parameters in an input-output table” (Rose and Chen, 1991, p3). SDA takes the component parts of the fundamental Leontief equation (1) and calculates the effect each term has on an economic change. If the Leontief equation is the product of three terms there are a total of six, (3! = 6), decomposition equations that can be formulated to describe the change in output (see SI for further details). This means that there is no unique solution and each of the decomposition forms is equally valid (Dietzenbacher and Los, 1998). This is known as the non-uniqueness issue. The mean of each of the decomposition solutions is often taken as an indication of the influence of each term but Dietzenbacher and Los, (1998) note that the maximum, minimum and standard deviation of each term should also be reported.

Rather than calculating the drivers of a change in economic output, we use the environmentally extended Leontief equation (4) and consider change in emissions ()[[3]](#footnote-3).The use of SDA to understand the drivers of emissions change over time is well documented. Studies investigating the causes of a nation's increase in carbon footprint include Guan et al. (2009), Baiocchi and Minx (2010), Minx et al. (2011) and Tian et al., (2014). Both Baiocchi et al. (2010) and Minx et al. (2011) report the calculated ranges for each term and Minx et al. (2011) find the influence of the change in the term to be particularly large. Other SDA studies include investigation into energy use change (Rose and Chen, 1991; Wachsmann et al, 2009; Weber, 2009; Zhang and Lahr, 2014) and GHG emissions change (Wood, 2009; Brizga et al., 2014). Instead of using SDA to understand the drivers of change over *time*, this analysis considers the drivers of the variation in emissions calculated by a pair of different MRIO databases for the same year. Thus, rather than representing a change in emissions between time and , is now the difference in emissions calculated between MRIO 1 and MRIO 2. There is a precedent for using decomposition techniques to assess uncertainties in climate model projections. Déqué et al. (2007) consider the uncertainty in climate response predictions and decompose uncertainty into four factors: sampling uncertainty; model uncertainty; radiative uncertainty; and boundary uncertainty. Our study does not attempt to quantify uncertainty around MRIO databases; rather it aims to decompose model outcome variation into contributions from the emissions source data and contributions from the economic trade table.

### Difference equations

In this study we enumerate six different decompositions of the environmentally extended Leontief equation (4). The mean influence of each term is reported alongside the maximum, minimum and standard deviation to allow consideration of the non-uniqueness problem of SDA (Dietzenbacher and Los, 1998). One unique feature of the decompositions investigated in this study is decomposing emissions intensity into the component terms of the emissions vector () and inverse total output (). The reason for this is twofold. Firstly, the emissions vector and total output are often taken from two different data sources and their separate contribution to total database variation should be investigated. Secondly, this removes the efficiency vector from the equation which would be dependent on the technology matrix (Dietzenbacher and Los, 2000). This amendment does not follow the proposed form suggested by Dietzenbacher and Los (2000) for cases with dependent determinants. There is no simple way of amending the terms to create independency and we highlight that the dependency issue is problematic for all SDA that assess changes in emissions and energy (Minx et al., 2011). The approach outlined in this study is, however, applied consistently across the pairings investigated and allows for comparisons to be made. The equations calculated and terms used are summarised in Table 3.

Table SDA equations used in this study

|  |  |  |
| --- | --- | --- |
| Decomposition number | Equation | Notes |
| 1 |  | Two terms |
| 2 |  | Two terms |
| 3 |  | Three terms |
| 4 |  | Four terms |
| 5 |  | Six terms |
| 6 |  | Eight terms |

 Row vector where each element is equal to the total global CO2 emissions. Dimensions []

 Diagonalised vector of the proportion of total global CO2 emissions that each country’s production emissions represents. The first values each show the repeated proportion of total emissions attributed to region 1, the next , region 2 etc. Dimensions []

 Diagonalised vector of the proportion of each country’s total production emissions each domestic industrial sector represents (basket of production emissions). The first values are the proportions for region 1, the next , region 2 etc. Dimensions []

 Diagonalised vector of the proportion of global CO2 emissions that each global production sector represents. Dimensions []

 Row vector of production emissions by region and sector. Dimensions []

 Row vector of production emissions per unit of output by region and sector. Dimensions []

 Diagonalised vector of inverse total output by region and sector. Dimensions []

 Leontief matrix. Dimensions []

 Column vector of final demand of the region being calculated; by region and sector. Dimensions []

 Diagonalised vector where each element is equal to the total final demand of the region being calculated. Dimensions []

 Column vector of the proportion of the total region’s final demand that each global product represents. Dimensions []

 Diagonalised vector of the proportion of the region’s total final demand that is supplied by each import **c**ountry. The first values each show the repeated proportion of total final demand supplied by region 1, the next , region 2 etc. Dimensions []

 Column vector of the proportion of each product that makes up a single import regions supply to final demand (basket of products). The first values are the proportions for region 1, the next , region 2 etc. Dimensions []

Where is the number of regions and is the number of sectors.

## Results

We first investigate the effect of the aggregation classification systems on the CO2 emissions assigned to the final demand of the 40 countries in the CC for the year 2007, and then investigate the results from the SDA.

### Effect of aggregation

Figure 1 shows the per-capita consumption-based CO2 emissions of each of the 40 countries in the CC as reported by Eora, GTAP and WIOD. Black bars show the calculated emissions using the CC. The chart has a per-capita scale to allow data from small countries to be seen alongside larger ones. The per country consumption-based emissions reported by the CC is on average 6% different to the original Eora, 3% different to the original GTAP and 2% different to the original WIOD, reflecting the fact that the CC is most similar to the WIOD database. The country with the greatest variation to the original is Belgium’s Eora CC at 19%. Table S9 in the SI gives further information for all regions and all aggregations. As expected the PC systems produce results closer to their originals with the WIOD PC being 0.7% different on average. The effect of the aggregation is similar to results presented by Peters and Solli (2010) who find that compared to the full GTAP MRIO, an aggregated version with 8 sectors gives variations of up to 19% for Cambodia but just 1 to 3% for the Nordic countries. The authors conclude that if the primary interest is footprint totals “only a modest level of sector detail is necessary” (Peters and Solli, 2010 p50). Similarly, Peters and Solli (2010) show that MRIO databases can give reasonable results when aggregated to just the five to ten most important trading regions. Figure 1 also shows the difference between the emissions reported by the three databases. Luxembourg, in particular, displays very different per-capita emissions from a consumption-based perspective; results from this study may help explain why.

Since it is beyond the scope of a journal paper to interpret results from every country in the CC, we use the UK as a case study when interpreting the SDA results. The UK has a history of consumption-based accounting (Wiedmann et al., 2008; Minx et al., 2009; Lenzen et al., 2010; Wiedmann et al., 2010; Wiedmann et al., 2013; Barrett et al., 2013) and the results calculated for the UK using the aggregated databases are close to the original values (Table 4). All variations are within or below the reported standard deviation of the UK-MRIO database reported by Lenzen et al (2010). We therefore establish that the aggregated systems used in the present study are a reasonable representation of the original MRIO databases for the UK. For a more detailed discussion on the effects of these aggregation systems see Steen-Olsen et al. (2014a).

Table Effects of aggregation on calculation results for the UK 2007 carbon footprint (values in brackets show relative increase or decrease in results compared to the un-aggregated database)

|  |  |  |  |
| --- | --- | --- | --- |
| UK 2007 Consumption-based emissions (ktCO2) | Eora | GTAP | WIOD |
| Original system | 794,661 | 630,585 | 646,314 |
| Common Classification (CC) | 774,159 (-2.6%) | 632,612 *(0.3%)* | 664,034 *(2.7%)* |
| Paired Classification – Eora-GTAP (PCEG) | 760,891 (-4.3%) | 632,626 *(0.3%)* | - |
| Paired Classification – Eora-WIOD (PCEW) | 773,089 (-2.7%) | - | 668,340 *(3.4%)* |
| Paired Classification – GTAP-WIOD (PCGW) | - | 626,907 *(-0.6%)* | 642,934 *(-0.5%)* |



Figure : Per-capita consumption-based CO2 emissions for Eora, GTAP and WIOD under the original models and the CC

### Consumption-based emissions variation

The SDA equation will attribute the emissions variation to a set of determinants. Table 5 shows the variation for the UK for each pair of MRIO systems. For the UK, pairs involving Eora reveal highest variation and the PC has the effect of reducing variation size. The variation for each of the 40 countries is shown in Table S10 in the SI.

Table Variation in calculated consumption-based CO2 emissions for the UK

|  |  |  |  |
| --- | --- | --- | --- |
| KtCO2 | Eora - GTAP | Eora - WIOD |  GTAP - WIOD |
| Common Classification (CC) | 141,548 | 110,125 | -31,423 |
| Paired Classification (PC) | 128,265 | 104,749 | -16,026 |

This variation is the *net* difference between the databases and may actually be the composite of a series of contributing differences both positive and negative. Using full SDA techniques we attempt to calculate the *gross* difference between the two MRIO databases in question and break this difference down to the sum of individual element-wise contributions. We appreciate that there is no unique solution to the gross difference (Dietzenbacher and Los, 1998) and our decision to use the mean solution is just one of many possible outcomes. However, using the mean is a common compromise (Baiocchi et al., 2010; Minx et al., 2011) and we use this consistently throughout the study.

### SDA results

This section summarises our findings by means of a series of questions. Detailed results from a large number of permutations (three databases, two classification systems and six SDA equations) can be found in the SI.

#### How can the findings be interpreted?

We use the Eora-WIOD UK comparison with the common classification as an example of how to interpret results. The SDA calculates the mean, maximum and minimum contribution that each term makes towards the emissions variation. If a term has a positive contribution it can be interpreted that switching that variable from the WIOD term to the Eora term increases the footprint on average by that amount. If the term has a negative contribution, a switch from WIOD to Eora contributes to lowering the footprint.

Figure 2 shows results of the SDA for the Eora-WIOD pairing under the CC as a stacked bar chart where the bars show the mean contributions of each of the terms and the error bars indicate the maximum and minimum contribution each term makes towards the emissions variation (see also Table S13 in the SI). The net difference, of 110,125 kt CO2 is the sum of each column. For the first decomposition, the CO2 per unit output () contributes a mean of 95% of the net difference and the product of the Leontief matrix and the UK’s final demand vector () makes up the remaining 5%. For this decomposition is the driving factor of Eora’s larger emissions estimate. As the Leontief equation is decomposed into a greater number of terms, the interpretation becomes more detailed. Splitting into two parts, as seen in decompositions 3 and 4, reveals that separately, each term has quite a significant influence and ’s largely positive driver (163%) is partially cancelled out by ’s negative influence (-67%). Eora calculates a larger UK consumption-based account than WIOD due to Eora using a larger value for total emissions. Eora’s matrix also contributes to calculating a larger consumption-based account for the UK. The total UK final demand reported in WIOD has the effect of producing a larger UK impact than the Eora UK final demand but this positive driver is cancelled by emissions and economic structure.



Figure : SDA decompositions of variation in UK consumption-based CO2 emissions between Eora and WIOD in CC

The mean effect of each term is just one solution to the SDA breakdown. Results must also be interpreted alongside the minimum, maximum and standard deviation calculated for each term. Consideration of this additional information allows comment on the reliability of findings.

#### How much variability surrounds difference calculation?

We take the sixth and most detailed decomposition from Figure 2, and focus on the contribution from each of the terms. Table 6 shows that ,  **,** and have the largest mean contributions. However the size of the effect of, can range from -10,611 to -139,319 and the 40,320 (8!) combinations used to calculate the effect of this term have a standard deviation of 44,464. The standard deviation of is equally as large but exhibits a smaller range of possible outcomes and a lower standard deviation.

Table : Full SDA results for the Eora-WIOD comparison of UK consumption-based emissions (kt CO2)

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |
|  | 80,703 | 6,971 | -18,009 | -65,267 | 177,519 | -30,656 | 249 | -41,385 |
|  | 103,909 | 13,669 | -1,898 | -10,611 | 268,394 | -23,697 | 4,389 | -6,862 |
|  | 64,730 | 2,486 | -58,825 | -139,319 | 102,435 | -40,763 | -3,657 | -75,352 |
|  | 9,290 | 2,292 | 14,732 | 44,464 | 42,856 | 4,096 | 1,924 | 19,383 |

A students’ t-test on the means of each of the terms in the sixth decomposition equation for each of the six pairings, finds that they are significant at the .01 level. This is to be expected with such a large sample used to calculate the mean and we can be confident that there is little uncertainty associated with our calculation of the mean values. This finding reinforces the strength of the SDA methods described by Dietzenbacher and Los (1998) and used in our study. Considering every possible combination of decomposition equations ensures that a mean is calculated with greater certainty than taking the polar decompositions or some other selection of equations.

The range of possible outcomes for the effect of each term is larger for some terms than others and we suggest that any interpretation of SDA results requires consideration of the full range of outcomes rather than a simple reporting of the mean. Figure 3 suggests an example as to how these SD results could be presented. The chart shows the term-wise breakdown of the sixth SDA equation of the variation in UK consumption-based emissions between Eora and WIOD under the CC. The columns represent the mean contribution from each term and the net difference is the sum of all the columns. Clearly, some terms contribute positively to the variation and some negatively. The solid black lines represent the maximum and minimum contribution to the variation from each term in the decomposition equation. We present a single mean solution to the contribution each term makes, but the solution may deviate between the maximum and minimum points. Due the fact that each SDA difference equation has the same net total, if one solution contains the maximum of one of the terms, the remainder of the terms need to be low in comparison. This means that solutions will never lie along the path of the maximums but somewhere in between.

and draw from narrow ranges of possible outcomes across all pairings whereas ,, and have the widest. The term has a large effect on database variation but draws low range of values. This indicates that for this term, the non-uniqueness issue is less of a consideration; making total emissions a prime driver of variation. draws from a wide range of possible values. The effect of this term might be partially due to the non-uniqueness issue alongside database variation. We recommend that when analysing SDA results, taking the measure of mean contribution to the variation may indicate the most important terms but this needs to be viewed alongside the measures of maximum, minimum and standard deviation.



Net variation

Figure : Breakdown of the variation between Eora and WIOD CC UK including maximum and minimum values

Total net difference

The tables for the other five pairings can be interpreted similarly and this type of analysis can be performed for all other countries in the CC (see SI).

#### Can findings be linked to source data and construction methods?

To fully understand which components are the causes of variation in consumption-based emissions results, the SDA findings need to be viewed alongside the MRIO metadata shown in Table 1. For example, Eora-WIOD variations for the UK seem to be due to a difference in total emissions but not by emissions distribution by region or industrial sector. Table 1 confirms that Eora and WIOD use emissions data from different sources and Table 2 highlights the difference in total emissions. Variation from , and terms will be a combination of differing source data and construction methods used to make the MRIO table. Table 1 shows that although Eora and WIOD source the domestic tables from national accounts and the trade data from UN Comtrade, Eora keeps the data in its original format whereas WIOD uses concordance matrices to transform the data to a common sector classification. This will be one of the reasons for the variation. In addition most elements in an MRIO table represent interregional transactions (off-diagonal blocks) and the method used to populate these table elements will have a large effect on . Clearly SDA can have a role in indicating which elements of the Leontief equation contribute most to model difference. However, further investigation is needed to quantify the relative contribution by source data and construction techniques to outcome difference.

#### Which MRIO pairings are most and least similar?

In Figure 2, the gross difference is the length of the entire stacked column. The grossdifference is not the same value for each of the decompositions. However since the mean is drawn from a sample of over 40,000 results and we apply the same difference equations to all pairings, we argue that this consistent approach allows comment on the findings from calculating the gross difference.

Using the estimated gross differences using the mean of the terms from the sixth decomposition, we can predict which of the MRIO pairings has the highest variation. This pairing can be described as the least similar. Table 7 shows, 17 out of 40 countries show the Eora-GTAP PC pairing to be the least similar and for 16 out of 40 countries, the GTAP-WIOD PC pairing is the most similar. Table S17 in the SI shows which pairing is most similar for each country.

Table : Number of countries where each of the MRIO database pairings is most and least similar

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | Eora-GTAP CC | Eora-GTAP PC | Eora-WIOD CC | Eora-WIOD PC | GTAP-WIOD CC | GTAP-WIOD PC |
| Number of countries where pairing is least similar | 8*(20%)* | 17*(43%)* | 6*(15%)* | 6*(15%)* | 0*(0%)* | 3*(8%)* |
| Number of countries where pairing is most similar | 0*(0%)* | 0*(0%)* | 6*(15%)* | 6*(15%)* | 12*(30%)* | 16*(40%)* |

#### Which factor contributes most to the variation in footprint results?

Figure 4 shows the mean contribution by each term to the gross emissions variation for each country for the three database pairings in the CC (using the sixth decomposition). For example, the variation in the emissions calculated for France between Eora and GTAP seem to be mainly due to differences in the total emissions vector. For Luxembourg, where the consumption-based emissions are very different (Figure 1), total final demand appears to be an important contributor towards the variation between all MRIO pairings. When selecting a database to provide information about Luxembourg’s consumption-based emissions, policy makers might want to consider which database contains final demand data for Luxembourg that is closest to the nation’s national accounts.

Across all pairings and all countries, the total emissions vector, output intensity, the Leontief inverse and the total final demand vector stand out as being major contributors to the variation. However, the emissions variation is much larger for some countries than for others. If we sum each region’s absolute differences for each term in each pairing we can estimate which term contributes most to overall variation.



Figure : Relative contributions of SDA components to the variation in consumption-based CO2 emissions for individual countries as calculated by different pairs of MRIO database

The emissions total has most effect on the variation between Eora and GTAP although it is not quite as influential as the Leontief inverse (Table 8). One possible explanation is that Eora sources emissions data from EDGAR and IEA, whereas GTAP only uses IEA (Table 1). The total final demand vector is important in the variation between Eora and GTAP and also Eora and WIOD but less so in the variation between GTAP and WIOD. For this last pairing, the basket of goods vector appears significant. GTAP and WIOD have quite different sectoral classifications with GTAP containing much more detail in the agricultural sectors. This might explain the difference in the basket of goods vector.

Table 8: Gross difference totals for the CC pairings

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  | Total |
| Eora-GTAP | 4,665,204*22%*  | 673,601 *3%* | 718,129*3%*  | 3,600,062*17%*  | 5,713,477 *27%* | 3,986,049*19%*  | 386,189*2%*  | 1,553,385*7%*  | **21,296,096*****100%***  |
| Eora-WIOD | 2,518,818*15%*  | 642,248*4%*  |  732,679*4%*  | 2,237,401*14%*  | 4,119,493*25%*  | 4,201,396*26%*  |  509,202*3%*  | 1,509,716*9%*  | **16,470,954*****100%***  |
| GTAP-WIOD | 2,063,029*19%*  | 682,159*6%* | 550,298*5%*  | 2,802,988*26%*  | 2,394,258*22%*  |  563,619*5%*  | 206,660*2%*  | 1,394,042*13%*  | **10,657,053*****100%*** |

## Discussion

The aim of the study was to investigate why different MRIO databases produced different consumption-based CO2 emissions. A description of the different data sources, system structures and construction techniques employed in the Eora, GTAP and WIOD MRIO databases was provided and SDA was used to measure the relative contribution by each term of the Leontief equation towards MRIO outcome variation. An estimate of gross difference was also calculated. We form SDA equations using two terms and expand to detailed eight-term decompositions. This is one of the few MRIO SDA to calculate at this level of detail and to decompose emissions intensity. In addition, this work attempts to understand the uncertainty surrounding SDA calculations, including the non-uniqueness and dependency problems and we suggests novel techniques for calculating and presenting uncertainty findings.

Results show that the variation in the consumption-based CO2 emissions measured by Eora, GTAP or WIOD can be explained largely by differences in total global emissions, differences in the Leontief inverse and differences in the total final demand vector. The share of the emissions by region and sector do not appear to contribute towards the variation, and neither does the share in final demand by region and product. The product share might be significant in the variation between GTAP and WIOD. Student’s t-tests suggest very high confidence in the calculation of the mean effect of the terms but we recognise the mean effect is just one of many solutions to the SDA and the range of possible outcomes needs to be considered carefully when drawing conclusions.

This study uses SDA analysis to compare the Eora, GTAP and WIOD MRIO databases at an aggregated common classification form. The conclusions drawn about the contribution that different elements have towards the overall variations in the results must carry the caveat that the study uses aggregated versions of the frameworks. The structure of the MRIO databases, i.e. the number of sectors and regions chosen, will carry its own contribution to system variation and we direct the reader towards Steen-Olsen et al. (2014a) for a more detailed discussion.

## Conclusion

This study uses structural decomposition analysis to understand variation in MRIO outputs. The technique allows us to separate the influence of different parameters on the results, enabling investigation of how source data, system structure, technical coefficients and final demand contribute to variations in consumption-based emissions of countries as calculated by different MRIO databases. Although useful insights can be gained from this analysis, SDA alone cannot determine the exact cause of database variation; we are unable, for example to give the exact effect on the results on choosing EDGAR emissions data over IEA data or calculate the effect of a certain matrix balancing technique on the variation in consumption-based emissions.. We are also unable to comment on which is “the best” set of source data to use or matrix construction technique to follow because different data and system structures might be suitable for different applications. We suggest that SDA could be used alongside conventional uncertainty techniques, such as those demonstrated by Weber and Matthews (2007), Lenzen et al. (2010), Peters and Solli (2010), Peters et al. (2012) and Wilting, (2012), as a diagnostic tool and also as a way of presenting results. Such analyses helps to grow confidence in the application of MRIO if we are able to demonstrate that consideration has been given to variation in data and system build.

We recommend further studies which consider a wider range of MRIO databases and expand to additional years. Furthermore, while emissions and final demand have been decomposed to three further terms, the Leontief matrix remains a single entity and the effect of decisions in its construction remains undetermined here. For example, it would be interesting to consider whether differences in L are due to the domestic transactions or the imports to intermediate demand. We suggest building on the work of Wood and Lenzen (2009) and use structural path decomposition (SPD) to further explore the effects of differing Leontief matrices.
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1. $\hat{}$ denotes matrix diagonalisation [↑](#footnote-ref-1)
2. Version 199.74 [↑](#footnote-ref-2)
3. Dietzenbacher and Los (2000) warn that analyses that decompose total value added need to be treated with care due to the dependency problem. The equation used is similar to (4) with $q$replaced by total value added $v$,and $e\_{c}^{`}$representing sectoral value added per unit of output. A decomposition equation containing three terms, $e\_{c}^{`}$, $L$and $y$assumes that $∆e\_{c}^{`}$, and $∆L$are independent. The authors point out that “changes in intermediate input coefficient and in value added coefficient affect each other” (Dietzenbacher and Los, 2000 p4). SDA applied to measures of consumption-based emissions require the calculation of the emissions per unit of output and this dependency issue will need to be considered. It is not appropriate to assume that a change in emissions efficiency can occur independently of the technology matrix used to calculate $L$. [↑](#footnote-ref-3)