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The paper addresses the nonlinear dynamics of planar inviscid incompressible flows
in the straight channel of a finite length. Our attention is focused on the effects
of boundary conditions on vorticity dynamics. The renowned Yudovich’s boundary
conditions (YBC) are the normal component of velocity given at all boundaries, while
vorticity is prescribed at an inlet only. The YBC are fully justified mathematically:
the well posedness of the problem is proven. In this paper we study general nonlinear
properties of channel flows with YBC. There are 10 main results in this paper:
(i) the trapping phenomenon of a point vortex has been discovered, explained and
generalized to continuously distributed vorticity such as vortex patches and harmonic
perturbations; (ii) the conditions sufficient for decreasing Arnold’s and enstrophy
functionals have been found, these conditions lead us to the washout property of
channel flows; (iii) we have shown that only YBC provide the decrease of Arnold’s
functional; (iv) three criteria of nonlinear stability of steady channel flows have been
formulated and proven; (v) the counterbalance between the washout and trapping
has been recognized as the main factor in the dynamics of vorticity; (vi) a physical
analogy between the properties of inviscid channel flows with YBC, viscous flows
and dissipative dynamical systems has been proposed; (vii) this analogy allows us to
formulate two major conjectures (C1 and C2) which are related to the relaxation of
arbitrary initial data to C1: steady flows, and C2: steady, self-oscillating or chaotic
flows; (viii) a sufficient condition for the complete washout of fluid particles has
been established; (ix) the nonlinear asymptotic stability of selected steady flows is
proven and the related thresholds have been evaluated; (x) computational solutions
that clarify C1 and C2 and discover three qualitatively different scenarios of flow
relaxation have been obtained.

Key words: application, general fluid mechanics, vortex dynamics

1. Introduction

The inviscid flows through a given two- or three-dimensional domain D with
the boundary ∂D consisting of the inlet ∂Din , the outlet ∂Dout and the solid walls

† Email address for correspondence: vv500@york.ac.uk
(This paper is dedicated to the memory of Victor Yudovich)
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∂Dsolid arise in many applications. Relevant examples include the weather forecast in
dynamical meteorology (Haltiner & Williams 1980), the circulation of blood in large
vessels (Pedley 1980), any computational models of flows that use the artificially
introduced boundaries of computational domains and the vortex breakdown in
swirling flows (Benjamin 1967; Batchelor 1987; Brown & Lopez 1990; Lopez
1990; Lopez & Perry 1992; Saffman 1992; Wang & Rusak 1997; Rusak, Wang &
Whiting 1998; Gallaire & Chomaz 2004; Martemianov & Okulov 2004). The studies
of all these problems require to set up some boundary conditions (BC) on all
parts of ∂D. There are different types of BC used in the literature. Different BC
related to our research can be found in Batchelor (1987), Pedley (1980), Antontsev,
Kazhikhov & Monakhov (1990), Chwang (1983), Wang & Rusak (1997), Morgulis &
Yudovich (2002), Beavers & Joseph (1967), Goldshtik & Javorsky (1989), Cox (1991),
Berdichevskiy (1983) and Wei (2004). It is not simple to choose the appropriate BC
on ∂Din and ∂Dout for each particular problem. The difficulties are often caused
by the absence of answers to key questions: (Q1) Which physical fields can be
prescribed at ∂Din and ∂Dout (one may consider velocity, vorticity, pressure, their
various derivatives, combinations, integrals, etc.)? (Q2) Is the choice of BC unique
for the selected class of flows? If not, then what advantage one can obtain from
the description of the same flows with two or more different sets of BC? (Q3) How
to select BC that are well posed mathematically and, in particular, how to avoid
underdetermined or overdetermined problems? (Q4) If the particular type of BC is
selected, then what are the qualitative properties of the corresponding flows? (Q5)
How sensitive is a channel flow to the change of boundary data on different parts of
∂D? All these questions are difficult to answer due to the multiplicity of available BC
and the lack of available qualitative results for each type of BC.

A significant progress has been achieved in the studies related to Q3: it is known that
some BC deliver the mathematically correct setting of a problem. A short survey of
such BC is given by Morgulis & Yudovich (2002). The most celebrated are Yudovich’s
boundary conditions (YBC) for planar flows: the normal velocity vn is prescribed
everywhere at ∂D and the vorticity ω is given at ∂Din . Yudovich (1963) proved that
YBC led to the mathematically well-posed problem for Euler’s equations; moreover,
every solution of this problem was well defined in an arbitrarily long time interval.
Later on, Alekseev (1972) considered planar steady flows with YBC for a curvilinear
channel and proved that every set of steady boundary data produced at least one
steady solution. Finally, Kazhikhov (1981) extended YBC to three-dimensional flows:
he proved that in addition to vn on ∂D one could prescribe only a tangential vorticity
component on ∂Din . The natural way to complement this outstanding mathematical
progress in Q3 is to concentrate efforts on Q4 and Q5, i.e. on the fluid dynamics
of flows with YBC. It is also clear that the study of YBC represents a necessary
precursor to a rigorous treatment of other BC.

This paper is devoted to the studies of planar inviscid flows with YBC in the straight
channel of a finite length. All presented results are strictly nonlinear. The attention is
concentrated on two key features of related vortex dynamics: the washout of vorticity
and the trapping of vorticity. We demonstrate how the counterbalance between these
two factors leads to different flow structures. The paper can be divided into two
parts: analytical (§§ 2–8) and computational (§§ 9–11). The analytical part is entirely
devoted to understanding of the mechanisms of vorticity trapping and washout, to
studying the most important flow properties, and to introducing two central physical
conjectures C1 and C2. All our analytical results represent mathematical theorems
proven for the exact Euler’s equations with YBC. However, our intention is to build a
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much-needed bridge between the mathematical and physical efforts in this fascinating
research area where major previous publications are mathematical. Therefore, all our
theorems are deliberately presented very briefly, in the physical style of exposition and
rigour, with the use of standard calculus only, and with comments on their physical
meaning. The computational part is aimed to illustrate the conjectures C1 and C2,
and to clarify the conditions when three different flow scenarios take place, hence
this part is composed as a number of specially selected examples. Their presentation
is also extremely brief: we outline the computational methods used, present only few
key figures and graphs, and give comments on the results directly linked to C1 and
C2. Any systematic computational studies of planar inviscid channel flows lay far
outside of the scope of this paper.

Since our presentation is very brief and compressed, we have provided more details
in §§ 2–12.

In § 2 we set up the mathematical problem of planar inviscid flows through a
straight channel of a finite length, so that the flow domain D is a rectangle. Here
we present the governing equations, the formulation of YBC, the exact solutions, the
additional restrictions, the terminology used, and the dimensionless formulation of
the problem.

In § 3 we consider a point vortex as a perturbation of a channel flow with YBC.
Here we discover a novel phenomenon of vortex dynamics: the trapping of a point
vortex. We prove that a point vortex of any circulation Γ initially placed in any point
inside D cannot escape from D. The proof is based on the fact that the equations
of motion for a single vortex represent a one-dimensional Hamiltonian system whose
trajectories represent the level curves of the Hamiltonian function. We show that none
of these trajectories crosses the inlet or outlet. Our proof exploits the explicit form of
Green’s function in a rectangular box (Villat 1930).

Section 4 is devoted to the washout of smooth perturbations. Our consideration is
based on the calculation of the time evolutions of Arnold’s functional Wα (Arnold
1966) and the enstrophy functional I. The related divergent forms and fluxes lead
us to the discovery that Wα or I always decrease (or at least non-increase) by
virtue of YBC. It creates a basis for introducing the key notion of the washout for
both Wα and I. After that we prove nonlinear stability for three classes of steady
channel flows with either monotonic changes of vorticity across streamlines or with
constant vorticity. The flow stability is defined as I(t) � CI(0) with a constant C.
The plane-parallel shear flows with the uniform, linear, and parabolic profiles give us
the important examples of stable flows. Another important result of this section is
that YBC represent the only physically reasonable BC which provide the decrease of
Arnold’s functional.

Section 5 is both physical and heuristic. Here we formulate our qualitative
understanding that vortex dynamics in a channel with YBC is determined by two
factors: the washout of vorticity and the trapping of vorticity. Using this qualitative
idea we propose to consider a physical analogy between inviscid channel flows, viscous
flows, and finite-dimensional non-conservative dynamical systems. We also introduce
the notion of dissipative YBC, which admits a decreasing Lyapunov functional. That
allow us to formulate two major conjectures (C1 and C2). Conjecture C1 proposes
that any flow with dissipative YBC must eventually (for t → ∞) relax to a steady state,
which depends on the chosen boundary data, channel geometry, and on the initial
shape of a perturbation. It comprises the existence of a non-trivial attractor in the
phase space of Euler’s equation with YBC. C2 assumes that any YBC that does not
admit a decreasing Lyapunov functional eventually produces a steady, self-oscillating,
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or chaotic flow. The appearance of self-oscillations is well established for viscous
flows but it is novel and highly unusual for inviscid flows.

In § 6 we analytically study the washout phenomenon by obtaining a sufficient
condition for the complete washout of fluid particles (CWOF) that is defined as the
property of a flow when all material (fluid) particles, which are initially in D, go out
of D in finite time. In other words, CWOF means that no material particle can stay
in D forever and the formation of recirculation zones is impossible. The main result
of § 6 is the proof of conditions sufficient for the CWOF. These conditions are written
explicitly and can be easily checked for particular flows. It is remarkable that these
conditions impose restrictions on both initial enstrophy and the initial amplitude of
perturbations.

In § 7 the consideration of the previous section is extended to the complete washout
of perturbations (CWOP). The CWOP imply that the full decay of perturbations is
the same as the asymptotic stability. A specific feature of CWOP is: the lifespan of
perturbations can be finite, that is known as the nilpotent stability (see Morgulis &
Yudovich 2002). For the sake of simplicity, we consider CWOP only for a plane-
parallel basic flow with a quadratic (Poiseuille-type) velocity profile. The main result
here is the proof of sufficient conditions which guarantee at least the exponential
decay of perturbations. Once again (like for CWOF) these conditions have an explicit
form and impose restrictions on both initial enstrophy and the initial amplitude of
perturbations.

In § 8 we consider the simpler cases of linear and uniform velocity profiles of basic
flow. Here vorticity perturbations play a part of a passive admixture, therefore both
CWOF and CWOP take place simultaneously in finite time, so we always get the
nilpotent stability. Using the results of § 6, we obtain the explicit domain of parameters
(on the plane of enstrophy versus vorticity amplitude), where both CWOF and CWOP
are always valid.

In § 9 we build up several computational examples. First, we briefly describe
the employed computational method of particles (or the vortex method). Then we
compute the time-evolution of flows with three different sets of initial data. In the
first set, the basic flow is quadratic with the strongly localized initial perturbation
of vorticity. In the second set, the basic flow is homogeneous where a perturbation
represents a circular vortex patch of the amplitude A and the initial position of its
centre (xc, yc). In the third set, we take three types of a basic flow (quadratic, linear and
uniform), while the initial vorticity perturbations represent the Fourier-harmonics of
the spatial coordinates with the amplitude A and two scalar wavenumbers. In all three
sets, for small A we obtain CWOP in finite time, which supports C1. With the increase
of A the phenomenon of vorticity trapping (a partial rejection of vorticity back to
D) starts to appear; with the further increase of A the counterbalance between the
washout and trapping creates a variety of flow regimes where the amount of trapped
vorticity also increases. The most striking result of this section is the observed
relaxation of trapped vorticity into almost steady recirculation zones. For the first
set, a fast relaxation of all parameters to an almost steady flow takes place (including
the formation of a steady flow inside a recirculation zone). We call this flow ‘almost
steady’ since it contains small-scale ‘computational turbulence’. For the second set,
the relaxation is slow. For the third set, the washout is significant and we observe
a fast relaxation in terms of integral parameters (such as the position, geometrical
shape, amount of vorticity and enstrophy) while the formation of steady flows in the
cores of recirculation zones is much slower. All these results show that the relaxation
C1 is different for different flows. However, the presence of such relaxation supports
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C1 and can be seen as an evidence towards the existence of an attractor for Euler’s
equations with YBC.

Section 10 is devoted to computing steady separated flows that are obtained with
a very good precision and in a reasonable time. Our computations of § 9 show
that ‘randomly’ chosen initial data relax to steady states only partially, at least
for the time of reliable computations. Therefore, in § 10 we additionally apply a
filtration procedure at few selected instants (at t = t1, t2, etc.), while the flow between
these instants is computed as in § 9 without use of any filtration. These computations
produce steady and apparently stable flows with one, two, three, and four recirculation
zones. These examples demonstrate an essential non-uniqueness of solutions, indicate
that the computed steady flows belong to some multi-parametric families of solutions,
and provide a partial support for C1.

In § 11, we employ the method of § 9 to build an example that supports C2. We use
an iteration procedure that allows us to obtain a one-parametric family of flows with
the internal shear layer of the ‘amplitude’ A. This procedure does produce steady
flows for A<A∗, while for A>A∗ we obtain flows with self-oscillations in time and
space. With the further increase of A–A∗ these self-oscillations change their character
from periodic to quasi-periodic and then to chaotic.

Finally, in § 12 we give several comments and mention possible further develop-
ments.

2. Equations of planar flows through a finite channel

The governing equations for the planar flows of a homogeneous inviscid
incompressible fluid in the (v, p) or (ω, ψ) formulations are

vt + (v · ∇)v = −∇p, div v = 0 or ωt + ψyωx − ψxωy = 0, (2.1)

where x =(x, y) and t are Cartesian coordinates and time; p (x, t) and v(x, t) are
fields of pressure and velocity; v = (u, v) = (ψy, −ψx); ψ(x, t) is a streamfunction; the
subscripts of independent variables stand for partial derivatives; ∇ = (∂/∂x, ∂/∂y).
The vorticity is ω ≡ vx − uy = −∆ψ with ∆ = ∂2/∂x2 + ∂2/∂y2. The flow domain is a
rectangular channel:

D = {(x, y) : 0 <x <L, 0 <y <H}, (2.2)

where L, H are the length and the height of a channel. The additional notations are:
∂D is the boundary of D; vn(x, t) ≡ v · n and n(x, t) are the normal velocity and the
outer unit normal vector to ∂D. The bottom and top sides of a rectangle are rigid,
while the left- and right-hand sides represent the inlet and outlet of a flow:

vn = 0 on ∂D± = {(x, y) : 0 < x < L, y = H and y = 0},
vn < 0 on ∂Din = {(x, y) : x = 0, 0 <y <H},
vn > 0 on ∂Dout = {(x, y) : x = L, 0 <y <H},

⎫
⎪⎬
⎪⎭

(2.3)

where we denote the top solid wall (y =H ) as ∂D+ and the bottom one (y = 0) as
∂D−.

Yudovich’s boundary conditions prescribe the normal velocity vn on all parts of
∂D and, additionally, vorticity ω on ∂Din . It is convenient to formulate YBC in the
(ψ, ω) notations with the use of three functions ψ in(y), ψout (y) and ωin(y):

ψ |y=0 = 0, ψ |y=H = Q, ψ |x=0 = ψ in(y), ψ |x=L = ψout (y), (2.4)

ω|x=0 = ωin(y), (2.5)
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where compatibility conditions are ψ in(0) = ψout (0) = 0, ψ in(H ) = ψout (H ) = Q and
Q > 0 is the total flux of a fluid. Since the locations of ∂Din and ∂Dout have already
been fixed by (2.3), we consider only monotonically increasing functions ψ in(y) and
ψout (y) at ∂Din and ∂Dout :

ψ in
y (y) ≡ uin(y) � U−, ψout

y (y) ≡ uout (y) � U−, U− = const> 0. (2.6)

The agreement between (2.3) and (2.4) is provided by a condition weaker than (2.6),
ψ in

y (y) > 0, ψout
y (y) > 0 for 0 <y < 1, which includes zero velocities at the vertices of

D. For steady non-separated flows it contains the cases of zero boundary velocity at
∂D±. Such flows represent a very special case among all inviscid flows, it must be
studied separately from the generic flows (2.6) (see § 12). From another side (making
a connection to the no-slip condition for a viscous fluid), it is well known that the
inviscid limits of viscous flows often violate no-slip conditions at solid boundaries.

We consider only the flows in (2.2) that satisfy YBC with the fixed location of
∂Din and ∂Dout (see (2.4)–(2.6)). Throughout the paper the width of the channel H

and the flux Q are used as the scaling parameters and all independent variables and
unknown functions are presented in dimensionless forms. For brevity, we use the
same notations for dimensionless variables and functions and for their dimensional
counterparts. In particular, we take H = Q =1 in (2.1)–(2.6) and everywhere below.

Any steady solution to (2.1)–(2.6) is denoted by capital letters:

v = V (x) = (U (x), V (x)), p = P (x), ψ = Ψ (x), ω = Ω(x). (2.7)

A fluid flow in D is called non-separated if every material (fluid) particle leaves D
in finite time. On the contrary, a separated flow contains a material particle that
stays in D forever. Any steady flow (either separated or not) includes a through-flow
zone Dtf ⊂ D that represents a connected domain and consists of particles that pass
through D in finite time. It is apparent that

Ω = Ω(Ψ ), Ω(Ψ ) ≡ ωin(y(Ψ )) in Dtf , (2.8)

with a single-valued function Ω(Ψ ). Here y(Ψ ) is inverse for ψ in(y) which is monotonic
by (2.6). If a flow is non-separated, then Dtf = D and

−∆Ψ = Ω(Ψ ) in D. (2.9)

Equation (2.9) and BC (2.4) form the nonlinear Dirichlet’s problem in which Ψ

is prescribed on the entire ∂D. For the general boundary data (2.4) and (2.5), the
existence of the steady solution (2.7) to (2.1)–(2.6) has been proven by Alekseev (1972);
his proof does not use the reduction of the problem to (2.9). Several non-separated
steady solutions have been found computationally by Moshkin & Mounnamprang
(2003). However, the separation is unavoidable for some boundary data. Indeed, the
problem (2.9), (2.4) may have no solutions for the given D and Ω(Ψ ). For example,
let ψ in(y) = ψout (y) = y and ωin(y) = κy2 where κ > 0 is a constant. One can see that
Ω(Ψ ) = κΨ 2, so a plane-parallel shear flow solution does not exist for these boundary
data. Moreover, the absence of any solution to (2.9), (2.4) can be proven for sufficiently
large κ > 0 (see Gilbarg & Trudinger 1983, § 14.4). At the same time, a steady flow
does exist by Alexeev’s theorem! Hence, it must be a separated flow. However, the
same BC produce a non-separated flow if κ is sufficiently small (Morgulis & Yudovich
2002). Thus, a recirculation (or stagnation) zone in a steady flow can suddenly appear
due to the gradual changes of the parameter κ .

A different and instructive example of a separated flow is given by Goldstik
(1963) and Goldshtik & Hussain (1998) where its existence is demonstrated for the
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steady flows with constant vorticity, provided that vorticity is large enough. It is
worth to notice that the analytical extension of Ω(Ψ ) from Dtf to D is impossible
for Ω(Ψ ) = κΨ 2 (and most likely for the flows considered in §§ 9 and 10 of this
paper) while such extension is apparent in this example. One more example of
recirculation zones in a shear flow is known as Stuart–Kelvin cat’s eyes (Stuart 1971).
The mechanism of their formation is purely kinematical and qualitatively different
from our case.

In a special case of YBC (2.4), (2.5) with

ψ in(y) = ψout (y) and ωin(y) = −ψ in
yy(y), (2.10)

there exists a shear flow solution:

Ψ = ψ in(y), (U, V ) = (U (y), 0) =
(
ψ in

y (y), 0
)
, Ω(y) = −Ψyy(y) = ωin(y). (2.11)

Three standard shear velocity profiles are Poiseuille Up(y), Couette Uc(y) and uniform
Uu(y) ones; all with unit fluxes and non-negative velocities:

Up = 6(y − y2), Ψp = 3y2 − 2y3; Uc = 2y, Ψc = y2; Uu = 1, Ψu = y, (2.12)

where Up(y) � 0, Uc(y) � 0, Up(0) = Uc(0) = 0 and Ψp(1) = Ψc(1) = Ψu(1) = 1. The
combined shear flow with a unit flux is

U (y) = QpUp + QcUc + QuUu, Qp + Qc + Qu = 1 Q ≡ (Qp, Qc, Qu), (2.13)

where Qp, Qc, Qu are constant partial fluxes that can be positive, zero or negative.
We use the terms: quadratic basic flow (QBF) for (2.13) with Qp �= 0, linear basic
flow (LBF) for Qp = 0, Qc �= 0 and uniform basic flow (UBF) for Qp =0, Qc =0
and Qu = 1. By virtue of (2.6) every flow (2.13) (as well as any shear flow) obeys the
restriction

min
y

U (y) = U− > 0. (2.14)

Since U (0) = Qu, every flow (2.13) includes a non-zero uniform component Qu > 0.
If both Qp � 0 and Qc � 0 then Qu = U−.

The equations for the finite perturbations of a steady flow are

ṽt + (v · ∇)ṽ + (ṽ · ∇)V = −∇p̃, div ṽ = 0 in D, (2.15)

where ṽ(x, t) ≡ v(x, t) − V (x), p̃ (x, t) ≡ p (x, t) − P (x). They can also be written in
the (ω, ψ) form

ω̃t + ψyω̃x − ψxω̃y = ψ̃xΩy − ψ̃yΩx, −∆ψ̃ = ω̃ in D, (2.16)

where ω̃(x, t) ≡ ω(x, t)−Ω(x), ψ̃(x, t) ≡ ψ(x, t)−Ψ (x). Since a perturbed flow obeys
the same YBC (2.4) and (2.5) as the main one then

ṽn ≡ ṽ · n = 0, ψ̃ = 0 on ∂D; ω̃ = 0 on ∂Din . (2.17)

It is important that all flow perturbations in this paper satisfy (2.17).
We also introduce the enstrophy of perturbations I as the square of L2 norm for

vorticity perturbations:

I[ω̃] ≡
∫

D
ω̃2(x, t) dx ≡ ‖ω̃‖2

2 = I(t), dx ≡ dx dy. (2.18)
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3. The trapping of a point vortex

In this section we study a singular perturbation of a channel flow that allows us
to identify an important feature of related vortex dynamics. Let us consider a steady
flow (2.7):

Ψ (x), Ω(x) = ωin(y) = Ω0 = const (3.1)

with ψ in(y) and ψout (y) (2.4) prescribed arbitrarily. The existence of such a steady
flow is apparent; one can find it by solving Dirichlet’s problem for −∆Ψ = Ω0

with the prescribed BC for Ψ ; a simple relevant example is LBF (2.13). The initial
perturbation of (3.1) is taken in the form of a point vortex.

Proposition 1. The point vortex of any intensity Γ initially placed at any point
x0(0) ∈ D of the flow (3.1) will never leave D. There is at least one point of equilibrium
(state of rest) of the vortex.

The proof of this proposition is given in Appendix A.
The qualitative explanation of the trapping phenomenon of a point vortex is the

following. There are two main factors which dominate the motion of a vortex in
the vicinity ∂D. In order to describe them, we introduce the distances ρ in , ρout and
ρ± between a vortex and the corresponding parts of ∂D. Then, (i) when a vortex
approaches any side ∂D (being far away from vertices, say, ρout ≪ ρ± ∼ 1), its motion
is determined mainly by the nearest image across this side; and (ii) when a vortex
moves in the vicinity of any vertex (say, ρout ∼ ρ+ ≪ 1) its motion is determined by
two nearest images across intersecting sides. Let us first consider a vortex approaching
∂Dout being far away from ∂D± (ρout ≪ ρ± ∼ 1). Then, due to the interaction with
the nearest mirror image across ∂Dout , the vortex moves tangentially to ∂Dout with
such a high speed that it always deviates to a side solid wall (which is ∂D+ for Γ > 0)
where the interaction with the mirror image across this wall moves it back to ∂Din .
As a result, the interactions with all walls always produce the periodic motions of the
vortex We call this process the vortex–outlet–wall interaction. For the future use we
introduce the notions of the trapping-oriented and washing-oriented pairs; each pair
consists of a sign of the vortex and a solid wall:

(Γ > 0, ∂D+) and (Γ < 0, ∂D−) − trapping-oriented pairs,

(Γ > 0, ∂D−) and (Γ < 0, ∂D+) − washing-oriented pairs.

}
(3.2)

This terminology reflects the direction of motion of the vortex due to its interaction
with the nearest solid wall: the trapping (washing) means the motion towards ∂Din

(∂Dout ). One can see that the vortex–outlet–wall interaction always produces the
motion of the vortex of any sign towards the trapping-oriented wall that makes the
trapping inevitable.

Our comments on these results are:
(i) A single vortex placed in a channel flow represents the Hamiltonian system

despite the open boundaries. The related Hamiltonian is given in Appendix A. Note
that (A 4) is the Hamiltonian system with one degree of freedom that is always
integrable; hence both the quasi-periodic and chaotic motions of the vortex are
impossible. The selected trajectories of a point vortex (i.e. the level contours for its
Hamiltonian) are given in figure 1. The equilibrium position is shown by a circle sign.
The particular trajectory that is shown in bold and the chosen value of Γ = 3.134 will
be used in § 9.
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Figure 1. The set of trajectories of a point vortex in the uniform flow: U (y) ≡ 1, Γ = 3.134.

(ii) The simple and instructive example of the trapping of a point vortex can
be seen for the infinite domain D in the form of a right angle: D = {(x, y) :
−∞ <x < 0, 0 < y < ∞}. It represents a ‘semi-infinite channel’ with ∂Dout (x = 0,
0 < y < ∞) and a bottom solid wall (y =0, −∞ <x < 0). The YBC remain the same
(2.17), while some part of them is given at ‘infinitely remote boundaries’. There are
only three mirror vortices in this geometry, so all vortex trajectories can be expressed
explicitly in elementary functions. It can be shown that in this case a vortex also
cannot leave D, however it can touch ∂Dout at y → ∞.

(iii) It is worth to note that the trapping of a point vortex cannot be explained just
by the luck of compliance between the given smooth normal velocity on ∂Dout and
the singular velocity field of a point vortex. When the vortex Γ approaches ∂Dout ,
the mirror image −Γ approaches the same point of ∂Dout from the opposite side.
If we assume that the vortex goes through ∂Dout , then the instant of intersection
corresponds to the collision between the vortex and its image, hence at this instant
their singularities exactly cancel each other and the smoothness of BC is not violated.

Thus, we have discovered the trapping phenomenon for a point vortex. The
generalization of this phenomenon to smooth perturbations and to more general
basic flows is given in §§ 9 and 10. The next section is devoted to the phenomenon
which is physically opposite to the trapping – the washout of perturbations.

4. The nonlinear stability and the washout property of channel flows

Let us consider the steady channel flow (defined in (2.7)) and its smooth
perturbations that satisfy (2.15)–(2.17) and have finite enstrophy I (defined in (2.18)).
Out target is to establish sufficient conditions for the nonlinear stability of this flow:

I(t) � CI(0), C = const. (4.1)

The stability criteria (4.1) of steady basic flows (2.7) with variable vorticity Ω(x)
can be formulated in terms of the function Ω(Ψ ) (2.8), its inverse Ψ (Ω), the derivative
Ψ ′(Ω) ≡ dΨ/dΩ , a scalar parameter α (α = 1, 2) and the notations:

Ψ − = min
x∈D

Ψ (x), Ψ + = max
x∈D

Ψ (x); Ω− = min
x∈D

Ω(x), Ω+ = max
x∈D

Ω(x).

The function Ω(Ψ ) is completely determined on Ψ − � Ψ � Ψ + by YBC for every
non-separated flow (2.8).

Proposition 2. Let us consider a steady channel flow (see (2.7)) with the strictly
monotonic function Ω(Ψ ) (so Ω ′(Ψ ) �= 0). The inverse function Ψ (Ω) satisfies either
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of two conditions:

α = 1 : 0 < c−
1 � − Ψ ′(Ω) � c+

1 or α = 2 : 1/λ< c−
2 � Ψ ′(Ω) � c+

2 , (4.2)

where λ ≡ π
2(1 + 1/L2). Then the flow is nonlinearly stable (see (4.1)) with the

constants:

α = 1 : C = (c+
1 + 1/λ)/c−

1 ; α = 2 : C = c+
2 /(c−

2 − 1/λ) (4.3)

Moreover, I(t) decreases unless ω̃ vanishes at ∂Dout .

Proof. We divide the proof into five steps.

Step 1: We use the functional introduced by Arnold (1966):

Wα[Ω, ω̃, ψ̃] ≡ (−1)α+1

∫

D
W dx dy = Wα(t), W ≡ ṽ

2
/2 − Φ(Ω, ω̃), α = 1, 2,

Φ(Ω, ω̃) ≡ F (Ω + ω̃) − F ′(Ω)ω̃ − F (Ω), F (ω) ≡
∫ ω

Ψ̂ (ξ )dξ.

⎫
⎪⎬
⎪⎭

(4.4)

The function Ψ̂ (ω) represents a differentiable extension of Ψ (ω) (the latter is naturally
defined for Ω− � ω � Ω+ only) to all real axis −∞ � ω � ∞, i.e.

Ψ̂ (ω) =

{
Ψ (ω) if ω ∈ (Ω−, Ω+),

an arbitrary function if ω /∈ (Ω−, Ω+),
(4.5)

where an arbitrary function matches Ψ (ω) together with the first derivative for ω = Ω+

and ω = Ω−. This definition shows that (4.4) represents not a single functional, but the
infinite family of functionals corresponding to all possible differentiable extensions of
Ψ (ω). The physical meaning of Φ can be clarified with the use of the remainder for
Taylor’s series in Lagrange’s form

Φ(Ω, ω̃) = Ψ̂ ′(Ω + θω̃) ω̃2/2, 0 � θ =const � 1 (4.6)

that is valid for every real Ω , ω̃. One can see that Φ may be seen as the square of a
vorticity perturbation taken with a variable amplitude.

Step 2: We choose an arbitrary element of (4.5) such that Ψ̂ ′(ω) admits the same
bounds as those for Ψ ′(Ω) in (4.2):

α = 1 : 0 <c−
1 � − Ψ̂ ′(ω) � c+

1 ; α = 2 : 1/λ< c−
2 � Ψ̂ ′(ω) � c+

2 . (4.7)

From (4.6) and (4.7) we get:

c−
α

ω̃2

2
� (−1)αΦ(Ω, ω̃) � c+

α

ω̃2

2
, α = 1, 2. (4.8)

Step 3: We recall that Arnold’s functional (4.4) has been originally introduced as
the combination of conserved quantities (or conservation laws) defined in closed flow
domains or for spatially periodic flows. The related divergent form is

Wt = div �; � ≡ Φv − b̃ṽ, b̃ ≡ p̃ + V · ṽ + ṽ
2
/2, (4.9)

where b̃ is the perturbation of Bernoulli’s function b ≡ p + v
2/2 (this divergent form

is a novel result that requires rather cumbersome calculations). Hence:

d

dt

∫

D
W dx dy =

∫

∂D
(Φ(Ω, ω̃)v · n − b̃ṽ · n) dS.
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Since ṽn = 0 on ∂D, ω̃ = 0 on ∂Din (2.17) and Φ(Ω, 0) = 0 (4.8), we conclude that
the only non-zero part of the right-hand side is the surface integral over ∂Dout :

d

dt

∫

D
W dx dy =

∫ 1

0

uout (y)Φ(Ω(L, y), ω̃(L, y, t)) dy.

Using the definition of Wα (4.4) we write

d

dt
Wα = −

∫ 1

0

uout (y)(−1)αΦ(Ω(L, y), ω̃(L, y, t)) dy (4.10)

where uout (y) � U− > 0 due to (2.6) and (−1)αΦ(Ω, ω̃(L, y, t)) > 0 by (4.8). Hence:

dWα/dt � 0, α = 1, 2. (4.11)

Step 4: Let us choose α =1. Then Φ is always negative (4.8), hence W1[Ω, ω̃, ψ̃] is
always positive (4.4), and its time-derivative is non-positive by (4.11). Consequently,
0 < W1(t) � W1(0) and the upper bound for perturbations is

∫

D
(ṽ

2
+ c−

1 ω̃2) dx dy �

∫

D

(
ṽ

2
0 + c+

1 ω̃2
0

)
dx dy, (4.12)

where ṽ0 ≡ ṽ(x, 0), ω̃0 ≡ ω̃(x, 0). This inequality can be already considered as the
mathematical definition of stability. However the use of well-known inequality

λ

∫

D
ṽ

2
dx dy �

∫

D
ω̃2 dx dy, λ = π

2(1 + 1/L2) (4.13)

transforms (4.12) to (4.1) with C = (c+
1 +1/λ)/c−

1 , where λ is the minimal eigenvalue of
Dirichlet’s problem for the operator −∆ in D (this inequality follows from Rayleigh’s
principle for the eigenvalues of symmetric operators).

Let α = 2. Then Φ is positive (again by (4.7)) and

c2 I[ω̃] � 2W2[Ω, ω̃, ψ̃] � c+
2 I[ω̃],

where c2 ≡ c−
2 − 1/λ> 0 by assumption (4.2). Hence W2 is always positive and

W2(t) � W2(0) that yields (4.1) with C = c+
2 /(c−

2 − 1/λ).
Step 5: Finally, (4.10) and (4.11) show the decrease of Wα unless ω̃ ≡ 0 at ∂Dout .

The proof that the decrease of Wα leads to the decrease of I(t) is omitted; that step
completes the proof.

Proposition 3 in the case of the shear basic flow (2.11) takes an especially simple
form since Ψ ′(Ω) = − U (y)/Uyy(y) and U (y) is always positive by (2.14).

Proposition 2a. A shear flow with

α = 1 : 0 < d−
1 < Uyy <d+

1 < ∞; , α = 2 : −λU− <d−
2 <Uyy � d+

2 < 0

is nonlinearly stable in the sense of (4.1). The relations between the constants d±
α and

c±
α (4.2) can be obtained with the use of particular properties of U (y), while the constant

C (4.3) remains the same.

The basic flows with constant vorticity represent a special (degenerated) case which
should be treated separately:

Proposition 3. Any perturbation of a steady flow with constant vorticity (3.1) satisfies
(4.1) with C = 1. Moreover, I(t) decreases unless ω̃ vanishes at ∂Dout .
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Proof. For Ω(x) ≡ const in (2.16) ω̃ represents a ‘passive admixture’. One can check
the balance relation

dI
dt

= −
∫ 1

0

uout (y)ω̃2(L, y, t) dy � 0 (4.14)

that is valid by virtue of (2.16) and (2.17). Here the right-hand side represents the
outflux of enstrophy through ∂Dout . Clearly, dI/dt is non-positive due to uout (y) �

U− > 0 (2.6) that immediately leads us to the required result.

The proofs of nonlinear stability in Propositions 2, 3 can be classified as applications
of the direct Lyapunov method with the use of the Lyapunov functionals I and Wα .
Both functionals are decreasing, unless ω̃ ≡ 0 on ∂Dout . The decreasing of I leads only
to the stability of the flows with constant vorticity (3.1), while the use of Wα produces
the stability conditions for two broad classes of steady flows (4.2). The decreasing
of Wα is based on the explicit expression for the flux � (4.9). Its inspection shows
that YBC (2.4)–(2.5) or (2.17) are exceptional ones, since among all possible BC
only they have two key properties: (i) they provide the decrease (non-increase) of
Arnold’s functional Wα (4.4) and (ii) they are ‘physically natural’ as it is apparent
that all other possible BC that enforce the decrease of Arnold’s functionals contain
rather artificial conditions for pressure. This observation links two directions of fluid
mechanics previously separated from each other: Arnold’s stability and Yudovich’s
existence theorems.

According to (4.14) and (4.10), the outflux (or the washout) of Wα or I through
∂Dout represents the only reason for the decay of perturbations. Therefore, we use
the term the washout of Wα or I (or just the washout). The next section introduces
a heuristic analogy based on the concept of the washout.

5. Analogy between inviscid channel flows, viscous flows and non-conservative

dynamical systems

The analogy between the Navier–Stokes equations and finite-dimensional non-
conservative dynamical systems is well known (Yudovich 1989). As t → ∞, the
trajectories of a finite-dimensional dissipative dynamical system can approach
equilibria, limit cycles, or more complicated attractors. The tendency to approach an
equilibrium is typical for purely dissipative systems, where energy is always decreasing.
For such systems one can expect that an initial perturbation of a stable equilibrium
can lead to two scenarios: (S1) return to the same equilibrium; (S2) transition to
a different equilibrium. An additional scenario (S3) is available for more complex
dynamical systems with the sources of energy when an initial perturbation can lead
to self-oscillations (limit cycles). These three scenarios also appear in the solutions of
Navier–Stokes equations, where viscosity plays two key roles: KROV1 – it provides
the dissipation of energy; and KROV2 – it acts as a smoothing factor, which exhibits
itself in the diffusion of vorticity and spreading of momentum (KROV stands for the
key role of viscosity).

The qualitatively similar to KROV1 and KROV2 properties can be observed in the
vorticity dynamics of channel flows with YBC: the washout represents an analogy
to dissipation, while the trapping plays a part of a mixing and smoothing factor.
Indeed, the decrease of Wα or I represents the ‘dissipation’ of these functionals that
is concentrated at ∂Dout . In Propositions 2 and 3 we have shown that such dissipation
takes place for generic perturbations, when ω̃ is not identically vanishing on ∂Dout

(4.14), (4.10), (4.11). Physically, the key role of the trapping (KROT) is twofold:
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KROT1 – it delays the washout due to the rejection of vorticity from ∂Dout back
to D; and KROT2 – it introduces a strong mixing and smoothing property, due
to the fact that the rejection of vorticity is always partial and always produces the
intensive rearrangement of trapped vorticity and its spreading over a channel (see
§§ 3 and 9). These qualitative ideas suggest that the washout and KROT2 can play
the roles similar to KROV1 and KROV2 correspondingly. On the basis of these very
heuristic reasons, we propose to consider and exploit the analogy between the general
properties of channel flows with YBC and Navier–Stokes equations (or dissipative
dynamical systems).

Using this analogy one can expect the appearance of three scenarios (S1–S3) for
the perturbations of a channel flow. The first two scenarios (S1 and S2) are expected
to take place for the cases of Propositions 2 and 3, where we deal with the decreasing
Lyapunov functionals Wα and I (the analogies of purely dissipative systems). The
third scenario (S3) is linked to the case when BC are chosen in such a way that Wα

fails to play a part of Lyapunov functional.
For the precise formulations of particular conjectures, we introduce the following

definition: we say that BC are dissipative if all related flows admit positive and
decreasing Lyapunov functionals. Proposition 2 shows that YBC are dissipative if:
(D1) they admit at least one steady non-separated flow; and (D2) either inequality
dωin/dψ in < 0 or 0 < dωin/dψ in < λ is valid for all ψ in : 0 � ψ in � 1. Here we use a
scalar function

ωin = ωin(ψ in) ≡ ωin(y(ψ in)), ψ in ∈ (0, 1),

where y(ψ in) is inverse to ψ in(y) (2.4); this function is constructed in the same way as
(2.8) but it is related only to BC. If one non-separated flow does exist, then all other
velocity fields can be considered as its perturbations, so they will be bounded from
above as in Proposition 2. The existence of a non-separated flow entirely depends on
the YBC; for example YBC (2.10) always admit shear flow solutions (2.11).

Proposition 3 states that YBC are always dissipative if (D3) the inlet vorticity is
constant ωin ≡ const while vn can be arbitrary (satisfying (2.3) only). It is natural to
expect that for the dissipative BC the flow dynamics follows the scenario of purely
dissipative dynamical systems. Hence we propose the conjecture of global relaxation:

(C1) Conjecture 1. Let YBC satisfy the conditions (D1), (D2) or (D3). Then as
t → ∞ an arbitrary perturbed initial flow converges (relaxes) to a steady flow.

The conjecture (C1) contains conditions that are sufficient for the appearance
of scenarios (S1) and (S2). In the following sections, we present a number of
rigorous mathematical results as well as some computational results that support
these conjectures. The formulation of the sufficient conditions that lead to the self-
oscillations (S3) is less obvious. As we mentioned already, we expect that (S3) will
take place when a basic flow is chosen in such a way that Wα fails to play a part of
Lyapunov functional:

(C2) Conjecture 2. Let the function ωin(ψ in) be non-monotonic on 0 <ψ in < 1. Then
as t → ∞ an arbitrary perturbed initial flow converges to a steady flow, self-oscillating
flow, or a chaotic flow.

One can also formulate a more general conjecture: (C3) Any dynamical system
consisting of Euler’s equations with YBC in a channel always possesses a non-trivial
attractor.
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It is clear that the non-monotonicity of ωin(ψ in) leads to the non-monotonicity of
Ω(Ψ ) (2.8) in the corresponding non-separated steady flow. Physically that means that
there is a vorticity extremum inside the flow. If this extremum is strong enough then
the flow can be unstable by the Kelvin–Helmholtz mechanism. In § 11 we consider a
computational example which demonstrates the appearance of self-oscillations (S3)
under the condition related to (C2).

Conjecture 1 proposes that any perturbed stable basic flow must eventually (as
t → ∞) form a steady state. This relaxation of any initial conditions to a steady state
is highly unusual for inviscid flows; it is the same as the existence of attractors for the
solutions of Euler’s equations. In such cases one may use the striking term conservative
dissipation, as the entire unsteady part of perturbation is ‘dissipated’ or washed out
by YBC at ∂Dout . The idea of the existence of limit cycles (self-oscillations) C2 is
well established for viscous flows but is also novel and highly unusual for inviscid
flows. C1, 2 will be studied below both analytically and computationally. In §§ 6–8
we formulate sufficient conditions for C1 and justify them analytically; in §§ 9 and
10 we give supporting computational examples. In § 11 we provide the computational
example illustrating C2.

6. The complete washout of fluid particles

We have established that the washout of Wα or I to ∂Dout represents the only
reason for the decay of perturbations. Therefore, the total decay of perturbations
can reveal itself only as the complete washout of perturbations (CWOP). In turn,
the availability of CWOP depends crucially on the replacing of old fluid particles
(which present in D at t = 0) with new ones (which enter D at t > 0). Indeed, the
full vorticity of each fluid particle is conserved. Therefore, the total decay of vorticity
perturbations is linked (but not identical) to the full replacing of all old particles
(that carry the initially perturbed vorticity) with new ones (that carry the ‘basic’ value
of vorticity from inlet). We call this process the complete washout of fluid particles
(CWOF). The most straightforward case corresponds to the constant inlet vorticity
when the vorticity perturbation of each new particle is zero and CWOF can produce
a non-separated flow with constant vorticity. The appearance of such a flow means
that CWOP also has happened. The opposite possibility consists of the trapping
of some old particles, so that they stay in D forever and keep initially perturbed
vorticity in the flow. In the general case of variable inlet vorticity, the perturbation
dynamics is more complex since vorticity perturbations can also appear due to the
displacements of fluid particles from their undisturbed positions. As a result (it will
be shown in § 7), the CWOP requires repeating CWOF many times. We came to a
conclusion that CWOF is necessary but not sufficient for CWOP. Therefore, before
studying CWOP, we must describe a simpler phenomenon of CWOF that implies that
every fluid particle which is initially in D must leave it in finite time.

By definition CWOF always takes place for any steady non-separated flow with
Dtf = D (2.8). The problem of this section is: what conditions one should impose on the
initial perturbations ṽ(x, 0) of a given non-separated basic steady flow (2.7) in order
to guarantee CWOF for a perturbed flow? We obtain the sufficient conditions that are
based on two requirements: the basic flow is stable (4.1) and its initial perturbation
must be small enough. The most difficult problem is to establish mathematically the
smallness requirement.

The permanent appearance (the birth) of new material particles on ∂Din is the
striking feature of channel flows. Therefore, to introduce Lagrangian coordinates we
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have to consider two classes of particles. Each fluid particle in D is either an old one
(that is, in D at t = 0) or a new one (that appears on ∂Din at t = t0 > 0). Lagrangian
coordinates for old particles are (a, b) ∈ D ∪ ∂Din and for new ones are (b, t0), where
0 � b � 1, 0 < t0 � t . The trajectories are given as the solutions of Cauchy’s problems:

dx/dt = v(x, t), x|t =0 = (a, b) or x|t = t0 > 0 = (0, b). (6.1)

Then the trajectories of old and new particles are x = x(a, b, t) and x = x(b, t0, t)
correspondingly. In general, both these functions are not invertible since particles
permanently appear on ∂Din and disappear on ∂Dout . The ‘inverse’ functions
a = a(x, t) and t0 = t0(x, t) can be better found as the solutions of hyperbolic problems
with the initial conditions and BC:

(∂/∂t + v∇)(a, t0) = 0; x ∈ D, t � 0,

a(x, 0) = x, a(0, y, t) = (0, y); t0(x, y, 0) = 0, t0(0, y, t) = t.

}
(6.2)

For a more general description, we consider three Lagrangian coordinates (a, b, t0)
where either t0 =0 or a = 0. Then, any trajectory can be expressed as x = x(a, t0, t).
For the particle (a, t0) the duration τ = τ (x, t) of its stay in D (the age of a particle
at the instant t) is

τ = τ (x, t) ≡ t − t0(x, t) � 0. (6.3)

Therefore,

τt + J [τ, ψ] = 1, J [τ, ψ] ≡ τxψy − τyψx; x ∈ D, t � 0, (6.4)

τ (0, y, t) = τ (x, 0) = 0. (6.5)

The required CWOF means that there exists the maximal lifespan of particles, i.e. the
particle’s ‘age’ admits an upper bound:

max
x

τ (x, t) � τ+ = const< ∞. (6.6)

Now, we introduce a steady non-separated basic flow Ψ (x) (2.7) with bounded
vorticity:

Ψ (x), |∇Ψ (x)| � const> 0, max
x

|Ω(x)| = |Ω |+ < ∞ in D. (6.7)

For this flow we formulate ‘a steady version’ of (6.4) and (6.5) for the function
τ0 = τ0(x):

J [τ0, Ψ ] = 1; and τ0(0, y) = 0. (6.8)

Since J [τ0, Ψ ] represents a directional derivative along a streamline, (6.8) can be
written as ∂τ0/∂s = |∇Ψ (x)|−1, where s is an arclength along a streamline; combining
it with the inequalities (6.7) one can prove that

τ0(x) > 0, max
x

τ0(x) = τ+
0 < ∞, max

x
|∇τ0(x)| = (∇τ0)

+ < ∞ in D. (6.9)

For example, for the basic shear flow (2.11) we have

Ψ = Ψ (y), U− = minΨy(y) > 0, |Ω |+ = max
y

|Ψyy(y)|,
τ0(x) = x/Ψy(y) � 0, ∇τ0 = (1/Ψy(y))(1, −xΨyy/Ψy),

τ+
0 = L/U−, (∇τ0)

+ =
1

U−
√

1 + (L|Ω |+/U−)2.
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Let us add the perturbation (2.15) with the bounded initial vorticity ω(x, 0) = Ω(x)+
ω̃(x, 0):

ψ(x, t) = Ψ (x) + ψ̃(x, t); |ω̃0|+ ≡ max
x

|ω̃(x, 0)| < ∞, I0 ≡ I(0) < ∞. (6.10)

One can expect that the property of CWOF is preserved if the amplitude of velocity
perturbations is small at any t . To show that the latter property can be controlled
by the initial perturbation and to formulate a sufficient condition for CWOF (6.6)
we introduce an auxiliary function M(a1, a2) of two scalar arguments a1 and a2 such
that 0 � a1 � a+

1 , 0 � a2 � a+
2 with positive constants a+

1 and a+
2 :

M(a1, a2) ≡ c
√

a1/L

(
2 +

√
ln2

(
c1a2√
a1/L

)
+ 4

)
, (6.11)

c ≡ 4e
√

π(1 + L2)/
√

L, c1 ≡ 1 + 12
√

6(1 + 2
√

3). (6.12)

The straightforward inspection of (6.11) shows that

∂M/∂a1 > 0, ∂M/∂a2 > 0 hence M(a1, a2) � M(a+
1 , a+

2 ) (6.13)

for all a1 and a2. It is clear that

M → 0 as a1 → 0 provided that a2 < ∞. (6.14)

Proposition 4. Consider the steady non-separated flow (2.7), (6.7) that is
nonlinearly stable in the enstrophy norm I(t) � I+ ≡ CI0(4.1). Assume that the initial
perturbation ω̃(x, 0) is small enough to satisfy the condition

J + < 1, where J + ≡ M(I+, |ω̃|+)(∇τ0)
+, (6.15)

|ω̃|+ =

{
|ω̃0|+ for the flows with Ω(x) ≡ const,

3|Ω |+ + |ω̃0|+ for the flows with Ω(x) �≡ const.
(6.16)

Then CWOF takes place in the perturbed flow ψ(x, t) (defined in (6.10)) with the
upper bound for ‘the age of particles’ (defined in (6.6)) given as

τ+
� τ+

0 /(1 − J +). (6.17)

It is important that J + → 0 as I0 → 0 due to (6.14), provided that |ω̃0|+ remains
bounded. Therefore, a sufficiently small initial perturbation satisfies J + < 1 (6.15),
which makes (6.17) well defined.

The proof of this proposition is given in Appendix B.
The inequality (6.15) gives an unusual criterion of the smallness of initial

perturbations which uses simultaneously two qualitatively different scales (norms): the
mean-square value I0 of vorticity and the amplitude of vorticity ω̃+

0 . The appearance
of ω̃+

0 is required by the fact that the smallness of enstrophy does not imply the
smallness of a velocity amplitude (see the proof).

Once CWOF takes place, the formation of recirculation zones is forbidden.
However, initially introduced perturbations can still stay in D for indefinite time
(say, in the form of internal waves that do not destroy the non-separated character
of a basic flow). Therefore CWOP (that is the same as the asymptotic stability of a
basic flow) represents a stronger result that should be addressed separately. In the
next section we are establishing sufficient conditions for CWOP.
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7. Asymptotic stability of quadratic basic flows

In this section, we justify C1 for the quadratic basic flows QBF (2.13)–(2.14). Let

U (y) = Qu + 2Qcy + 6Qp(y − y2), U− ≡ miny U (y) > 0,

Ω(y) = −2Qc + 6Qp(2y − 1), Ωy(y) = −Uyy(y) = 12Qp ≡ K.

}
(7.1)

Geometrically, such profiles are convex forward if K > 0, and convex backward if
K < 0. For example, the standard Poiseuille profile (2.12) is convex forward.

Since Ψ ′(Ω) = U (y)/K , constants in the nonlinear stability criteria (4.2) take the
form:

α = 1 : K < 0, c+
1 = U+/|K |, c−

1 = U−/|K |, (7.2)

α = 2 : K > 0, c+
2 = U+/K, c−

2 = U−/K > 1/λ, (7.3)

where U+ = maxy U (y). Therefore, all QBF for α = 1, K < 0 are nonlinearly stable in
the definition of stability (4.1). The related constant C can be specified with the use
of (4.3) and (7.2). In the case of α = 2, K > 0 (7.3) we have nonlinear stability if

ǫn ≡ K

U−λ
< 1, λ ≡ π

2(1 + 1/L2), (7.4)

where the subscript n in ǫn stands for nonlinear stability. Since convex forward flows
are physically more natural than convex backward flows (e.g. the pressure-driven
viscous flows in the limit of zero viscosity are always convex forwards), we will
consider only QBF with K > 0. Moreover, we accept an extra restriction

ǫa ≡ ǫnL
√
λ =

Kτ+
0√
λ

=
KL

U−
√
λ

< 1 or ǫn < 1/(L
√
λ) < 1/π, (7.5)

where the subscript a in ǫa stands for asymptotic stability. Since L
√
λ = π

√
1 + L2 > π,

the restriction (7.5) is stronger than (7.4). Therefore, every QBF satisfying (7.5) is
nonlinearly stable

I(t) � CI(0), C = U+/[U−(1 − ǫn)], (7.6)

where the expression for C follows directly from (4.3) and (7.3). Applying
Proposition 4, we conclude that CWOF takes place for every QBF satisfying (7.5).
The maximal ‘particle’s age’ τ+ and the smallness restriction (6.15) can be made more
specific for each QBF. For example, if Qc = 0, then

U− = Qu, U+ = U− + K/8, C =
1 + K/(8U−)

1 − K/(λU−)
, ω̃+ = ω̃+

0 +
3

2
K, (7.7)

τ0 =
L

U− , (∇τ0)
+ =

1

U−

√
1 + (τ+

0 K/2)2. (7.8)

The substitution of (7.7) and (7.8) into (6.15) produces J + and τ+ for a given flow.
However, as we have already mentioned, CWOF does not mean CWOP. A sufficient
condition for CWOP is given as follows.

Proposition 5. The QBF (7.1) with ǫa < 1 (7.5) is asymptotically stable

I(t) � CI0 and I(t) → 0 as t → 0

for every initial perturbation that obeys the smallness restriction for J + (6.15):

J + < 1 − ǫa (7.9)
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The proof is given as the sequence of two steps.
Step 1 : CWOF takes place since J + < 1 by virtue of (7.9). The governing equation

for vorticity perturbations (2.16) simplifies to

ω̃t + ψyω̃x − ψxω̃y = Kψ̃x .

Its integration along a trajectory x = x(x, t, t) (cf. with (B 1) and (B 2)) gives

ω̃(x, t) = ω̃(a, t0) + K

∫ t

t0

ψ̃x(x, t) dt . (7.10)

Let us fix t > τ+. Then, a flow consists of the particles ‘born’ on ∂Din with t0(x, t) > 0
and a(x, t) ∈ ∂Din for every x. Consequently, ω̃0(a, t0) = 0 by virtue of BC, (2.5), (2.17)
and (7.10) simplifies to

ω̃(x, t) = K

∫ t

t0

ψ̃x(x, t) dt, for t > τ+.

Then,

I(t) = K2

∫

D

(∫ t

t0

ψ̃x(x, t) dt

)2

dx � K2

∫

D
τ (x, t)

∫ t

t0(x,t)

ψ̃2
x (x, t) dt dx, (7.11)

where we use the definition of τ (6.3) and the inequality (
∫

fg dt)2 �
∫

f 2 dt
∫

g2 dt

with f ≡ 1, g ≡ ψ̃x . We note that t − τ+ � t � t by the definition of τ+ (t − τ+ is
‘the time of birth’ of ‘the oldest available particle’). Then, the change of the order of
integration in the last integral (7.11) gives

I(t) � τ+K2

∫ t

t−τ+

∫

Dt (t)

ψ̃2
x (x, t) dx dt,

where the domain Dt (t) represents a part of D occupied at the instant t by the
particles with ‘the time of birth’ t0(x, t) < t . For every fixed t we consider the change
of variables x �→ x. Its determinant ∂(x, y)/∂(x, y) ≡ 1 (due to the incompressibility
of a fluid). Hence

I(t) � τ+K2

∫ t

t−τ+

∫

Dt (t)

ψ̃2
x (x, t) dx dt, (7.12)

where, in agreement with the above definition, Dt (t) represents a part of D occupied
at the instant t by the particles with ‘the time of birth’ t0(x, t) < t .

Step 2 : Enlarging the integration area in (7.12) to the whole D and the use of (4.13)
give us the inequality

I(t) �
ǫ2

τ+

∫ t

t−τ+

I(t) dt, ǫ ≡ τ+K/
√
λ, t > τ+, (7.13)

which, in turn, gives

I(t) � ǫ2 max
t

I(t), t − τ+
� t � t, t > τ+. (7.14)

Let us denote

I+
k = max

kτ+ � t � (k+1)τ+
I(t), k = 0, 1, . . . .
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Then, (7.14) gives

I+
k � ǫ2 max(I+

k , I+
k−1), k = 1, 2, . . . ,

where k started from 1 since t > τ+ in (7.13). The use of (6.17) and (7.5) gives
ǫ � ǫa(1 − J +)−1, so that by virtue of (7.9) we have ǫ < 1. Consequently,

I+
k � ǫ2I+

k−1 � ǫ2kI+
0 , k = 1, 2, . . . .

Next, we estimate I+
0 with the use of (7.6) and then we arrive at the inequality

I(t) � Cǫ2[t/τ+]I0 → 0, as t → +∞,

where C is given in (7.6) and [t/τ+] denotes the maximal integer that does not exceed
t/τ+. This estimate completes the proof.

Hence we have not only proven the asymptotic stability of forward-oriented QBF
with ǫa < 1 (see (7.5)) but also have shown that the decrease of perturbations is at
least exponential. The obtained result once again emphasizes that CWOF is necessary
for CWOP. In particular, the value of ǫ is proportional to the maximal lifespan of
particles τ+ while the exponent [t/τ+] may be seen as the number of full replacements
of fluid particles in D during the time interval t . One can see that CWOF requires
finite time, while for CWOP we can guarantee the complete decay only in infinite
time. In the next section we are considering one important exception from this rule:
for the linear basic flows ǫ = 0 and I (t) = 0 for t > τ+.

8. Washout of particles and perturbations in linear flows

For linear basic profiles Qp = 0 in (2.13). Hence Qu + Qc = 1 and

U (y) = Qu + 2yQc, Ω ≡ −2Qc = const, min(Qu, 2 − Qu) = U− > 0,

τ+
0 = L/U−, U−(∇τ0)

+ =
√

1 + 4L2Q2
c/(U

−)2.

}
(8.1)

Proposition 6. CWOF and CWOP take place provided that LBF (8.1) and its initial
perturbation ω̃0 obey the following inequality:

Y < 1/(2 +
√

4 + ln2 X), X � c1, (8.2)

where variables X and Y are

X ≡ c1|ω̃0|+
√

L/I0, Y ≡ C0

√
I0, C0 ≡ 4e

√
π

(1 + L2)

LU−

√

1 +
4L2Q2

c

(U−)2
. (8.3)

There is a minor difference with the definition of X in (B 14); however, the inequality
X � c1 > 1 remains always valid due to (B 11) with p = 1.

Proof. Every LBF (8.1) is nonlinearly stable (4.1), (4.14) with C = 1. The vorticity
perturbation represents a ‘passive admixture’, so ω̃(x, t) = ω̃0(a, t0) that gives
|ω̃|+ = |ω̃0|+ and

ω̃(x, t) = 0 for every x when t > τ+, J + < 1 (8.4)

as a(x, t) belongs to ∂Din for every x when t > τ+. The equality (8.4) immediately
leads to the important conclusion that CWOP implies CWOF. More exactly, CWOP
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takes place before CWOF or they happen simultaneously if the vorticity perturbation
is non-zero in every old particle.

In this case, the expressions for J + (6.15) are simplified to

J + = M(I0, |ω̃0|+)(∇τ0)
+ < 1. (8.5)

Its further simplification with the use of (8.3) yields

J + = Y (2 +
√

4 + ln2 X) < 1, X � c1.

Hence (8.2) immediately follows from Proposition 4.
The established ‘neutral curve’ J + = 1 on the plane (X, Y ) is

Y = 1/(2 +
√

4 + ln2 X), X � c1. (8.6)

It represents a slowly (logarithmically) decreasing monotonic function Y → 0 as

X → ∞. Its maximin value is Y + = 1/(2 +
√

4 + ln2 c1). It allows us to calculate
the ‘threshold value’ of enstrophy. For example,

√
I∗

0 � 3.5 × 10−3 (8.7)

for the homogeneous profile U (y) ≡ 1 with L = 3, Qc =0; the options with Qc �= 0
give I∗

0 of the same order. For Qc �= 0 and large L we have J +
� L3 (8.5), so for

LBF in long channels one can obtain much lower threshold values of enstrophy. The
same is true for small U−, where J +

� (U−)−2. Our theory guarantees both CWOF
and CWOP for I0 � I∗

0. Note that the washout condition (8.2) admits arbitrarily
high values of X. It means that both CWOF and CWOP still take place when the
absolute value of initial vorticity ω̃+

0 → ∞, if I0 → 0 as fast as it is required by
(8.2).

At the same time changing X along any line Y =const< Y + on the (X, Y )-plane
shows that for fixed enstrophy ‘more diffused’ vortex patches (with lower ω̃+

0 ) are
washed away, while more concentrated ones (with higher ω̃+

0 ) can be trapped. It
complies with the proven fact that a point vortex is always trapped in D. Of course,
one should keep in mind that the neutral curve (8.6) corresponds to a rough sufficient
condition that can be greatly improved. However, there is some ground which allows
us to guess that the asymptotic estimate Y ∼ 1/ lnX as X → ∞ represents a final
result.

Hence, LBF and UBF give us the examples where we are able to prove analytically
that CWOF and CWOP happen in finite time. It is important that we can estimate
this time interval as well as calculate the restriction (upper bounds) for the amplitudes
of perturbations.

At this point we finish our analytical studies; the rest of the paper contains
computational results aimed to support C1 and C2. In the next section we study the
vortex trapping phenomenon of § 3 in the cases of distributed vorticity perturbations
and more general basic flows.

9. Counterbalance between washout and trapping

In this section, we study the transition from CWOF and CWOP to the vorticity
trapping and examples of flows that appear as the result of trapping. The main target
is to study the relaxation of generic initial data to steady flows as it is proposed by
the conjecture C1.
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9.1. Numerical procedure

The computational solution of the problem (2.1)–(2.6) or (2.15)–(2.17) is performed
by the vortex particle-in-cells method (for the description and references, see Cottet &
Koumoutsakos 1999) with the additional use of the results by Hald (1979), Liu &
Xin (2000) and Vera & Rebollo (2001). Let us outline the numerical procedure used;
its detailed description is given in Govorukhin & Ilin (2008). At t = 0 the equal
number of particles Np/Nc is placed in each cell. We choose the coordinates of
particles inside each cell as random independent uniformly distributed quantities. The
vorticity of each particle is a constant that matches the given initial or boundary
data at the initial location of a particle. The total number of particles Np is varied
from 30 000 to 200 000. The flow domain D (2.2) is divided into Nc = nx × ny cells
of the same size. The equations of motion for particles are written in Hamiltonian
form:

ẋi = ψy(xi, yi, t), ẏi = −ψx(xi, yi, t); i = 1, . . . , Np, (9.1)

where xi, yi are coordinates of ith particle; the Hamiltonian (that coincides with ψ)
at every instant obeys the linear Dirichlet problem:

−∆ψ = ω,

ψ |y=1 = 1, ψ |y=0 = 0,

ψ |x=0 = ψ in, ψ |x=L = ψout ,

ψ in(y) ≡ ψout (y).

This problem is solved by Galerkin’s method where the approximation for the
streamfunction

ψappr (x, y, t) = ψ in(y) +

nx∑

i=1

ny∑

j=1

ψij (t) sin

(
iπx

l

)
sin(jπy) (9.2)

contains unknown coefficients ψij (t) (i = 1, . . . , nx , j = 1, . . . , ny). In computations,
we take nx, ny = 15 and nx, ny = 30 that corresponds to the number of terms 225
and 900; the results for these two cases are the same, which indicate the high
quality of computations. Vorticity in every cell is interpolated by a third-order
polynomial that is constructed by the method of least squares with the use of the
particles currently located in a cell. The resultant piecewise continuous polynomial
approximation of vorticity is employed to derive Galerkin’s system of equations for
ψij (t). For integration (9.1) we use the pseudo-symplectic integrator by Aubry &
Chartier (1998). When a particle leaves D, a new particle with the vorticity equal
to its boundary value (2.5) is introduced at ∂Din (with the same y); thus the total
number of particles remains constant. All results presented below are checked to
be numerically convergent: they reproduce themselves when a time step is divided
by two, and the numbers of cells and particles are doubled. The results reproduce
themselves quantitatively when the parameters of a problem are not close to their
critical values (such as thresholds, bifurcation points, etc.). If the parameters are
close these values, we can achieve only the qualitative reproduction. For all our
computations we take L = 3 and H = 1 in (2.2), which physically gives neither too
short nor too long channel.

We will use two important time scales: the lifespan T of a perturbation and the

lifespan T̂ of material particles. T is defined as the decay time of an initial perturbation
below the level max |ω̃(xi, yi)| <ǫ = 10−2, where the maximum is taken over all Np
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particles; while T̂ is introduced as the instant when all Np particles, that are initially
in D, leave it. The comparison of T̂ with τ+ (6.6) suggests that T̂ � τ+. One can say
that T and T̂ represent the minimal time intervals required for CWOP and CWOF
correspondingly. Apparently, the rapid enlarging of T̂ can be seen as the indication of
the transition to the vorticity trapping. One more notation t = T + denotes the instant
when we stop our computations; we chose it differently for different cases in order to
achieve a ‘physically instructive’ state.

9.2. The initial Gaussian-2 perturbations

In § 3 the trapping of a point vortex has been discovered and described. The next
logical question is: does similar phenomenon exist for concentrated vortices with the
finite sizes of vortex cores? To address this question we first consider the problem (2.1)–
(2.6) for QBF with Q = (1/3, 0, 2/3) (9.9) and the initial Gaussian-2 perturbations
(IG2P)

ω̃(x, y, 0) =
∑

k

Akω
g
k (x − xk, y − yk), ω

g
k (x, y) ≡ exp [−µk(x

2 + y2)2]. (9.3)

We use the ‘Gaussian-2 function’ ω
g
k (x, y) in order to enhance the vorticity

concentration near the given points (xk, yk). In particular, µk = const> 0 is taken large
enough to make the initial vorticity effectively vanishing at ∂D; the amplitudes Ak are
chosen sufficiently large to guarantee the well-developed trapping of perturbations. As
the first representative example, we take the set of parameters: A1 = 83.3, µ1 = − 300,
x1 = 0.4, y1 = 0.6; A2 =−85.7, µ2 =−200, x2 = 1, y2 = 0.4; A3 = 77, µ3 =−200, x3 = 1.7,
y3 = 0.6; A4 = − 87.7, µ4 = −300, x4 = 2.5, y4 = 0.6, and T + = 30. This initial data are
deliberately chosen in a generic form of different vortices with non-symmetrical initial
positions; the aim is to demonstrate that the resulting steady flow does not necessarily
possess the high degree of symmetry. The main result for this case is almost full
trapping of vorticity and fast relaxation to a final steady state. The computations
show that the major part of a vorticity perturbation is trapped in D and eventually
(at t = T +) it relaxes to four recirculation zones attached to ∂D± (figure 2a). In
figure 3(c), we present the trajectories of all four vorticity maxima as they move to
their steady positions that become the centres of four recirculation zones. At the
same time, figure 3(a, b) shows that the total amounts of vorticity Γ (t) and enstrophy
I(t) rapidly relax to their steady values (and finally perform small oscillations about
these values). Also, we check the degree of steadiness of a vortex configuration in
figure 2(a) by placing the computed pairs (Ω(x, y, T +), Ψ (x, y, T +)) on the (Ω, Ψ )
plane. For a steady flow such pairs must form a curve or a system of curves while our
result in figure 2(b) displays a system of blurred curves. The thickness of each curve is
of the order of several percents of the typical values of Ω or Ψ ; this relative thickness
can be considered as ‘the measure of unsteadiness’ that is likely to be produced the
by errors of the used numerical method. For this example we can conclude that the
relaxation to steady final positions and to the steady values of Γ and I is efficient and
fast, while the final vorticity distribution inside a recirculation zone is only ‘almost
steady’. Studying the small-scale structure of the vorticity field in figure 2(a) shows
that it gradually approaches the limiting steady states only for large scale motions,
while small-scale motions form ‘turbulent layers’ around ‘almost steady’ vortex cores.
However, one can consider that this result supports C1.
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Figure 2. (a) ‘Almost steady’ vorticity distribution in QBF Q =(1/3, 0, 2/3) (9.9) where each
vortex core is surrounded by a layer of small-scale ‘turbulent’ motions; here and in all similar
figures below the intensity of grey colour reflects the value of vorticity: the darker (lighter)
tones show more negative (positive) vorticity. (b) The computed pairs (Ψ,Ω) form blurred
curves.

9.3. The examples of a single vortex patch

In the previous example we have considered a particular case of four concentrated
vortices, where each vortex has a large amplitude and a small effective cross-section
of a core. The natural question is: does similar phenomenon exist for a single vortex
patch where vorticity is not necessarily high and the initial position can be varied
within D? To address this question we study the problem (2.1)–(2.6) for UBF with
the initial perturbation in the form of a circular vortex core of radius r0 centred at
xc, yc:

U (y) ≡ 1, (9.4)

ω̃0(x, y) =

{
A exp(−γ r2) if r < r0

0 if r > r0

, I0 =
πA2

2γ
[1 − exp(−2γ r2

0 )], (9.5)

where A and γ are constants, I0 is initial enstrophy (2.18); r2 ≡ (x − xc)
2 + (y − yc)

2.
Usually vortex patches possess constant vorticity (Saffman 1992). However the
numerical method we use generates maximal errors at the discontinuities of ω;
therefore the distribution of ω inside the patches (9.5) is chosen to make those
discontinuities small. We accept that an initial vortex core does not touch any part of
∂D, which is r0 < xc < L− r0, r0 <yc < 1− r0. We solve the problem (2.1)–(2.6), (2.16),
(2.17), (9.4), (9.5) for the following values of parameters: γ = 40, r0 = 0.2, xc =0.3,
four selected amplitudes A = 10, 20, 40, 50 and a number of yc obtained by the
equipartition of the interval 0.21 <yc < 0.79. One can see that for the chosen
parameters the perturbation (9.5) is not small: in terms of maximum velocity it
is about ten times higher than the basic flow (9.4).
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Figure 3. For the case of figure 2: (a) Γ (t), (b) I(t), (c) the trajectories of four vorticity
maxima as they move and become the centres of recirculation zones.

The main results are
(i) Our computations confirm the existence of the trapping of distributed vorticity

which can manifest itself in many flow regimes ranging from the complete washout
(figure 4) to almost complete trapping (figure 5). Figures 4 and 5 show the evolutions
of streamlines and vorticity fields. For the chosen interval of parameters the trapping
is always partial: a part of vorticity is washed away, while its remaining part is
rejected from ∂Dout and moves back to D.

(ii) In figure 4, yc = 0.4, so the initial vortex is placed close to the middle of a
channel. The result is a rapid CWOP (T + = 2.3) with a minor delay of vorticity just
before ∂Dout as it is seen in the frame t = 2.1.

(iii) In figure 5, yc = 0.79 the initial vortex with r0 =0.2 almost touches ∂D+.
Computations show its rejection from ∂Dout and subsequent movement along a
slowly converging trajectory (figure 6a), where the motion of the centre of vorticity is
presented. The small-scale oscillations of the trajectory correspond to the rotational
frequency of a vortex core. The total amount of vorticity Γ in D as a function of
time is shown in figure 6(b). One can see that the vortex sheds a significant portion
of vorticity during its first interaction (collision) with ∂Dout , while the subsequent
decrease of Γ is slow. Here T + = 400 is long enough to make visible the slow
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Figure 4. Developing CWOP for a vortex patch. The time-evolution of streamlines and
vorticity for the vortex patch (9.5) with r0 =0.2, A = 40, (xc, yc) = (0.3, 0.4) in UBF.
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Figure 5. The ‘almost complete’ trapping of a vortex patch. The time evolution of stream-
lines and vorticity for the vortex patch (9.5) with r0 = 0.2, A = 50, (xc, yc) = (0.3, 0.79) in UBF.

convergence of the trajectory and the slow decrease of Γ (t). It is instructive to note
that the starting part of the trajectory in figure 6(a) is very close to the trajectory of
the point vortex with the same Γ that is shown as the bold curve in figure 1.

(iv) The results for A = 10, 20, 40 and 50 are collected on the plane (yc, T ) (figure 7)
where each point corresponds to full evolution from an initially perturbed flow

(9.5) to UBF. The appearance of large T̂ and T indicates the transition to the

vorticity trapping; T < T̂ since we consider UBF. The function T (yc) is monotonically
increasing in all cases. All regimes for A = 10, 20 exhibit CWOP, while A = A∗ � 40 is
the threshold value where the trapping appears for y∗

c ≃ 0.79. (We denote all threshold
values of parameters with asterisks.) For A = 50, the trapping is well developed: T

grows drastically when y∗
c approaches y∗

c ≃ 0.63. For yc > y∗
c , we always observe the

trapping. One can observe the fast decrease of y∗
c with the increase of A.
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Figure 6. For the flow in figure 5: (a) the motion of the centre of vorticity along a slowly
converging trajectory; (b) the total amount of vorticity Γ (t) in D.
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Figure 7. The lifespan T (yc) of the initially circular vortex patch (9.5) centred at (0.3, yc)
with r0 =0.2, A = 10, 20, 40 and 50 in UBF.
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(v) For yc = 1/2, the lifespan T � τ+
0 ≡ L/Uu = 3 for all A (figure 7). It

corresponds to the washout time for a passive admixture/tracer: indeed, in this
case the distances to the nearest mirror images −Γ across ∂D± are approximately the
same (see § 3). For yc < 0.5 the patch is closer to the washing-oriented wall ∂D+ (3.2),
hence T < τ+

0 . On the contrary, yc > 0.5 puts the vortex patch under the dominating
influence from the trapping-oriented wall ∂D− (3.2), hence T > τ+

0 .
(vi) For yc = 0.79, the threshold value is A∗ � 40 gives I∗

0 � 6.84 while
computations of the full threshold curve A∗ = A(y∗

c ) on the plane (A, yc) is beyond
the scope of this paper. One can see that this value of A∗ is much greater than our
analytical low bound (8.7). We are going to discuss this question later.

(vii) For A>A∗(y∗
c ), the amount of trapped vorticity rapidly increases with the

growth of both A and yc. One can evaluate the amount of trapped vorticity by the
value

δΓ (T +) = Γ (T +)/Γ (0), δI(T +) = I(T +)/I(0); Γ ≡
∫

D
ω dx dy. (9.6)

For the amplitudes A = 10, 20, 40, we choose T + = T , so at T + both δI = δΓ = 0.
For A = 50, yc = 0.79 (the initial position closest to ∂D+), we choose T + =400. Then
we obtain δΓ (400) ≈ 0.812, δI(400) ≈ 0.915. One can see that almost all vorticity is
trapped for A = 50.

(viii) In the dynamics of vortex patches one can observe asymptotically stable flows
that support C1. The relaxation to UBF is fast, while the cases of vorticity trapping
show a slow relaxation. The variety of trapping regimes is very large and challenging
to explain.

9.4. The examples of initially harmonic perturbations

The previous case of a vortex patch in a homogeneous flow (9.4) and (9.5) can be seen
as the straightforward generalization of the motion of a point vortex (figure 1), hence
the trapping can be expected. The next question arises: does the trapping take place
for generic initial perturbations and for general basic flows? In order to address this
question, we have computed three sets of examples of initially harmonic perturbations
(IHP) in the basic flows (2.13):

U (y) = QpUp(y) + QcUc(y) + Qu, (9.7)

ω̃(x, y, 0) = A sin(πkx/L) sin(πmy), I0 = LA2/4, (9.8)

where A is amplitude, (k, m) are two integer wavenumbers, and I0 is initial enstrophy.
We have considered the following basic flows:

QBF: The symmetric ‘forward-oriented’ quadratic basic flow (7.7) with Q =
(Qp, Qc, Qu) = (1/3, 0, 2/3) in (2.13) and (9.7):

U (ŷ) = 7/6 − 2ŷ2, −1/2 � ŷ ≡ y − 1/2 � 1/2, (9.9)

K = 4, U− = 2/3, U+ = 7/6, Ω± = ±2, τ+
0 = 9/2 = 4.5, τ−

0 = 18/7, (9.10)

where τ
±
0 and Ω± are the maxima and the minima of τ0(L, y) (6.8) and Ω(y) over

0 � y � 1.
UBF: The uniform basic flow U (y) ≡ 1, Q =(0, 0, 1).
LBF: Two linear basic flows Q = (0, Qc, Qu) (2.13) chosen as (Qc, Qu) = (1/3, 2/3)

and (Qc, Qu) = (2/3, 1/3) with −1/2 � ŷ ≡ y − 1/2 � 1/2:

U1(ŷ) = 1 + 2
3
ŷ, U2(ŷ) = 1 + 4

3
ŷ, ω̃0 = −A sin 3πx

L
sin 2πŷ. (9.11)
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Figure 8. The lifespan T (A) (circles) and the lifespan T̂ (A) of material particles (squares) for
IHP+QBF with four different perturbations (9.8) with (k,m): (a) (1, 1), (b) (2, 1), (c) (2, 2),
(d ) (3, 2).

The main results are
(i) Figure 8(a–d ) show T (A) (circles) and T̂ (A) (squares) computed for

IHP+QBF (9.9), (9.8) for four different pairs (k, m): (a) (1, 1), (b) (2, 1), (c) (2, 2),
(d ) (3, 2). One can see that for the amplitudes just below the thresholds A < A∗ both

T (A) and T̂ (A) drastically increase; this increase leads to the trapping for A > A∗ ((a)
A∗

� 11, (b) A∗
� 13, (c) A∗

� 27 and (d ) A∗
� 28).

(ii) To be more specific we consider the case figure 8(c) with (k, m) = (2, 2)
for four selected amplitudes A = 35/3, 80/3, 84/3, 100/3. For the smallest amplitude
A = 35/3 the perturbation is rapidly and completely washed out, its lifespan T is
only slightly longer then τ−

0 , so τ−
0 � T ≈ 4.05 � τ+

0 (9.10), so the complete washout is
only slightly slower than for the case of a passive admixture. The second amplitude
A = 80/3 (figure 9) is just below the threshold (A∗

� 81/3). One can see that vorticity
is drastically retarded near ∂Dout , however the flow is eventually able to wash it
out of D completely. The lifespan T ≈ 9.60 is approximately twice as long as in
the previous case. This time is already sufficient for the initially small (numerically
introduced) asymmetry to grow up to noticeable asymmetric structures (we recall
that the analytically prescribed functions (9.8) are symmetric or antisymmetric with
respect to the reflections about two axes x = L/2, and y =1/2, but in the computations
these functions possess at t = 0 small asymmetries due to the random distribution of
particles in each cell; since the cells are small, initial asymmetries are also small). The
amplitude A = 84/3 is slightly above A∗, hence the trapping appears: ∂Dout partially
rejects vorticity, it moves upstream and forms a single recirculation zone attached to
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Figure 9. The process of CWOP for IHP+QBF just before the threshold. The evolution of
streamlines and vorticity for the perturbation (9.8) with (k,m) = (2, 2), A = 80/3.
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Figure 10. The fully developed trapping for IHP+QBF. The evolution of streamlines and
vorticity for the perturbation (9.8) with (k,m) = (2, 2), A = 100/3.

∂D−. For the largest amplitude A = 100/3 (figure 10) the trapping is well developed;
in order to illustrate it in detail we have chosen T + = 100. The trapped vorticity
eventually relaxes to a single recirculation zone attached to ∂D−. Figure 11(a–c)
shows the important characteristics of this relaxation process: figure 11(a, b) gives
Γ (t) and I(t), while figure 11(c) shows the trajectory of one vorticity maximum as
it moves and becomes the centre of a single recirculation zone. Again, we check the
degree of steadiness of this vortex by presenting the mapping (x, y) �→ (Ψ, Ω)(x, y, T +)
in figure 11(d ). The image of the through-flow zone (where 0 � Ψ � 1) represents a
distinct line while the image of vortex core (where Ψ � 0) appears as a more general
set. Hence only a partial relaxation takes place: the global parameters in figure 11(a, b)
do relax to their steady values while vorticity in the core still undergoes an unsteady
motion.
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Figure 11. For the case of figure 10: (a) Γ (t); (b) I(t); (c) the trajectory of one vorticity
maximum as it moves and becomes a centre of a recirculation zone; (d ) the computed pairs
(Ψ,Ω) form a distinct curve in a through-flow zone and a ‘cloud’ of points in a recirculation
zone.

(iii) The trapping of IHP represents the variety (depending on parameters) of
partial trappings: the main part of vorticity is always washed out (figure 11b) and the
trapping occurs in the vicinities of the outlet vertex points. The qualitative evolution
of flows in these vicinities is described as the vortex-outlet-wall interaction in § 3. The
final recirculation zones are always trapping-oriented (3.2), while washing-oriented
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Figure 12. The lifespans T (A) for IHP+UBF. The perturbations (9.8) have the
wavenumbers (k,m) = (1, 1), (2, 1), (2, 2) and (3, 2).

vorticity (and all vorticity from the central part of the channel D) is always washed
out.

(iv) Figure 12 shows T (A) for IHP+UBF with the same (k, m) as in IHP+QBF,
figure 8. The modes are marked as: (1, 1) �→ �, (2, 1) �→ +, (2, 2) �→ �, (3, 2) �→ ∗.
There is a rapid growth of the perturbation lifespans for all modes as their amplitudes
approach critical values. It shows how the increasing of lifespans leads to the vortex
trapping.

(v) Figure 13 shows the lifespans T (A) for IHP+LBF (9.11) for (k, m) = (3, 2).
We have chosen four selected initial flows that consist of the basic flows U1, U2 (see
(9.11)) and the perturbations ±ω̃0:

(U1, ω̃0), (U1, −ω̃0), (U2, ω̃0), (U2, −ω̃0),

ω̃0 = −A sin(3πx/L) sin 2πŷ; −1/2 � ŷ ≡ y − 1/2 � 1/2,

}
(9.12)

where ω̃0 is antisymmetric in ŷ. In addition there are the asteriated points in figure 13
that repeat asterisks in figure 12 for UBF; they allow to compare the results for
different profiles.

(vi) The qualitative behaviour of all functions T (A) given in figures 8, 12 and 13
is similar to each other. All functions T (A) are monotonically increasing (with some
minor exceptions). Each graph T (A) consists of two qualitatively different parts. The
left part (the interval of linearity for relatively low A) represents the region of a slow
growth; at A → 0 the lifespan of perturbations T → τ−

0 = L/U− which corresponds to
the advection of small vorticity perturbations as a passive admixture. It is physically
natural that the value of T is linked to the minimal velocity miny U (y) ≡ U−. Inside
each interval of linearity the value of T increases slowly and (for example) can double
its original value. The right part (a subcritical part, or the interval of nonlinearity)
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Figure 13. The lifespan T (A) for IHP+LBF with the perturbations ±ω̃0 (9.12) and
profiles U1(y) and U2(y) (9.11) for four selected flows shown as: (U1, ω̃0) �→ ⊲,
(U1, −ω̃0) �→ �, (U2, ω̃0) �→ + , (U2, −ω̃0) �→ �; the asteriated points repeat asterisks in
figure 12.

shows the rapid increase of T (A) that continues up to the threshold amplitude A∗,
where formally T → ∞.

(vii) For A > A∗ the amount of trapped vorticity rapidly increases with A–A∗. As
an example one can evaluate δΓ and δI (9.6) for IHP+QBF (figures 9 and 10).
For the amplitudes A = 35/3, 80/3 we choose T + = T so δΓ = δI(T ) = 0, while for
A = 84/3 and A = 100/3 the results are δI(60) ≈ 0.099 and δI(60) ≈ 0.186 that reveal
a rapid growth.

(viii) For IHP+QBF (figure 8) there is a systematic difference T � T̂ , i.e.
perturbations can stay in D (for finite time), while all initial material particles have
been already washed out. To explain this feature, one should take into account that
according to (2.16) the vorticity perturbations of both UBF and LBF are conserved

in every material particle; therefore for these profiles always T = T̂ . On the contrary,
in (9.7) and (9.9) we deal with Ωy �= 0, so vorticity perturbations in (2.16) can travel
between particles as some vorticity waves and one can observe an upstream influence.
Its mathematical description is still unknown since the related spectral theory is
underdeveloped despite the progress made by Morgulis & Yudovich (2002). They
have shown that the spectral theory for (2.16) and (2.17) is very different from the
conventional theory for infinite channels.

(ix) In figure 8 one can also observe that the critical amplitudes A∗ for the trapping
of particles and for the trapping of perturbations coincide with each other. It shows
that perturbations cannot be trapped unless there are some trapped material particles
in D and vice versa.

(x) Figures 8 and 12 show that the value of A∗, considered as the function of
wavenumbers (k, m) rapidly increases with m and not sensitive to k. It shows that the
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washout of the larger (in y direction) vortices is much more difficult than the washout
of the smaller ones. In particular in figures 8 and 12 one can see that the values of
A∗ for m =1 are two-three times lower than for m =2 and they do not depend on k.

(xi) Figure 13 shows that the function T (A) most likely has the extended form

T = T (A, U−, |Ω |) with ∂T /∂U− < 0, ∂T /∂ |Ω | > 0,

where the dependence T on U− and the first inequality are mandatory, since for
small perturbations (A → 0) we always have T → τ−

0 ≡ L/U−. As to the possible
dependence of T on Ω , we can state here only the following: (i) it is clearly visible in
figure 13 that mutually asymmetric perturbations ±ω̃0 (see (9.12)) produce the same
T , therefore T can depend only on |Ω |; (ii) this dependence is rather weak, since the
asterisk, representing the results for UBF |Ω | =0, are close to circles and triangles,
which correspond to LBF with |Ω | = 2/3.

(xii) In figures 8 and 12 one can see that for all modes the threshold amplitudes
A∗ for UBF are systematically slightly higher than for QBF: they are approximately
12, 14, 27.5, 29 versus 11, 13, 27, 28. Since the Poiseuille part in the profile (defined
in(9.9)) is relatively small (it is only 1/3 out of 1), it shows that a positive profile
curvature enhances its trapping-efficiency. For the backward-oriented QBF (that we
have also computed, but not presented here) the trapping-efficiency is lower then for
UBF.

(xiii) For IHP+QBF with the lowest amplitude A = 35/3 we have the rapid and
complete washout. The corresponding initial enstrophy (9.8)

√I0 � 18.32 significantly
exceeds the analytical estimation (8.7). In this connection we mention two facts: (a) A
theoretical low bound have been obtained for arbitrary perturbations. The challenging
problem to find the most dangerous perturbation among all possible perturbations
with given I0 remains unsolved; (b) One can check that in our examples the trapping
takes place when the basic flow is weaker than perturbations. For example, for
IHP+QBF the ratio |ω̃0|+/Ω+ belongs to the interval from 2 to 10 with the similar
ratio of velocities |ṽ+

0 |/U+. It shows that our computed examples are related to
essentially nonlinear vortex dynamics, while the asymptotic stability theory in § 7
deals only with relatively weak nonlinearity, which corresponds to the smallness
condition (6.15).

(xiv) We can conclude that all three examples: IG2P (9.3), the vortex patches (9.5)
and IHP (9.8) support C1 and illustrate the variety of the relaxation processes.

10. Instantaneous filtration and steady separated flows

The computations of § 9 show that the obtaining of a high-quality steady separated
solutions by the direct solving of Euler’s equations is not feasible: a ‘randomly’
chosen initial datum ω0 relax to steady states only partially. In contrast to these
results the method of instantaneous filtration produces the quick convergence of
numerical solutions to high-quality steady separated states. The first step of this
method is solving an unsteady problem with given initial data until the instant
t1 = T + as in § 9. Then we take this solution at t1 and perform instantaneous filtration
of its vorticity distribution aimed to suppress the small-scale numerical noise. This
filtration represents the sequence of three operations: (i) we average vorticity (that
is originally given in the ‘particles’) over each cell with the use of a rectangular
mesh (we use the cell size h =0.01); (ii) we reject the small spectral coefficients
from the fast Fourier transformation (FFT)-image of averaged vorticity: the spectral
coefficient ω̂k is considered to be small if |ω̂k/ω̂max | � 0.001, where ω̂max is the maximal
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spectral coefficient; (iii) the inverse fast Fourier transformation (IFFT) is applied to
reconstruct the improved field of vorticity. The filtrated vorticity field is taken as a
new initial datum and the unsteady problem is computed (as in § 9) until t2 > t1, etc.
In more detail: At t = 0 we chose a trial initial field ω0 = ω̄0. Let ωm be vorticity
at the instant tm that appears on the mth span of computations by the method of
§ 9.1 with the use of the initial datum ω|t = tm−1

= ω̄m−1, where ω̄m−1 is the smoothened
field that appears as the result of filtrating ωm−1. After few steps (say for m =m∗)
we observe that ωm∗ = ω̄m∗ = Ω , where Ω is a high-quality approximation to a steady
solution of Euler’s equation with given YBC. It means that at the last span of our
procedure we obtain the relaxation of the initial datum ω|t = tm−1

= ω̄m−1 to a steady
separated flow Ω . At the same time the dynamical link between Ω and ω0 can be
considered only as a reliable assumption. We emphasize that in all computations
of this section we use only the method of § 9.1, i.e. we do not use any filtration
procedure in solving unsteady Euler’s equations. In all presented computations the
required number of instantaneous filtrations 2 � m∗ � 5. The detailed description of
the numerical procedures used in this section is given in Govorukhin & Ilin (2008).

In order to control the quality of our steady solutions we use three tests:

Test 1. The time-independence of all our solutions is controlled by the values of

ε1 =

maxs=t,...,t+τ

∣∣∣∣
∫

D
(ω(x, y, s) − ω(x, y, t)) dx dy

∣∣∣∣

maxs=t,...,t+τ

∫

D
|ω(x, y, s)| dx dy

,

ε2 =

⎡
⎢⎢⎢⎣

∫ t+τ

t

(∫

D
(ω(x, y, s) − ω(x, y, t)) dx dy

)2

ds

∫ t+τ

t

∫

D
(ω(x, y, s))2 dx dy ds

⎤
⎥⎥⎥⎦

1/2

.

We accept that our solution is ‘computationally steady’ after both ε1 and ε2 are less
than 0.005 for τ = 10. Once the procedure is completed we have the approximation for
the steady solution that consists of the streamfunction Ψ = Ψ (x, y) (in the Galerkin
form (9.2)) and the vorticity Ω = Ω(x, y) (which is given in ‘particles’). Then we
estimate the discrepancy of our solutions by one more parameter

ε3 =

⎡
⎢⎢⎢⎣

nx∑
i=1

ny∑
j=1

(∫

D

(
Ψy∆Ψx − Ψx∆Ψy

)
sin

(
iπx

L

)
sin(jπy) dx dy

)2

nx∑
i=1

ny∑
j=1

(∫

D
∆Ψ sin

(
iπx

L

)
sin(jπy) dx dy

)2

⎤
⎥⎥⎥⎦

1/2

which is chosen to be less than 0.01 for all our solutions. Next, we employ two more
tests; in both of them we require that relative errors are less than 0.01:

Test 2. There is always a functional dependence between Ω and Ψ for any planar
steady inviscid flows; therefore all computed pairs (Ψ (x, y), Ω(x, y)) must form a
curve (or a system of curves) in the (Ω, Ψ )-plane. For our approximate steady
solutions the pairs (Ψ, Ω) do form distinct (not blurred) curves with a high accuracy
(figures 15 and 17).

Test 3. We have chosen ψ in ≡ ψout (2.10) and therefore in a numerical solution we
must obtain ωin(y) = ωout (y) for every y ∈ (0, 1).
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Figure 15. The function Ω(Ψ ) for three steady and stable separated flows shown in figure 14.

The examples of steady solutions to the problem (2.1)–(2.6) obtained by the method
of instantaneous filtration are shown in figures 14–17. These solutions correspond
either to UBF or to QBF (9.9) with IG2P (9.3). Three steady flows co-existing with
UBF and containing one, two and three vortices are shown in figures 14 and 15. One-,
two-, three-, and four-vortex solutions co-existing with QBF are given in figures 16
and 17.
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Our comments on these results are
(i) The aim of the method of instantaneous filtration is to compute the high-quality

steady solutions. The use of few instantaneous filtrations causes the loss of the direct
link to initial data, and this is why we do not present these data explicitly. In order
to ensure the rapid relaxation to the final states the parameters in (9.3) should match
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the qualitative pattern of the final states. Naturally, the poor matching between initial
conditions and the expected final states results in the longer time of relaxation or
even in the relaxation to a different flow. If, say, we choose in (9.3) a wrong number
of initial vortices then the relaxation pushes the excessive vortices out.

(ii) All three separated steady flows co-existing with UBF (figure 14) contain
recirculation zones that are always attached to the trapping-oriented solid walls (3.2)
and are separated by the irrotational through-flow zone (2.8). Figure 14(a) shows
a single vortex, its Ω(Ψ ) (figure 15a) is a single-valued and monotonic function.
Figure 14(b) shows two vortices of different signs where Ω(Ψ ) (figure 15b) is a single-
valued and monotonic function that has discontinuities in the vorticity field. In this
case we deliberately create the discontinuities by the cutting off the small values of |ω̃|
in the initial datum (9.3). The flow with three recirculation zones (bearing vorticity of
alternating signs) is shown in figure 14(c). The corresponding Ω(Ψ ) is multi-valued
(figure 15c): it is different in two zones with negative vorticity and is monotonic inside
each vortex core.

(iii) Figure 16(a, b) show one- and two-vortex flows co-existing with QBF (9.9) with
Ω(Ψ ) shown in figure 17(a, b). These results are qualitatively similar to that for UBF
(figures 14 and 15). In addition, in figure 16(c) one can see the street of four vortices
of alternating signs; their functions Ω(Ψ ) (figure 17c) are again monotonic inside
each vortex core. Figures 16(c) and 17(c) represent the improved version of figure 2,
as it is obtained by the method of instantaneous filtration.

(iv) The graphs of Ψ (Ω) in figure 15(b, c) clearly show that vorticity cores occupy
only the central parts of recirculation zones. It is well visible from the fact that in the
through-flow zones Dtf (2.8) the values of a streamfunction are 0 � Ψ � 1. Therefore
all regions with Ψ > 1 and Ψ < 0 in figure 15(b, c) correspond to the interior of
recirculation zones. For example in figure 14(b) the region Ω = 0 covers almost all
interval −1 � Ψ � 2; it shows that there are thick potential layers that surround the
vortex cores inside each recirculation zone.

(v) In all cases figures 15 and 17 the functions Ω(Ψ ) inside vortex cores are very
close to the case α =2 (4.2) that is 0 <ǫ � dΩ/dΨ � λ with λ � 10 and with any fixed
ǫ. One can see that there are always regions with Ω =0 or points with dΩ/dΨ =0
outside vortex cores. It means that all flows are only ‘close to stable’, so our sufficient
stability criteria of Proposition 3 (see (4.2)) do not work. In order to prove the stability
of the observed flows one should generalize Proposition 3 to the basic flows which
contain: (i) discontinuous fields of Ω(x) (or its first derivatives); (ii) the large values of
derivative dΩ/dΨ > λ; (iii) potential zones, where Ψ (Ω) mathematically is not defined.
All these generalizations are very challenging. However the presented steady flows
are stable with respect to the perturbations caused by unavoidable numerical errors.
Indeed, all these flows are obtained as the steady time-limits of unsteady solutions.
When we take these steady solutions as the initial data for an unsteady problems
their further solving shows that they do not change over a long period of time.

(vi) We have analytically proven that the monotonicity of Ω(Ψ ) (4.2) provides
a sufficient condition for stability. This result generalizes the classical theorem
by Arnold (1966) and its subsequent developments by Burton (1987), Vladimirov
(1987), Vladimirov (1988), Morgulis & Yudovich (2002) and Shnirelman (1993).
However, there are known ‘counterexamples’ to the Rayleigh–Arnold condition (see
Rosenbluth & Simon 1964; Vladimirov 1978, 1979), which show the broad classes of
linearly stable flows with Ω ′(Ψ ) = 0 at an internal point. Our computational results
indicate that there is another class of stable steady flows with Ω ′(Ψ ) = 0 at least at
two internal points (such as in figure 17b, c).
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(vii) The computed steady regimes with vortex cores always coexist with the non-
separated basic flows, which satisfy the same BC. Here we deal with the nonuniqueness
of steady flows in a finite channel. The continuous changes of the parameters of initial
data produce two types of results: the slow changes of final solutions and the jumps
in final solutions. The slow changes lead to the appearance of the families of flows
with similar to each other properties while the jumps exhibit themselves as the
sudden appearance of qualitatively different flow regimes with the different number
of trapped vortices. As it often happens, the jump changes are linked to hysteresis
and non-uniqueness. Hence the most challenging problems for the studies of steady
multi-vortex solutions are: (i) to describe the non-uniqueness of solutions; (ii) to find
the multi-parametric family of steady separated solutions; and (iii) to predict which
solution appears at t → ∞ for the given initial datum. Hopefully these problems can
be approached within the cosymmetry theory that has successfully solved similar
problems for convective flows in a porous medium (Yudovich 1995).

(viii) It is interesting to compare the ratio of kinetic energies Ks/Kn for the
coexisting separated and non-separated flows. For the flows in figure 14 this ratio is:
(a) 1.44, (b) 19.06, (c) 17.86, and for figure 16 it is: (a) 5.32, (b) 28.40, (c) 33.84. One
can see that separated flows can accumulate much higher energy than basic flows
(so one can think that separated flows can be used as ‘a storage of energy’). Similar
figures and trends also appear for the values of enstrophy.

(ix) Steady planar multi-vortex solutions play important part in vortex dynamics
(Saffman 1992; Meleshko & Konstantinov 1993; Borisov, Mamaev & Sokolovsky
2003; Kozlov 2003). One can find a number of recently discovered solutions (mainly
for unbounded and/or rotating flows) in the papers by Aref (1979), Carton, Flierl &
Polvani (1989), Orlandi & van Heijst (1992), Morel & Carton (1994) and Kizner &
Khvoles (2004), which are partially inspired by the experiments of van Heijst &
Kloosterziel (1989) and Vladimirov & Tarasov (1980). The near-wall vortex structures
in the flows around obstacles or cavities have been studied by Chernyshenko (1988),
Fornberg (1993), Elcart et al. (2000). The papers by Goldstik (1963), van Geffen,
Meleshko & van Heijst (1996), Stremler & Aref (1999) and Elcart & Miller (2001)
consider finite channels but in a different from our context. For example, Elcart &
Miller (2001) use the reduction of the governing equations to Dirichlet’s problem for
the equation −∆Ψ = Ω(Ψ ) with a non-decreasing positive function Ω(Ψ ) that can
be discontinuous; their result predicts a steady monopole vortex in a finite channel
with the inflow of an irrotational fluid. It should be mentioned that our numerical
solutions for multi-vortex configurations in a straight finite channel with YBC add a
new class of solutions to the range of well-known results.

11. The example of self-oscillatory flow

Here we present the example of nonlinear self-oscillations that supports C2. To
ensure the supply of energy for the maintenance of self-oscillations we choose the
basic flow which has a point with dΨ/dΩ = 0, that violates the sufficient stability
condition (4.2). We take YBC:

ψ in(y) = ψout (y) = y, ωin(y) = A/[1 + σ (2y − 1)2], (11.1)

where A, σ are two positive parameters. In (11.1) the condition ωin(y) = − ψ in
yy(y)

(2.10) is violated, hence these YBC do not correspond to any basic shear flow. These
YBC give the uniform profiles of the horizontal velocity component at both ∂Din and
∂Dout but the vertical velocity at ∂Din is more complicated since it provides the inlet
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Figure 18. (a) Ω(Ψ )/A for (11.1) with σ = 25; (b) The streamlines and vorticity field
for the steady flow with A = 8.

vorticity (11.1). The graph ωin(ψ in)/A for σ = 25 in figure 18(a) shows the vorticity
maximum at the point y = 1/2. For the large enough A and σ a vorticity profile forms
a strong shear layer near y = 1/2, so that short-wave Kelvin–Helmholtz instability
can be expected.

In order to obtain the expected unstable regimes we organize the following iteration
process. For A = 0, the data (11.1) gives us UBF U (y) ≡ 1. It is proven by Morgulis &
Yudovich (2002) that the YBC (11.1) for a sufficiently small A produce a non-
separated steady flow that is linearly asymptotically stable. We find this flow by
solving the unsteady problem (2.1)–(2.5), (11.1) with a very small amplitude A = a1

and UBF U (y) ≡ 1 taken as an initial condition in D: for large t this unsteady flow
evolves to a steady flow with A = a1 that is taken as an initial state for a slightly
larger value A = a2 etc. The same procedure is repeated many times. At the first stage
of this iteration process we obtain the family of steady flows with Ω(Ψ ) the same as
ωin(ψ in) for the set of increasing values of A. A sample from this family is shown in
figure 18(b).

At the threshold value A∗ ≈ 9 we find that for A<A∗ a flow evolves to a
steady one, while for A>A∗ we obtain an oscillating flow. The sample data for
the obtained oscillating flows are given in figures 19 and 20, where we use the
‘normalized’ velocity circulation Γ (t) ≡

∫
D ω(x, y, t) dx dy/AL. We have observed

that the oscillations of Γ are time-periodic for a small A–A∗ > 0, quasi-periodic (with
two independent frequencies) for a moderately supercritical A, and (possibly) chaotic
with the continuous spectrum of frequencies for a significantly supercritical A (see
figure 20). We have also observed that if A–A∗ is large enough then a wavy shear
layer clearly tends to form a vortex street.
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Figure 19. (a) The streamlines and vorticity field for a secondary oscillating flow; (b) The
normalized velocity circulation (the averaged vorticity) as the function of time for
σ = 25, A = 10.

0 10 20 30 40

0.183

0.184

0.185

t

Figure 20. The ‘chaotic oscillations’ of the averaged vorticity for σ =25, A = 20.

The observation of self-oscillatory flows shows how BC on ∂Dout control instability
of an incoming flow. Physically, YBC on ∂Din produce an unstable shear flow; the
unstable modes grow downstream and then adjust themselves to BC on ∂Dout .
This adjustment does not alow the instability to grow further (it works as a
damping), that leads to self-oscillations. In sharp contrast to the self-oscillations of
planar viscous Poiseuille flows in infinite channels or Taylor–Couette flows between
cylinders (Drazin & Reid 1981; Chossat & Iooss 1994) our example shows that the
self-oscillations of an incompressible flow in finite channels can be generated and
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maintained merely by the inlet and outlet BC in the absence of any viscous dissipation
(i.e. for arbitrary high Reynolds numbers). The relevant example of the time-periodic
regime in the vortex breakdown was reported by Lopez & Perry (1992). This area
certainly requires further studies.

12. Discussion

(i) A natural question is: are YBC ‘correct’ physically? Another way to ask the
same question is: are YBC the ‘most reasonable’ physically and can they be created,
say, in laboratory conditions? The frequent appearance of such a question reflects
the current unsatisfactory situation in the studies of flows with inlets and outlets.
This research direction is so underdeveloped and skated over that one may think
that the only available options are infinite channels or periodic BC. Therefore the
first step here is to understand in which general terms one can think about BC. We
have outlined some related issues in the questions Q1–Q5 at the beginning of the
Introduction. In contrast to a looking for a single ‘correct’ BC it is important to
recognize that there are many (but still unknown how many) possible BC for inlets
and outlets. Different types of BC diversify physically due to various methods of
blowing a fluid into a channel at an inlet and its suction off an outlet. Indeed one can
imagine different systems of fans, filters, honeycombs, pumps, magnetohydrodynamics
(MHD) and electrohydrodynamics (EHD) devices, etc. For example, a relevant EHD
method of creating controlled vorticity in small fluid volumes is given in Shiriaeva,
Vladimirov & Zhukov (2009). Hence the correct approach is to classify various BC
and to find which types of BC produce the problems that are relevant physically
and well posed mathematically. A short review of the latter BC can be found in
Morgulis & Yudovich (2002).

(ii) Popular BC different from YBC are ‘soft’ BC at ∂Dout when ψ = ψout at
x = L in (2.4) is replaced with ψout

x = 0, ψout
y > 0. The aim is to enforce the ‘horizontal

pattern’ of streamlines at ∂Dout . However the condition ψout
y > 0 makes this problem

so difficult that this formulation has not been mathematically analysed yet. If we
require only ψout

x = 0 (and do not require ψout
y > 0) then there is a possibility of

the inflow through the cross-section x = L and the mathematical problem becomes
ill-posed (underdetermined). At the same time, the point-vortex model of § 3 can
be conditionally modified to the soft boundary condition. In this case the nearest
mirror image across ∂Dout must have the same sign as the original vortex. A simple
qualitative consideration shows that (in sharp contrast to the motion of a vortex
described in § 3) a point vortex will be deviated towards the washing-oriented wall
and eventually will leave D through the vertex point (x, y) = (L, 0) or (L, 1). Here
one can use the solutions for the collision and annihilation of point vortices which
are known since Gröbli (1877). Such a drastic difference in the behaviour of a point
vortex suggests that the trapping of distributed vorticity in this case should be very
different from one observed under YBC.

(iii) The first attempt to formulate an extra inlet BC in terms of vorticity can
be traced back to Kochin (1956) who considered three-dimensional Euler equations
and proposed to specify vn everywhere at ∂D and the vector of vorticity ω at ∂Din .
However these BC produced an overdetermined problem, that gave an example of
the difficulties and possible errors mentioned in the § 1. For planar flows Kochin’s
BC coincide with YBC; this case was singled out and developed mathematically by
Yudovich (1963).
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(iv) Some problems of this paper were previously studied for linear perturbations
by Morgulis & Yudovich (2002) who introduced the decreasing Lyapunov functionals
and proved the linear asymptotic stability for a wide class of non-separated steady
flows.

(v) The conjecture C1 proposes that any flow with the dissipative YBC must
eventually (for t → ∞) form a steady state. This idea of relaxation of any initial
conditions to a steady state is of the same nature as the existence of attractors
for the solutions of Euler’s equations. One may also use a frantic term conservative
dissipation, as the entire unsteady part of a flow is dissipated by YBC. Of course some
dissipative BC are well known, say in acoustics, where they have a simple physical
meaning of the dissipation of energy due to the negative work of surface forces or
radiative BC. In our case the physical meaning of ‘dissipation’ of Arnold’s functional
or enstrophy functional by YBC requires further studies. However our explanation
of the computationally observed relaxation to steady flows (§ 9) is purely physical: it
is based on the mixing, smoothing, and dissipative properties of the trapping and the
washout.

(vi) The motion of a point vortex inf § 3 does not show any relaxation, which
may be seen as a contradiction to C1 and C2. However the case of a point vortex
is too degenerated: it does not possess any internal structure, therefore it is unable
to undergo the relaxation. Also the energy, Arnold’s functional, and enstrophy are
infinite in this case. Therefore it is certainly out of the framework of our theory and
must be treated as an exception.

(vii) The conjecture C2 is even more radical than C1. The underpinning
assumption is: any YBC which do not admit the decreasing Lyapunov functional
must eventually produce steady, time-periodic or chaotic flows. In other words all
YBC eventually produce dynamical systems whose attractors are points, limit cycles,
or more complicated sets that bear chaotic dynamics. The existence of limit cycle
attractors is well known for viscous flows but it is novel and highly unusual for inviscid
flows. The only reason to expect them is the analogy of § 5. We should add here that
we have not proven the non-existence of any decreasing Lyapunov functionals (this
problem is most likely unsolvable). Hence the fulfilment of condition C2 is supported
only by the failure of Arnold’s functional to play a part of Lyapunov functional and
by the results of computations of § 11

(viii) The relation between materials of §§ 4, 6–8 should be explained in more
details. In § 4 we have introduced Arnold’s Lyapunov functionals and enstrophy
Lyapunov functional and have used them for the proof on nonlinear stability. At the
same time we have shown that (for generic perturbations) both these functionals are
decreasing. However the decreasing of these functionals cannot be directly used for
the proofs of CWOF and CWOP. The key mathematical difficulty is: the dissipation
is concentrated at the outlet ∂Dout , while the functionals themselves are defined as
integrals over the whole channel D. Hence the mathematical deriving of a priori
upper bounds is not feasible. As the result, both Lyapunov functionals do allow us
to formulate the Conjectures, but they are insufficient for obtaining upper bounds
and for the clarification of the conditions to manifest three scenarios. To resolve this
difficulty we have additionally employed the integration along trajectories.

(ix) The existence of three key scenarios (S1–S3 in § 5) of dynamics is a grand
result of the dynamical system theory. However from any book on dynamical systems
one can see that (even for simple dynamical systems) the conditions under which each
scenario is manifesting depend in a very complicated manner on the initial data. If the
asymptotic behaviour of the channel flows (which represents more complex dynamical
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system than one-dimensional equations) also exhibits the same three scenarios, then
it would be also a grand result. Due to the difficulty of the problem we give only a
few rough estimations of the conditions related to each scenario; we also study these
conditions qualitatively in the computational part. For the self-oscillations (§ 11) we
are able only to indicate the general nature of the conditions.

(x) In §§ 6–9 we have presented substantial information on the lifespans
of both perturbations and particles. These lifespans are important theoretically:
they give us basic information about the flow stability, vortex dynamics, and the
Lagrangian dynamics of particles. For example the finite time required for CWOF is
a phenomenon of Lagrangian dynamics that excludes the formation of recirculation
zones and hence underlies the CWOP in finite time. Such decay represents the strong
case of the asymptotic stability (nilpotent stability, Morgulis & Yudovich 2002).
The existence of nilpotent stability for fluid flows is in strong contrast with finite-
dimensional results, where the total decay of perturbations always takes infinite time.
It is also important that the gradual increasing of the lifespans of both perturbations
and particles finally leads to the trapping: hence we know why and how the trapping
develops gradually; it can be seen in details and explained (both physically and
mathematically) at all its stages. The lifespans also appear in many important practical
applications, e.g. in the weather forecast and in the dynamics of pollution.

(xi) The washout and trapping of vorticity represent exciting and challenging
problems of vortex dynamics. Our computational solutions show that the collision
of a vortex patch with ∂Dout leads to the partial shedding of vorticity from a vortex
core through ∂Dout while the remaining part of the patch drastically changes its size
and geometry and moves back towards ∂Din . Neither the velocity circulation nor the
effective distance from the trapping-oriented wall for this backward motion can be
theoretically predicted yet. This vortex–outlet–wall interaction exhibits the complex
dynamics of vorticity and certainly deserves further studies. The most interesting
question is how to control the trapping of vorticity. Our computations show that the
amount of trapped vorticity and the structure of a trapped vortex strongly depend on
the changing of BC on ∂Dout . At the same time these results are not sensitive to the
changes of BC on ∂Din . This property has a clear physical explanation: the changing
of BC on ∂Din brings changes only to the basic flow. In contrast, the changing of BC
on ∂Dout produces drastic changes in the amount and structure of trapped vorticity
during the described above collision.

(xii) From the viewpoint of vortex dynamics the most classical version of the
problem (2.16), (2.17) is to consider UBF combined with the initial perturbation
ω̃0(x) = ω0 = const. This problem possesses only two dimensionless parameters: ω0

and L. In the process of evolution such a flow divides itself into two parts: with
ω =0 and ω = ω0. The interface dynamics between these parts can be rather complex,
however the main interest is to determine the universal limiting flows as t → ∞ and
to make their classification in the plane (ω0, L). These flows are expected to be stable,
since they are obtained by the relaxation process; the analytical stability criteria can
be obtained by the generalization of Vladimirov (1988). One may also introduce the
idea of the vortex capacity of D defined as the maximal amount of vorticity that can
be trapped. We do not study this topic due to two reasons: (a) our numerical method
generates the maximal errors at the jumps of ω, therefore, for example, the distribution
of ω inside the patches (9.5) has been chosen Gaussian to make those jumps small;
(b) we deliberately restrict ourselves with the study of generic perturbations.

(xiii) There are two highly unusual elements in the nonlinear asymptotic stability
results of §§ 7 and 8: (i) we simultaneously use two norms to measure ‘the smallness’
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of vorticity perturbations: ω̃+ (C-norm) and I (L2-norm); (ii) in contrast to the
widespread mathematical statements about the stability with respect to finite but
sufficiently small (unknown how small) perturbations, we are able to evaluate the
thresholds values of amplitudes explicitly.

(xiv) The justification of any results for an inviscid fluid is often understood
as solving similar problems for a viscous fluid with vanishing viscosity. We can
mention here only the first studies of inlet and outlet boundary layers by Temam &
Wang (2002) and Ilin (2008). Such boundary layers can be very different from the
conventional ones. This direction of research is very promising, for example, Doering,
Spiegel & Worthing (2000) have obtained the non-zero rate of energy dissipation in
the limit of vanishing viscosity for the flows with the suction through a wall.

(xv) This paper can be also considered as a preparatory stage for the further
studies of the vortex breakdown theory with various BC, which have been started by
Wang & Rusak (1997) and Gallaire & Chomaz (2004). The linear axisymmetric modes
in swirling flows (subject to different BC) were studied by Gallaire & Chomaz (2004)
who discovered that kinetic energy of perturbations could not increase, provided vn

was given on ∂D and the azimuthal velocity was given on ∂Din . Therefore, any linear
instability is impossible and the concept of the incipient vortex breakdown by Wang &
Rusak (1997) cannot be used in this situation. However, a vortex breakdown can be
caused by a nonlinear mechanism similar to the trapping of perturbations. Although,
the BC of Wang & Rusak (1997) are sometimes considered as more physically realistic
than YBC, it should be mentioned that their generalization to non-axisymmetric
flows is conceptually unknown, while YBC are well formulated both in two and three
dimensions. At the same time the similar studies of flow regimes have not yet been
started for Kazhikhov’s BC (Antontsev et al. 1990) that prescribe the full velocity
vector at ∂Din . It is proven that Kazhikhov’s BC, as well as YBC, lead to a well-posed
problem for three-dimensional Euler equations, hence they simultaneously allow us
to approach both two- and three-dimensional vortex breakdown problems.

(xvi) It is a challenging problem to study the limit of zero minimal horizontal
velocity U− → 0 on ∂Din and/or ∂Dout in (2.6). This limit appears as singular in our
theory, since the expressions we use (such as (7.4)–(7.7)) contain U− in denominators.
However we do not consider this case as being untractable; it should be treated
separately and one can expect here much stronger trapping of vorticity.

(xvii) An interesting generalization of the problem (2.1)–(2.5) is to prescribe the
time-oscillations of velocities at ∂Din and ∂Dout . The studies of such a generalization
have already been started by Morgulis (2005), Vladimirov (2005) and Morgulis &
Vladimirov (2008) for an inviscid fluid and by Vladimirov (2008) for a viscous fluid.
Here one can find important links to the steady streaming theory (Stuart 1966;
Batchelor 1987; Riley 2001) and to biological applications for time-periodic flows
(Pedley 1980).

(xviii) The divergent form (4.9) and the related fluxes of Arnold’s functional Wα

can be generalized to all known cases of Arnold’s stability, for example to various
MHD flows such as the flows studied by Moffatt (1985, 1986), Vladimirov & Moffatt
(1995) and Vladimirov, Moffatt & Ilin (1996) and to a broad variety of geophysical
flows (see e.g. Swaters 1992).
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Appendix A. Proof of Proposition 1

We divide the proof into five steps.
Step 1: The stream function of the perturbed flow is

ψ(x, t) = Ψ (x) + Γ G(x − x0(t)),

−�G(x, x0) = δ(x − x0), when x, x0 ∈ D,

G(x, x0) = 0, when x ∈ ∂D,

⎫
⎪⎬
⎪⎭

(A 1)

where x0(t) = (x0(t), y0(t)) is the current position of a vortex, G is Green’s function
for Dirichlet’s problem in D, and δ is the delta function. The ‘reflected’ part of G is

g(x, x0) = G(x, x0) + (2π)−1 ln |x − x0|, (A 2)

where for any x0 ∈ D function g is the solution of Dirichlet’s problem:

�g(x, x0) = 0, x ∈ D; g(x, x0) = (2π)−1 ln |x − x0|, x ∈ ∂D. (A 3)

If x0 ∈ D, then BC for g represents a smooth function, hence g is also smooth
everywhere in D. However the smoothness of BC in (A 3), and consequently the
smoothness of g in D, are deteriorating as x0 → ∂D.

The equations of motion for a vortex

dx0/dt = ∇
⊥ |x=x0

(Ψ (x) + Γ g(x, x0)) , ∇
⊥ ≡ (∂/∂y, −∂/∂x) (A 4)

represent a Hamiltonian system with the Hamiltonian function

H(x) = Ψ (x) + Γ Ĥ(x), Ĥ(x) ≡ g(x, x)/2,

where we used the well-known symmetry of g:

g(x, x0) = g(x0, x), 2∇
⊥ |x=x0

g(x, x0) = (∇⊥g(x, x0) + ∇
⊥
0 g(x, x0)) |x=x0

with ∇⊥
0 ≡ (∂/∂y0, −∂/∂x0). One can see that all possible trajectories of a vortex lie

on the level curves

H(x) = const< ∞ (A 5)

for the different values of a constant.
Step 2: For the rectangular domain D (defined in (2.2)), Green’s function G can

be written explicitly as a double series over all mirror reflections of the point vortex
with respect to all sides of the domain (Villat 1930):

G(x, x0) =
1

4π

∑

p

ln
|x − x0 − p|2|x + x0 − p|2
|x − x0 − p|2|x + x0 − p|2 , x0 = (x0, −y0),

where p = (2kL, 2m) and the summation is performed over all k, m = 0, ±1, . . . . The
sum of this series can be expressed with the use of Weierstrass’ function ℘ (Villat
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1930); however, the explicit presentation is more instructive for our purposes. The
original vortex contributes the unique term (k, m) = (0, 0) with a singularity inside D;
removing this term gives the formula for g (see (A 2)):

g(x, x0) =
1

4π

ln
|x − x0|2|x + x0|2

|x + x0|2 +
1

4π

∑

p �=0

ln
|x − x0 − p|2|x + x0 − p|2
|x − x0 − p|2|x + x0 − p|2 .

Hence,

Ĥ(x) =
1

8π

ln
4x2y2

x2 + y2
+

1

8π

∑

k2+m2 �=0

ln
((x − kL)2 + m2)((y − m)2 + k2L2)

(m2 + k2L2)((y − m)2 + (x − kL)2)
. (A 6)

The series in the right-hand side of (A 6) converges in the following sense: the partial
sums over the ‘squares’ |k| � N , |m| � N have well-defined limit values for N → ∞ and
for every x inside D (see the proof of this statement in step 5). However, the terms
with (k, m) = (1, 0), (0, 1) and (1, 1) have singularities on the boundary. These terms
relate to the collisions of the original vortex with its nearest reflections. We denote

the sum of all these singular terms as Ĥs(x):

Ĥs(x) =
1

8π

ln

(
x2y2(L − x)2(1 − y)2

(x2 + y2)((1 − y)2 + x2)(y2 + (L − x)2)((1 − y)2 + (L − x)2)

)
.

The sum of all other terms in (A 6) (which are regular in D with ∂D) is denoted as

Ĥr (x) = Ĥ(x)− Ĥs(x). This regularized sum converges uniformly in x ∈ D with ∂D.

Consequently, Ĥr (x) = O(1) as x → ∂D.
Step 3: Let ρ ≡ min(x, L − x, y, 1 − y) be the distance between x ∈ D and ∂D. Let

us take ρ = x (all other cases can be treated similarly). Then

Ĥs(x) =
1

8π

ln
ρ2(L − ρ)2

[y2 + (L − ρ)2][(1 − y)2 + (L − ρ)2]

+
1

8π

ln
y2(1 − y)2

(ρ2 + y2)[(1 − y)2 + ρ2]
=

1

4π

ln ρ + O(1), as ρ → 0. (A 7)

The regular part Ĥr (x) =O(1) and Ψ (x) = O(1) as ρ → 0. Consequently,

H(x) =
Γ

4π

ln ρ + O(1) as ρ → 0.

As one can see H → −∞ as ρ → 0 (for Γ > 0), hence a vortex cannot approach the
boundary along any available trajectory H(x) = const (A 5). It proves that the vortex
is trapped inside the channel D.

Step 4: It is clear from (A 7) that Ĥs(x) is bounded from above; hence H is also
bounded from above. Therefore H always attains its maximum in D. It proves that
there is always at least one vortex equilibrium in D.

Step 5: The convergence of the series (A 6) has been essentially used above. Let us
prove it now. An arbitrary term of (A 6) contains the function

ln(1 + R(k, m)), R(k, m) ≡ yx
4mkL − 2(Lky + mx) + yx

(m2 + k2L2)((y − m)2 + (x − kL)2)
,

where (x, y) ∈ D. One can notice that

R(k, m) =
4mkL

(m2 + k2L2)2
+ O((m2 + k2L2)−3) as k2 + m2 → ∞. (A 8)
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Let SN be a partial sum of (A 6) over |k| � N , |m| � N . Using the symmetry k → −k,
m → −m we rewrite it as

SN =
∑

k > 0, m > 0

ln{(1 + R(k, m))(1 + R(−k, m))(1 + R(k, −m))(1 + R(−k, −m))}.

Now (A 8) yields

(1 + R(k, m))(1 + R(−k, m))(1 + R(k, −m))(1 + R(−k, −m))

= 1 + O((m2 + k2L2)−3), k2 + m2 → ∞.

That gives us the convergence of the series (A 6). Since the number of singular terms
at ∂D in series (A 6) is finite, their omitting does not change the convergence of

(A 6). It means that the function Ĥr (x) is well defined and the convergence of the
corresponding series is uniform in x ∈ D with ∂D. Hence the proposition is proven.

Appendix B. Proof of Proposition 4

We divide the proof into five steps.
Step 1: Equations (6.4) and (6.5) yield

τ̃t + ψy τ̃x − ψx τ̃y = ψ̃xτ0y − ψ̃yτ0x ≡ J̃0(x, t),

τ̃ (0, y, t) = 0, τ̃ (x, 0) = −τ0(x),

}
(B 1)

where τ̃ (x, t) ≡ τ (x, t) − τ0(x). In (B 1) the left-hand side represents the full (material)
time-derivative along the trajectory of exact motion. Let x =(x, y) be the current
(intermediate) Cartesian coordinates and and t (t0 � t � t) be the current time on
the trajectory which starts at the point (a, t0) and passes through the point (x, t).
Then the integration of (B 1) along the trajectory x = x(a, t0, t) = x(x, t, t) (6.1), (6.2)
gives

τ̃ (x, t) − τ̃ (a, t0) =

∫ t

t0

J̃0(x, t) dt,

where the integration is performed for fixed x and t in x(x, t, t). Since by definition
τ̃ (a, t0) = τ (a, t0) − τ0(a) and τ (a, t0) = 0, we arrive at

τ̃ (x, t) = −τ0(a) +

∫ t

t0

J̃0(x, t) dt . (B 2)

The function τ0 is everywhere positive (6.9) and τ ≡ t − t0, hence we obtain that

τ (x, t) = τ0(x) + τ̃ (x, t) � τ0(x) + J̃ +
0 (t)τ (x, t),

J̃ +
0 (t) ≡ max

x,t
|J̃0(x, t)| where x ∈ D, 0 � t � t,

⎫
⎬
⎭ (B 3)

where the dependence of J̃ +
0 (t) on t appears due to the fact that t represents the

upper value of t . With the use of (6.9) we derive

J̃ +
0 (t) ≡ max

x,t
|ψ̃x(x, t)τ0y(x) − ψ̃y(x, t)τ0x(x)| � max

x,t
|∇ψ̃(x, t)| max

x
|∇τ0(x)|

= max
x,t

|ṽ(x, t)|(∇τ0)
+ where x ∈ D, 0 � t � t. (B 4)
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We strengthen the inequality in (B 4) by the extension of the interval of evaluation of
the maximum over 0 � t < ∞:

J̃ +
0 (t) � J + ≡ q̃+(∇τ0)

+ where q̃ ≡ |ṽ(x, t)| � q̃+ for x ∈ D and t > 0. (B 5)

Here the upper bound q̃+ for the absolute value of velocity is unknown. We are going
to estimate it to provide J + < 1; after that (B 3) will lead to the required result (6.17).

Step 2: We employ two auxiliary inequalities which we accept without proof. They
represent the special cases of much more general inequalities given in Lemmas 7.16
and 7.12 of Gilbarg & Trudinger (1983). The first one is valid for any differentiable
in D function f = f (x):

| f (x) − f aver | �
1 + L2

2L

∫

D

|∇̂⊗ f (x̂)|
|x − x̂| dx̂, f aver ≡ 1

L

∫

D
f (x) dx, x ∈ D, (B 6)

where ∇
⊗

f is the tensorial derivative with the components ∂fi/∂xk with i, k = 1, 2
and f aver is the average value of f over D. The absolute value of matrix mik is
defined as |mij |2 = mklmkl , where the summation convention is employed. The second
inequality

∣∣∣
∫

D

g(x̂)

|x − x̂| dx̂

∣∣∣�
√

π

(
2
p − 1

p − 2

)1−1/p

L1/2−1/p‖g‖p ; ‖g‖p ≡
(∫

D
|g(x)|p dx

)1/p

(B 7)

is valid for every x ∈ D, for any real number p > 2, and for an arbitrary (even
for a non-differentiable) function g(x). We take f = ṽ, g = |∇⊗ ṽ| (this g is non-
differentiable), then we apply (B 6) and (B 7) one after another, and use ṽ

aver
= 0 that

follows from the incompressibility of a fluid and the YBC (2.17). The result is

|ṽ(x, t)| � c0

(
p − 1

p − 2

)1−1/p

L−1/p
∥∥∥∇
⊗

ṽ

∥∥∥
p
; c0 ≡

√
π

L
(1 + L2); p > 2. (B 8)

Step 3: We need to obtain an upper bound for ‖∇
⊗

ṽ‖p , p � 2 in the terms of
vorticity perturbation ω̃. For p = 2 instead of an upper bound one can get an exact
expression via enstrophy:

∥∥∥∇
⊗

ṽ

∥∥∥
2

2
= ‖ω̃‖2

2 = I[ω̃] (B 9)

that can be proven with the use of Fourier’s presentation

ω̃(x, t) =

∞∑

k,m=−∞
ω̃k,mei(kαx+πmy), α = π/L.

Here ω̃k,m = −ω̃−k,m = −ω̃k,−m = ω̃−k,−m so that the Fourier series represents the odd

periodic extension of ω̃. Then the Fourier coefficients for ψ̃ are ψ̃k,m = − [(αk)2 +
(πm)2]−1ω̃k,m hence the Fourier coefficients for ∇

⊗
ṽ are

(
∇

⊗
ṽ

)
k,m

= ω̃k,mMkm, Mkm ≡ 1

α2k2 + π
2m2

(
παmk π

2m2

−α2k2 −παmk

)
,

and (B 9) follows from this expression, |Mkm| =1, and Parseval’s theorem.
The case p > 2 is more complicated; the related theory gives only a well-known

inequality that we also accept without proof (one can find it in Stein & Weiss 1971,
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chapter 7; Stein 1986, chapter 2):
∥∥∥∇
⊗

ṽ

∥∥∥
p

� c1p ‖ω̃‖p, p > 2. (B 10)

Here a constant c1 is independent of both p and L. The explicit expression for c1

taken from Yudovich (1989, § 1) is already given in (6.12).
Step 4: The use of (B 8)–(B 10) allows us to estimate q̃(x, t) ≡ |ṽ(x, t)| in terms of

I and ω̃ only. For p > 2 we write

|g|p = |g|p|g|p−p, p = p/(p − 1); g ≡
∣∣∣∇
⊗

ṽ

∣∣∣.

The estimation of ‖g‖p obtained with the use of the Hölder inequality with the
conjugated exponents 2/p, 2/(2 − p) is

L−1/p‖g‖p �
(
L−1/2p‖g‖2p

)(p−2)/(p−1)
(L−1/2‖g‖2)

1/(p−1).

This inequality together with (B 10), (B 9), and (B 8) yields

|ṽ(x, t)| � c0

(
p − 1

p − 2

)1−1/p (
2c1p L−1/2p‖ω̃‖2p

)(p−2)/(p−1)
(
√

I/L)1/(p−1).

An additional simple inequality follows directly from the definition of ‖·‖2p (B 7):

L−1/2p‖ω̃‖2p � |ω̃|+x , where |ω̃|+x ≡ max
x

|ω̃(x, t)|. (B 11)

It gives

|ṽ(x, t)| � c0

(
p − 1

p − 2

)1−1/p (
2p c1|ω̃|+x

)(p−2)/(p−1)
(
√

I/L)1/(p−1). (B 12)

The increase of the right-hand side in (B 12) gives a more compact inequality

|ṽ(x, t)| � 4c0

√
I/L

Xσ

σ (1 − σ )
, (B 13)

X ≡ c1|ω̃|+x
√

L/I � c1 > 1, σ =
p − 2

p − 1
∈ (0, 1), (B 14)

where the bound X � c1 > 1 follows from (B 11) at p = 1. The inequality (B 13) is
valid for every σ ∈ (0, 1); therefore the next step is to choose the value of σ that
minimizes the right-hand side. The calculation of the minimizer yields:

σ − =
2

2 + χ +
√

χ2 + 4
, where χ ≡ ln X > 0.

It is easy to see that σ − < 1/2 for every positive χ . The minimal value of the right-hand
side of (B 13) is

4c0

√
I/L exp

(
1 − 2σ −

1 − σ −

)
(2 +
√

χ2 + 4) � 4ec0

√
I/L(2 +

√
χ2 + 4).

Thus we arrive to the estimate

q̃+
x ≡ max

x
|ṽ(x, t)| � M(I, |ω̃|+x )

with the function M given in (6.11).
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Step 5: Our final aim in this proof is to obtain the upper bound q̃+
x � q̃+ in order

to use it in (B 5). By virtue of (6.13) we obtain

q̃+
x � M(I+, |ω̃|+) (B 15)

provided that we have the upper bounds I(t) � I+ and |ω̃|+x � |ω̃|+ for every t > 0.
To obtain these bounds we use the fact that our basic flow (6.7) is nonlinearly
stable, hence by virtue of (4.1) we have I+ = CI0. To find the upper bound |ω̃|+ for
vorticity perturbations we use the conservation of full vorticity in each material particle
ω(x, t) =ω0(a, t0). It gives |ω(x, t)| � max(|ω(x, 0)|, |ω(0, y, t)|) where the maximum
of two functions is taken over x, y, t . Physically it means that the maximum of
vorticity can appear either in initial data or in an inlet condition. Since the basic
flow (6.7) is non-separated we get maxy |ω(0, y, t)| = maxx |Ω(x)| = |Ω |+; therefore
|ω(x, t)| � max(|ω(x, 0)|, |Ω |+) � |ω0|+ + |Ω |+. The use of this inequality and the
definition of perturbations gives

|ω̃| = |ω − Ω | � |ω| + |Ω | � |ω0|+ + 2|Ω |+ = |Ω + ω̃0|+ + 2|Ω |+ � |ω̃0|+ + 3|Ω |+,

hence one can take |ω̃|+ = 3|Ω |+ + |ω̃0|+ as it stated in (6.16). For the perturbations
with continuous ω̃(x, t) this value can be lowered to |ω̃|+ = 2|Ω |+ + |ω̃0|+. We keep
the consideration so general that it includes the perturbations with the finite jumps
of vorticity. In the case Ω ≡ const the vorticity perturbation represents a passive
admixture, so that |ω̃|+ = |ω̃0|+ as it is also stated in (6.16). Hence (B 15) is justified.
Moreover, since both arguments in (B 15) represent the maxima valid for any instant
t > 0 we derive that q̃+

x � q̃+ = M(CI0, ω̃
+). Now the use of (B 5) gives (6.15) that

completes the proof.
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