This is a repository copy of A System Engineering Approach To The Design And Testing
Of Battery Vehicle Drives.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/75513/

Monograph:

Edwards, j b and Pacey, k (1980) A System Engineering Approach To The Design And
Testing Of Battery Vehicle Drives. Research Report. ACSE Research Report no 110 .
Department of Control Engineering, University of Sheffield, Mappin Steet, Sheffield S1 3JD

Reuse

Unless indicated otherwise, fulltext items are protected by copyright with all rights reserved. The copyright
exception in section 29 of the Copyright, Designs and Patents Act 1988 allows the making of a single copy
solely for the purpose of non-commercial research or private study within the limits of fair dealing. The
publisher or other rights-holder may allow further reproduction and re-use of this version - refer to the White
Rose Research Online record for this item. Where records identify the publisher as the copyright holder,
users can verify any specific terms of use on the publisher’s website.

Takedown
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request.

\ White Rose o
university consortium eprints@whiterose.ac.uk
/‘ Universities of Leeds, Sheffield & York —p—%htt s:/leprints.whiterose.ac.uk/



mailto:eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

£ o5 A A
. V. B0
A SYSTEMS ESGINEERING APPROACH TO THE DESIGN
AND TESTING OF BATTERY VEHICLE DRIVES

by J.B. Edwards and K. Pacey =
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SYNOPSIS
The dynamic laboratory testing of prototype drives is discussed:
a minicomputer controlling load and drive simultaneously. The roles of
inverse Nyquist analysis, sampled-data systems analysis and computer

simulation in design and commissioning are examined.



Introduction

An essential feature of a systematic approach to the development of
drives for novel applications is the dynamic testing of potential prototype
drives in the laboratory to permit their appraisal and short listing for
possible field trials. £§£e field testiﬁg of each and every drive candidate
would in general be prohibitively expensive and controlled conditions for
fair comparative tests would be wvery difficult to achieve. These problems
are accute in the case of road vehicles where the installation costs of
prototype drives are particularly high and road traffic conditions
highly variable and unrepeatable.

The development of a laboratory facility for dynamic testing itself
poses a number of control problems calling for control svstems design
techniques and computer simulation for their solution prior to the develop-
ment of software for the computer control of the drive and test facility.

Computef simulation and stability analvsis have also been found to play an
important role in the development of the various drives themselves and in
the commisioninag of the comnosite syste@}

The paver describes some of these aspects of research and development
undertakenin this area collaboratively by Chloride Technical and the
Department of Control Engineering of the University of Sheffield.

The computer controlled test facility

There are two essential reauirements for a proper comparison of the
performance of a variety of wehicle drives on the test bed. These are that
the drives should be:

(i) subjected to load patterns representative of identical and
typical journeys as regards gradient profile, payload variation and
vehicle parameters, and

(ii) driven in a manner to ensure that simulated journeys are

completed according to a prescribed schedule (except, of course, where
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such a schedule is found to be impossible of attainment by a particular
drive without serious overstressing mechanically, electrically or thermally,
in which case the drive should be severely pénalised in relation to its more
successful competitors) . N e,

i i T

In the case of battery vehicle driveﬁi the fundamental index of
performance is naturally the ampere-hour utilisation of the available
battery capacity, or conversely, the range attained for a aiven battery
dischargfzﬁ Motor temperature and commutation are also important however
in the overall assessment of drive performance.

From a consideration if (i) and (ii) above it is clear that two basic
control svstems are required for dvnamic drive testing, these being an
automatic load control system and, in the interests of repeatability, an

automatic driver.

The dynamometer

-~

For loading purposes a thryistor controlled d.c. dynamometer was
obtained comprising d.c. generator, inverter and control gear. As shewn
/én_EigT-if{he dvnamometer is equipped transducers for measurement of speed
acceleration and motor-shaft torque and a local analogue cogtroller designed

to minimise the erro%ﬁ

T, 5T =7F (1)
e s v
where Tv is the tractive effort which would be demanded from the test motor

by the simulated vehicle and T, is the tractive effort measured at the motor

shaft{)fNow T comprises five components:
shileh. =

the vehicle acceleration load, Tl(t) = M; v (t) {2)
aerodynamic drag, T, (t) = £lv(t) [v(t) (3)
rolling resistance, T3(t) = a constant (4)
gradient load, T4(X) = an{x) (5)

and mechanical braking effort Tg(t)
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where x(t) is distance travelled, and w#E) the vehicle velocity given by

v(t) = x(t) (6)
i B =

M; is the total inertiai mass of the wvehicle includinag the effective
inertial mass of the rotating parts - less motor, Wv is the total weight

of the vehicle and f its aerodvnamic draa coefficient. ¢ (x) is the distance-
dependent road gradient (uphill values being positive). Thus

T, = w8 F e 4oy wglx) - r5(t)l _ (7)

3

Components Tl, T2 and T3 may be synthesised within the local analogue

control system by proper presettinag of the vehicle mass and drag coeffi-

cients but T being an arbitrary function of distance, must be injected

4'
from an external source as indicated in Fig. 1. Tg is likewise an arbitrary
function (dependent on driver action) and must therefore be synthesised

externally also.

Computer functions

-

A P.D.P. B/Ei?iﬂigéomputer was provided for the calculation and pro-
duction of the signal T4(X) and to nrovide the automatic driver function
in addition to data logging and overall test supervision. As a second
phase it was vplanned that the computer should take over the calculation of
all five load components and exercise the closed-loop load-control function
so permitting the decoupling of any interaction effects discovered between
the driver and load control loops and allowing the distance modulation of
parameters MG and WV to simulate distance-varying payloads.)

Rather than applying one or other of the various published "standard"

*
speed/time duty cycles as a reference for the automatic driver, it was

2
thought preferable h&brecord a series of actual road journeys by arrangina
for a light instrumented vehicle to chase the petrol or diesel-driven
coupterpart (bus, delivery van or private car) of the wvehicle for which the

prototype drive was intended. The speed record vr(t) could then be plaved

*
e.g. the duty cycles of I.S.I., S.A.E. or I.E.C.
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back into the automatic driver controller. Distance profile y(t) is simply
obtained by intégration of the recorded velocity signal. A pendulum incli-
nometer is recorded simultaneously with the road velocity signal and the
road gradient profile o(t) synthesised offdine by subtraction of the acce-
leration component from the peﬁdulum (obtained from the derivative of the
road tachometer signal;} Inthis way tables of vr(i), v(i) and o(i) are made
available for the control of the laboratory testing. Integer i denotes the
ith time step at which the signals are sampled, stored and accessed by the
on-line control system, i.e. sampling instants are given by
t =1iAT, ogigN (8)
(AT isthe sampling interval and NAT the total journey duration) (Most 8=
drives employ some form of armature or battery current feedback to back-off
the driver's throttle signal which may therefore be regarded as a current
demand signal. An automatic driver therefore needs to provide such a demand,
Id(t) from a D/A converter instead. The automatic driving policy adopted
was simple two-term control, viz
I8 =k {v (t) - v(t)} + Ky {xr{t) = gel) | (9)

where vr(t) and xr(t) denote the state of the reference (i.e. road-test)
vehicle at time t, v(t) and x(t) being the velocity and position of the
actual drive under test at this instant. ka and kb are the preset propor-
tEmlmdiMwmle&l

Control law (9) is si;éle in its implementation requiring merely the
computer clock to determine time t, a measurement of v(t) from the test-bed
tachometer (from which x(t) and ¥(t) are obtained by digital integration
and differentiation) and access to the pre-stored tables of vr(i) and xr(i)
{set = y(i)}. The calculation of T4(X) for cutput to the dynamometer con-
troller (Fig. 1), is however a little more involved because of the inevitable
discrepancy between x(t) and xr(t) in general. Fig. 2 illustrates how T4
must be obtained by the controlling software.

Basically, when t = say, nAT, having calculated x(n), it is necessary

to find the time mAT at which the reference vehicle was at this position

i.e. when



y(m) = x(n) (10)
so that ¢ (m) may be obtained from the (i) table. To find mrinvolves the
scanning of the y (i) tabléreither side of i = n until a y(i) acceptably
close to x(n) is found. This means that, if control is not to be hindered
by disc transfers, a suitably large block of the tables must be constantly
held in core storage. The necessary block size is determined as follows:
If AT = 0.1 s and the likely distance laag is say., 10 vehicle lengths =
60m, then at an average speed of 15m/s the associated time delay between
reference and test drive would be 60/15 = 4.0s = 40 samples. A safe block
size should therefore be 100 samples in this case bearing in mind that the
test vehicle may overtake the reference drive in a braking situation.

For oroduction of mechanical braking torque T5(t) we must return to
the computer's automatic driver function. Equation (9) will produce,
(through the test motor dynamics), both forward and reverse tractive efforts
in general, but Id(t) will be hard-limited by the driver's throttle end-
stops to values #* Im where Im is the maximum safe current, i.e.

lz 60| s T (11)
Once electrical braking becomes insufficient, mechanical braking is needed

so that an appropriate policy for the control of the simulated mechanical

braking effort is

t.(8) ==k {I () +I 3} , I_(t)g-1I
5 c "7a m a m }(12)

o] i Id(t) > - Im

]

T5(t)
where kC is a gain determined by experiment. To cause the dynamometer to
produce the desired mechanical braking effort, the signal applied externally
to the dynamometer controller is therefore T4(X) (obtained from gradient
tables as discussed above) minus 7. (t) {calculated from equation (12) }.

Fig. 3. illustrates the overall test configuration.



Auto~-driver simulation

Simulation of the automatic driver was carried out on an AD4 hvbrid

computer in order to tune the parameters ka' kb, kc and kd and to validate

the control strateqy before attempting its implementation on the PDP 8 /E.

‘For this purpose vehicle equations (2) to (7) and control equations (9), (11)

and (12) were simulated with error T set to zero, by setting
T, T T, (13)

Tﬁe dynamometer was thus assumed to be perfectly controlled at this stage
of the investigations. The drive selected for simulation was that intended
for the initial test-bed trials, namelv a separately-ekXcited d.c. machine
with solid-state adjustable-field and armature supply voltages Vf(t) and
vi(t) respectively. Somewhat idealised, the drive model interlinking
current demand Id(t) and shaft torque Ts(t) is as follows:

V=E+ IR (14)

where I(t) is the armature current, R the armature circuit resistance and

motor e.m.f E(t) is given by

E = km If v (15)
where km is a drive constant and field current If(t) is governed by
V_=I_R_+1 (16)

£ E £ i 5 Lf

i Rf and Lf being the resistance and inductance of the field windings.

The manirulable voltaces V(t) and Vf(t) are hard-limited such that

oL VgV (17)
where Vb is the fixed battery voltage. and
|Vf[ $ Vo (18)

where me is the maximum field voltage.

The closed-loop current feedback controller acts on V(t) and Vf(t)

such that, if

I =I_ -1 (19)
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= = i <
then V = k_ ]Ie|and Ve = signum (I)V. -, k_ IIel gV (20)
- i I - =k_I I
v Vb and signum ( e)me Vf e I v kv | e| > Vb (21)

Motor pull Tm(t) is broduced through the interaction of I and the field

flux (assumed proportional to If) so that

g ™ km If I (22)

and by subtracting the armature acceleration torgue (translated into an
equivalent linear force) we get
' Ty ™= Ty ™ Mm v (23)

where Mm is the motor's rotational inertia converted into an equivalent
translational mass.

With the addition of the set of drive equations (14) to (23) we have
a complete system description provided the parameter values ares known.
Simulating the system on the hybrid computer produces results tvpified by
Fig. 4 which were obtained for a 75 kw drive powering a 6 tonne vehicle,

the current and voltage limits being Im = 5003, Vb = 180 V and me/Rf = 25 A,

the fully excited motor generating an e.m.f of 180v at 10 m.p.h. Electrical

6.5 Q, L_ =4.5 H. The drive

parameters employed were Ra =75 m, R £

£
inertia was assumed to be equivalent to 10% of that of the vehicle and
aerodynamic drag to absorb full motor effort at 47 m.p.h. Optimum controller
gains were found to be of the order of ka = 75 A per m/s and kb = 15 A per m
respectively producing maximum transient following errors of some seven or
eight vehicle lengths as indicated in Fig. 4 which was obtained for a simu-
lated uphill journey of constant 5% gradient. Such errors were automati-
cally reduced to some one or two vehicle lengths by the end of each -journey
stage and on level roads following errors overall were found to be much
reduced.

The lack of available drive power is manifested by a long period of

chasing by the test drive after the reference vehicle has come to rest,

as evidenced by the result shown in Fig. 5 for a 10% uphill gradient and
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the total unsuitability of a drive is indicated bv its havino no time
to stop between journey stages.

The computer simulation tests were subsequently enhanced to include the
sampling effect of the digital control system and the proposed sampling
frequency of 5 Hertz was found to be more than adequate. producinag a
barely discernible degradation of the performance of the automatic driver.

The overall conclusion drawn from these preliminary simulation studies
is that fhe simple driver strategy (equation 2 and 12) should indeed ensure
that the test drive will follow the reference vehicle faithfully to
within a few vehicle lengths under all reasonable operating conditions.

In situations where serious following errors do develop. these appear to
be the result of inadequate drive power rather than a lack of driver
intelligence. The question of optimisina the auto-driver strateqy is
however, discussed by the present authors in a companion paper(l)

The simulation tests (reported above) do not however guarantee the
success of the overall computer control system. This is because the
dvnamometer has been implicitly assumed to behave ideally, loading the
drive in a manner identical to that of the simulated road vehicle. On
the actual test bed however, the motor loading is controlled by an addi-
tional control loop and the problem of dynamic interaction between the drive
and load-control loops, and its possible effect on system stability, demands
serious attention. The problem is investigatedanalytically in the following
section of the paper.

Interaction of the drive and load-control loops

A tool which has been highly developed and widely applied to the
investigation of the stability and response of linear interactive multi-
variable systems, and the design of controllerstherefor, is the inverse

; 2
Nyquist array (I.N.A) technique of Rosenbrock( ). Although many of the
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drives (such as separately excited d.c. motors with field weakening,
series motors etc.) to be investigated for electric vehicles have non-
linear control characteristics these can usually be linearised to permit
the investigation of their small perturbation behaviour about selected
working conditions. It is therefore not a serious restriction to limit
our investigations here to fixed-field armature-controlled drives which
are substantially linear and therefore more conveniently presented. The
authors have in fact extended their investigations on the following lines,
to include a number of non-linear-drives without seriously affecting the
broad conclusions drawn from the linear svstem studies here reported.

The inverse transfer-function matrix (T.F.M)

The transfer-function matrix (T.F.M) of the multivariable system is
a prerequisite for application of the I.N.A method and may be readily
derived in this case from the drive vehicle and dynamometer equations.

There are

Po2E M A = v W F (24)
s m m g g
T = M' v + \v (25)
v v
and T =T -7 (26)
e s v

where the symbols used earlier have their previous significance, Tg is the
torque developed by the dynamometer generator-translated into linear trac-
tive effort and M9 is the rotational inertia of generator and flywheel
expressed as a translational mass. In comparing the original equations

(2 to 7) for the simulated vehicle drag T, with equation (25) it will be
noticed that the aerodynamic component has here been linearised by making
this a linear function of v with a quasi-constant drag coefficient A. In
addition, the constant rolling resistance T4 has been dropped, having no
effect onstability as has gradient component T, on the assumption that
gradient changes have insufficient frequency bandwidth to seriously affect
the control system response. The svstem inputs are chosen to be motor

effort’fm and generator effort T on the assumptions:
g
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(a) that the armature current controllers of both motor and
generator are very tightly tuned, and
(b) that Tg is directly manipulable by rapid generator field
current adjustment.
The effect of assumption (b) is assessed later and assumption (a)
is well justified , there being minimal lag in the armatures of
d.c. machines. Through the manipulation of Tm and Tq it is required to
control the variables v (the speed) and Te (the dynamometer loading error).
v of course is required to follow the moving reference vr(t) whilst Te is
to be regulated as close to zero as possible. The system outputs chosen
are therefore Av and Te. Av is chosen in preference to v in order to
yield a dimensionless T.F.M. G(s) which after Laplace transformation of

equations (24) to (26) and some manipulation may be obtained in the inverse

form
|+ (T +T.)s
1 (Tl Tz)s , 1
* -1
G (s) =G (s) = (27)
1 + T2 S . 1
where A; ;
m
= G(s) (28)
T T
e g
and the time constants 'I‘l and T2 are given by
= A
T, (Mg + Mm)/ (29)
= LI A
and ’I‘2 (Mv Mg)/ (30)
so that
T 4+ T. = (M' + M )/A (31)
i 2 v m

T, + T2 thus represents the inertial time constant of the simulated vehicle.

Fig. 6 is a block diagram of the open-loop (i.e. uncontrolled) system.
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Application of the inverse Nyguist arrav

Now although in normal circumstances M& > Mg’ so making T2 > 0,

and hence

* *
= Gw) | < |gll (jw) | (32)
the open-loop system is not diagonally dominant(2'3) since
* *
lg,, (G0 | % gy, Gw) | . (=1.0) (33)

so that little can be deduced from the loci of the diagonal terms
*
Fig

two control loops. In the hope that a simple static diagonal controller

*
(jw) and qzz(jw) as to the shape of the inverse Nyquist loci of the
of open-loop T.F.M, K(s) will suffice as originally planned, where
K(s) = (34)

- &
such that the inverse open loop T.F.M. becomes K l(s) g_(s) and the

-

inverse closed loop T.F.M. becomes

* -1 *
H(s) =I+K (8) G (s) (35)

then we deduce that
-1
1+ {1 +(T1+T2)s}kl . k

(36)

H (s)

(1+Tzs)k;l . 14k

*
The system H (s) can clearly now be rendered diagonally dominant by choosing

relatively large values of driver and dynamometer loop gains kl and k2,

(jw) for the’

*
(= 10.0 say) and Fig. 7a shows circles of radius h2l

typical parameter values T1 = 2.0s, T2 = 28.0s and kl = k2 = 10 whilst

*
Fig. 7b shows element h22(jm) (a single point) with circular Gershgorin
%
band radius hl2(jw) . Again however, whilst the Gershgorin bands

clearly now exclude the origin giving diagonal dominance, the band around
*

h
11

*
the auto-driver locus which must lie in the Gershgorin band around hll(jm)

(jw) is so wide as to be of little use in predicting the true shape of
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) . (2,3)
Narrower uncertainty bands known as the Ostrowski bands for two-
input two-outnut systems are obtained by plotting circles of radius

* * %* *
lh2l{jm)||h12(jm)[/|h22(jm)|centred on points on the locus of hll (jw) ,

*
(Jw) .

* * *
and circles of radius Ihlz(jm)||h21(jw)|/|hll(jm)| centred on points h22

The Ostrowski bands for the automatic driver and dynamometer loops are

shown in Fig.BThe first . hand is clearly much narrower than the Gershgorin
band of Fig.7’a and indeed is sufficiently narrow to deduce the satisfactorv
closed ;oop behaviour of the controller . In particular, the proximity of
the auto-driver locus, as estimated from the Ostrowski band, to the unit M
circle predicts a critically damped closed loop resnonse and, as regards
the dynamometer locus it is clear that, as gains kl and k2 are increased,
the locus shrinks towards the point 1.0 + j o which represents perfect
closed loop behaviour with zero error and zero lag.

Direct calculation of the inverse Nygquist loci

Despite the fact that the I.N.A. technique has predicted very satis-
factory behaviour from this multivariable control system its usefulness
should not however be overemphasised because the compensator K(s) (diagonal
in this case) was not synthesised by the I.N.A. technique but was chosen
instead on intuitive grounds only. The subsequent analysis confirmed its
suitability. Just as easily it is possible to calculate the true inverse
Nyquist loci for the two loops, once the precompensator has been decided
uoon,; so removing all uncertaintv associated with the Gershgorin and
Ostrowski bands. In the original design project in fact this direct
approach was the one adopted by the authors and I.N.A. applied subsequently
for purposes of double checking. This alternative approach is now outlined:

Calling the automatic driver control loop (1) and the dvnamometer control
loop (2) then the authors' direct apprecach is to evaluate the open-loop
transfer-function ql{s) of loop (1) with loop (2) closed, i.e.

ql(s) = kl A v/-rm i (tr =-k T ) (37)
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and the open-loop transfer-function qz(s) of loop (2) with loop (1) closed,
i.e.

= T /T 5 T = =k ;\~
q2(5) k2 Te/Tg {Tm 1AV} (38)
and so predict the closed loop behaviour of each loop from the inverse Nyquist

- -1
loci ql l(jw) and q2 (jw) without uncertainty. The inverse transfer functions

are readily deduced from the block diagram of Fig. 9 giving
k. + {Tl + k2{Tl + TZ)}S

q. (s) = (39)
1 kl(k2+l)
and
k. (1+ T._s)
-1 1 1
q, (s) = —— (40)
2 k2(k1+1) {1+ (T1+T2)S}

-1
The closed-loop locus 1 + 9 (jw) is therefore simply a vertical straight
line the points on which are found, as expected, to lie entirely in the

Ostrowski band of Fig. 8 if T, > O and clearly the larger the value of

2
dynamometer gain k2, the more indevendent of the dynamometer controller

the automatic driver becomes. In particular, we deduce from (39) that

Lim q;l(s) = {1+ (Tl + T2)s} /kl (41)

k2+w
the R.H.S. of (41l) being the transfer-function of the real (linearised)
vehicle and drive. The locus of 1 + q;l(iw) is a semi-circle centred on
the real axis and again lying entirely in the Ostrowski band, if T2 >0

having extreme values

-1
I+ q,7(0) =1+ kl/ {kz(k1+l)} (42)

. . . )
and Lim {1+q2 (Gw)} =1 + lel/{kz(Tl+T2)(kl+l)} (43)

Thus as predicted by the I.N.A. method, increasing k2 causes the entire
locus to shrink towards the point 1.0 + j o i.e. towards ideal closed-loop

performance.
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The qualification that T2 > O for the true system loci to lie within
the Ostrowski bands corresponds to Mv' > Mg : as will normally be the case.
If however, the generator and flywheel inertia were to exceed that of the

*
simulated vehicle (i.e. T2 < 0) then it is clear from (36) that H (s) is
necessarily
no longer/diagonally dominant and the INA approach fails whilst useful

predictions can still be made using the direct approach outlined above.

Inclusion of generator field time constant

The model employed in Section 4 has so far assumed Tg and Tm to be
directly manipulable. This is reasonable so far as the armature-controlled
motor is concerned but the generator torque must generally be controlled by
field adjustment involving an exponential inductive lag of time constant Tf.
Although this can be reduced by local feedback techniques, some lag will
nevertheless remain. To examine its effect therefore we must replace k2
in the foregoino transfer—function expressions by k2/(l + Tfs). The

modified expressions for q;l(s) and q2hl(s) become

2
k +
q: s 5 + {Tl + kz(Tl Tz)}s + Tl Tf s "
+ 1 +
il kl(k2 1 Tfs)
_ k. (1 + T g} (1 + T _s)
and 1 5 . £ (45)

q, (s) =
2 kz(kl + )11 + (Tl + Tz)s}

ql%jm) istherefore asymptotic at w = o and «» to its previous
straight line shape but exhibits some deflectiontowards the critical point
of the complex plane at intermediate frequencies. The deflection is
readily limited by setting the system gains suitably high however. As
regards qgl(ﬁm), the locus now climbs vertically as w increases and
since T1 + T2 >> Tf generally, any transient deflection into the second

guadrant (i.e. towards the critical point) is very small. The presence of

Tf does not therefore upset the stability of either control loop.
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The predictions of Section 4.3 and 4.4 are confirmed by time domain

simulation of the complete system (now including the dynamometer control
loop) .

Sampling effects on dynamometer control

As already mentioned in Section 3, hybrid simulations of the
automatic driver revealed no problems when sampling was introduced into
this loor to simulate digital control. Subsequent trials of the real
sysfem likewise showed no problems while ever control of the inertia
loading was left to the local analogue dynamometer controller. In phase
2 of the vproject however, transference of the inertia load calculation to
the PDP8/E computer resulted in severe oscillation in the load demand
signal at sampling frequency, limited only by saturation of the D/A
converter. Severe vibration of the mechanical system naturally resulted.
Similar oscillations were subsequently revealed bv the hybrid computer on
introducing sampling to the dynamometer control loop simulation so indica-
ting true instabilityv rather than accentuation of transducer noise and
pick-up from the chopper controllers by the digital "differentiation".

An analysis of the sampled-data scheme using z-transform techniques was
therefore carried out on the followina lines:-

For simplicity only inertia loads are here considered. Using a
backward finite difference approximation to differentiation we have that

T () =M {v(t,) -v(t, ~T)} , t. £t. <t +T (46)
v v 1 1 X 1 1

where G(t) is the drive velocity signal fed into the digital computer, ti

denotes the i'th sampling instant and T is the sampling interval so that
t, =41iT (47)
:
As we shall see,the preprocessing of the tachometer signal v(t) by a first-
order lag filter of small time constant TL greatly improves controller

performance so that we here assume that

v(t) = v(t) - T, D v () (48)
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where D = d/dt. The shaft torque measurement Ts(t) is also sampled by
the compter so that
T (£) = ¢ (£,) -1 () , £, £t <t, + T (49)
e s i v i i
and, again assuming proportional control of generator torque we have:

Tg(t) = k2 Te(ti) TR t < ti + T (50)

From the continuous machine equations (24) we also deduce that, if
T = Q(being regarded as a fixed throttle setting and therefore having no
effect on stabilitv)
vit) = -1 (8)/(M_ + M) (51)
g m g

and

Ts(t) = Tg(t) MmAMm ¥ Mg) (52)

The sampled-data system described by equations (46) to (52) is represented
in block diagram form in Fig. 10 which indicates the transfer functions of
(5)

the various continuous and discrete operations involved. Taking z-transforms

of the svstem and reduction of the diagram yields the open-loop z-transfer-

function:
T (z) k 22(M T+ z{-aM T+M T+ (a-1)M' T_} - {M' T a + M T (a-1)}
g - 2 m m N4 v L \' v L
T _(=2) (M +M )[ T z(z - a)
e m g
(53)
where a = exp (- T/TL) (54)
Now if the filter is omitted i.e. TL = O the z-transfer function reduces
to simply
T (z) k. (M z + M)
g - 2 m Y (55)
T (2) (M + M) =z
e m g
yielding a pole at the origin of the z-plane and a zero at
z = - M'/M (56)
v m

i.e. well outside the unit circle under normal circulstances (M; >> Mm).
For only very small gains k2 therefore the closed-loop root moves outside

the region of stability so predicting the instability observed on test and



...]_7_
in simulation. If however we consider a non-zero TL(>> T) then an additional
pole is clearly introduced at z = a i.e. just inside the unit circle whilst

the two real zeros of the system occupy positionsgiven by

z = [;{c-a + (a=l)c/B} * 1/‘Ec—a + (a~ﬂc/b}2 + 4cl(a-1)/b + a} ] /2 (57)

where ¢ = M'/M (58)
v m

and b = T/TL (59)

[=1e) that if b << 1.0 (60)

the zero positions are given by

2= (at/a - 4 )/ (61)
so that provided cb is somewhat less than unity, i.e. provided

TL/T > Mé/Mm (62)
the zeros are kept within the unit circle of the z-rlane so that the closed-
ioop system roots remain stable for all gain k2. Simulation shows that
this basic rule of thumb (62) seems to-hold when aerodynamic drag and drive
nonlinearities are introduced and stability was in fact restored to the
digitally controlled dynamometer loop by inclusion of an avppropriate lag

T as expected. Of course for very large ratios Mé/Mm it may prove

Ll
necessary to reduce the sampling interval T in order that lac TL should

not introduce a significant dynamic error into the dynamometer response.

Discussion and Conclusions

The application of systems engineerina technigues has proved to be

invaluable throughout this project the successful outcome of which is

" demonstrated by the test bed results illustrated in Fig. 11 obtained for

the drive and control system simulated in Section 3. [%n some cases, (e.g.
analysis and computer simulation of the automatic driver loop and the
speed/torque loop interaction problem), such techniques have provided prior
reassurance of the stability and accuracy of the proposed control locus so
that the inevitable faults encountered in commisioning could be confidently

attributed to temporary misbehaviour of system components (transducers, data
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links, software etc.) rather than to an invalid system strategy.

Where faults did appear, portable hybrid computers connected to the
real hardware were used to great advantage to simulate parts of the system
(drive or digital compuﬁer) in order to locate the fault;. Fault tracing
would otherwise have proved to be extremely tedious due to the multiple
closed loop actions involved and the prototype nature of all the equipment,
B These computers were also used on occasions to temporarily replace =
parts of the prototype "in-vehicle" power controllers in order to localisge
faults ﬁherein which had escaped detection onthe test bench, many faults
not appearing until the electrically noisy environment of the test bed was
encountered.

The effect of sampling on inertia simulation was not predicted 3 priori
having been omitted from the early simulations. Once the problem was
discovered on the test bed in phase 2 of the project however, simulation
quickly confirmed sampling to be the culprit and control theory rapidly
generated a simple‘successful compensation techniquet}

Subsequent work related to this project has also involved the appli-
cation of systems techniques at both extremes of theccontrol hierarchy.
Detailed simulation and analysis of the pulsed behaviour of series motor

(-86) have been successfully conducted at the plant level whilst

drives
optimal overall control strategies have been evaluated for driving series
and separately excited drives with a view to minimising energy wastage.

This latter problem is discussed by the authors in a companion paperfl)
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