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Abstract As one of the applications of Grover search, an exact quantum algorithm

for the symmetric weight decision problem of a Boolean function has been proposed

recently. Although the proposed method shows a quadratic speedup over the clas-

sical approach, it only applies to the symmetric case of a Boolean function whose

weight is one of the pair {0 < w1 < w2 < 1, w1 + w2 = 1}. In this article, we

generalize this algorithm in two ways. Firstly, we propose a quantum algorithm for

the more general asymmetric case where {0 < w1 < w2 < 1}. This algorithm is

exact and computationally optimal. Secondly, we build on this to exactly solve the

multiple weight decision problem for a Boolean function whose weight as one of

{0 < w1 < w2 < · · · < wm < 1}. This extended algorithm continues to show a

quantum advantage over classical methods. Thirdly, we compare the proposed algo-

rithm with the quantum counting method. For the case with two weights, the proposed

algorithm shows slightly lower complexity. For the multiple weight case, the two

approaches show different performance depending on the number of weights and the

number of solutions. For smaller number of weights and larger number of solutions,

the weight decision algorithm can show better performance than the quantum counting

method. Finally, we discuss the relationship between the weight decision problem and

the quantum state discrimination problem.
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1 Introduction

Quantum database search shows a quadratic speedup over any classical approach [1,2].

Although the speedup of quantum search is modest, the application areas of the quan-

tum search are significantly wider. For this reason, many studies have investigated the

properties of quantum search [3–9] or extended it to other areas [10–18]. Our work

here provides one such extension.

For a binary function, its weight is the ratio of inputs which evaluate to one over all

possible inputs. Weight analysis has been investigated for cryptanalysis [19], coding

theory [20], fault-tolerant circuit design [21], and for the built-in self-testing of circuits

[22].

For a general Boolean function, or oracle, which can be evaluated on N inputs,

the query complexity for weight analysis is O(N ) for any classical algorithm [23].

By contrast, quantum algorithms showed promise in the weight analysis of Bool-

ean functions from the start. The Deutsch algorithm can determine whether a one-bit

input function is constant or balanced with a single oracle evaluation [24]. This was

extended to n-bit input functions in the Deutsch-Jozsa algorithm [25] where it shows

an exponential advantage to any exact classical algorithm. Indeed, the Deutsch-Jozsa

algorithm has been analyzed in the context of cryptanalysis [26]. This suggests that

more general weight analysis algorithms may play a useful role for cryptanalysis.

In this work, we focus on the weight decision problem: the task is to determine

which of a promised pair of weights, {w1, w2}, a Boolean function actually possesses.

In its initial setting this problem was proposed with the symmetric constraint that

w1 + w2 = 1 and it was found that an efficient quantum algorithm provides a qua-

dratic speedup over any classical approach [27].

In this study, we extend it to the asymmetric and the multiple weight cases, and

compare it with the quantum counting and the quantum state discrimination. Firstly,

we consider the asymmetric weight decision problem where {0 < w1 < w2 < 1}.
We reduce this problem to the symmetric case by adding two more qubits with modi-

fication of the Boolean function. This algorithm yields exact results which it inherits

from the exact solution to the symmetric weight decision algorithm and also shows

a quadratic speedup over classical approaches. Secondly, we consider the multiple

weight case where {0 < w1 < w2 < · · · < wm < 1}. For this problem, we propose a

knock-out approach with an overall complexity O(m
√

N ). Hence when m <
√

N , the

proposed algorithm shows a speedup over classical approaches. Thirdly, we compare

the proposed weight decision algorithm and the quantum counting method. For the

case of two weights, both algorithms are computationally optimal, however the pro-

posed weight decision algorithm shows slightly lower complexity. For the multiple

weight case, the relative advantage of the two approaches depends on the number

of weights and the number of solutions. In this case, exact quantum counting needs

O(
√

t N ) queries, where t is the number of solutions. Hence when m <
√

t , the

weight decision algorithm shows better performance. Lastly, we compare quantum
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Quantum algorithm for the asymmetric weight decision problem 179

state discrimination and the weight decision algorithm; quantum state discrimination

cannot perfectly distinguish two quantum states unless they are mutually orthogonal.

On the other hand, in the weight decision problem, two (generally non-orthogonal)

quantum states representing Boolean functions can be exactly distinguished with unit

probability using multiple invocations of the oracle. Therefore we find that access to

the oracle is more powerful than access solely to the quantum states that represent

them.

This paper is organized as follows. Details of the weight decision problems for the

symmetric, asymmetric, and multiple-weight cases are discussed in Sect. 2. In Sect. 3,

we propose a quantum algorithm for the asymmetric case and show that this is exact

and computationally optimal. Section 4 extends the problem to the multiple weight

case and obtains the condition for retaining a quantum advantage. The comparison

between quantum counting and the proposed algorithm is shown in Sect. 5. Some

relationships between the weight decision problem and quantum state discrimination

are considered in Sect. 6. Section 7 concludes with some discussions of possible future

work.

2 Weight decision problems

Definition 1 (Weight w of a Boolean Function f )[27] The weight w of a Boolean

function f is defined as the ratio of the number of inputs whose outputs are one over

the number of all possible inputs of f .

Definition 2 (Multiple Weight Decision Problem) Given a Boolean function f , decide

exactly the weight w of f where w ∈ {0 < w1 < w2 · · · < wm < 1}.

For two weights, the most general form of the problem is called the asymmetric

weight decision problem. Additionally, if these weights satisfy w1 + w2 = 1, we call

it the symmetric weight decision problem.

3 Quantum algorithm for the asymmetric weight decision problem

3.1 Brief description of the symmetric weight decision algorithm

3.1.1 Properties of the Grover operator

Consider a Boolean function f with a weight w = sin2 βw

2
, where 0 ≤ βw ≤ π . The

uniform superposition of all states is used as the initial state for the algorithm and may

be expressed as

|ψw,0〉 = sin
βw

2
|s〉 + cos

βw

2
|ns〉 , (1)

where |s〉 and |ns〉 denote the uniform superpositions of solution [i.e., where f (x) = 1]

and non-solution [i.e., where f (x) = 0] basis states, respectively.
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180 B.-S. Choi, S. L. Braunstein

Now the generalized Grover operator consists of two inversion operators as

G = −I|ψw,0〉(θ)I|s〉(φ) , (2)

where the inversion operator is defined as

I|ψ〉(θ) ≡ I − (1 − eiθ )|ψ〉〈ψ | . (3)

Since θ = φ = π in the standard Grover search algorithm, the standard form of

the Grover operator is

G = −I|ψw,0〉(π)I|s〉(π)

= (2|ψw,0〉〈ψw,0| − I )(I − 2|s〉〈s|), (4)

where −I|ψw,0〉(π) inverts all states about the average, and I|s〉(π) flips the sign of all

solution states.

After applying the standard Grover operator k times, the initial state becomes

|ψw,k〉 = sin(2k + 1)
βw

2
|s〉 + cos(2k + 1)

βw

2
|ns〉 . (5)

Measuring this state in the computational basis, we can find one of the solutions

with a success probability of sin2(2k + 1)
βw

2
.

3.1.2 Simple application of the Grover operator for weight decision

As the simple case, we study which weights can be decided exactly after k iterations

of the Grover operator. Consider a situation where the weight is w1 = sin2
(

k
2k+1

π
2

)

,

so βw1 should be k
2k+1

π . Note that if the weight is w2 = cos2
(

k
2k+1

π
2

)

we may

reformulate it as

cos2

(

k

2k + 1

π

2

)

= cos2

(

2k + 1 − k − 1

2k + 1

π

2

)

= sin2

(

k + 1

2k + 1

π

2

)

, (6)

to conclude that βw2 should be k+1
2k+1

π .

After applying k iterations of the Grover operator, the final states for the two cases

w = w1 and w = w2 are

|ψw1,k〉 = sin2

(

kπ

2

)

|s〉 + cos2

(

kπ

2

)

|ns〉 (7)
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and

|ψw2,k〉 = sin2

(

(k + 1)π

2

)

|s〉 + cos2

(

(k + 1)π

2

)

|ns〉 (8)

= cos2

(

kπ

2

)

|s〉 + sin2

(

kπ

2

)

|ns〉 (9)

respectively.

Note that if k is even, |ψw1,k〉 = |ns〉 which denotes the normalized non-solution

state; similarly, |ψw2,k〉 = |s〉 which denotes the normalized solution state. As a result,

if k is even, and the measured value x̂ is one of solutions, then we can conclude that

w = w2 otherwise w = w1. Likewise if k is odd, the two final states are exchanged.

Therefore, based on the value of k and the function output of the measured value, we

can decide the exact weight.

3.1.3 Phase matching for the symmetric weight decision problem

Unfortunately, the above algorithm can find the exact weight only when w1 +w2 = 1

and w1 = sin2
(

k
2k+1

π
2

)

and w2 = cos2
(

k
2k+1

π
2

)

, and hence cannot be used even

for the symmetric weight decision problem. To resolve this problem, the symmetric

weight decision algorithm was proposed as shown in Algorithm 1. The basic idea of

this approach is to use the same idea of the above algorithm for the first to k −2 Grover

operators, and apply some phase matching for the last two Grover operators as shown

in the third and fourth step. Hence the number of Grover iterations is k, which can be

evaluated from line 1.b in Algorithm 1. Basically this approach is based on the phase

matching condition for the sure success quantum search algorithm [3–9]. In this case,

the algorithm applies two phase matching conditions for the last two phases because

there are two weights. The phases for the last two steps are as follows.

cos θ1 = (−1)k cos βw1 − cos 2βw1 cos(2k − 2)βw1

sin 2βw1 sin(2k − 2)βw1

. (10)

cos θ2 = (−1)k sin 2βw1(y sin θ2 − (−1)k sin βw1)

cos βw1 cos 2βw1 − (−1)k cos(2k − 2)βw1

. (11)

The interpretation of the measurement output and hence the decision is the same as

with the simple application case.

3.2 Asymmetric weight decision algorithm

The key idea for the symmetric weight decision algorithm is based on the symmetry

between the given weights where the sum of two weights must be one. On the Bloch

sphere, the two initial states are located in symmetric positions in the XY -plane, and

hence the Grover operator would rotate the two states in a symmetric fashion. This is
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182 B.-S. Choi, S. L. Braunstein

Algorithm 1 Quantum Algorithm for the Symmetric Weight Decision Problem [27]

1.a |ψw,0〉 = (H |0〉)⊗n |1〉, i = 0.

1.b If w1 ≤ sin2 π
5
, k is 2, otherwise k satisfies sin2

(

k−1
2k−1

π
2

)

< w1 ≤ sin2
(

k
2k+1

π
2

)

.

1.c k−1
2k−1

π < βw1 ≤ k
2k+1

π . βw1 + βw2 = π .

2. While(i < (k − 2)) do

{

|ψw,i+1〉 = −I|ψw,0〉(π)I|s〉(π)|ψw,i 〉,
i = i + 1

}

3. |ψw,k−1〉 = −I|ψw,0〉(−θ1)I|s〉(π)|ψw,k−2〉
4. |ψw,k 〉 = −I|ψw,0〉(−θ2)I|s〉(π)|ψw,k−1〉
5. Measure |ψw,k 〉 in the computational basis. Let the result be x̂ .

6-1. If k is odd and if f (x̂) = 1 then w = w1 else w = w2.

6-2. If k is even and if f (x̂) = 1 then w = w2 else w = w1.

the reason why we call this algorithm the symmetric weight decision algorithm in this

article, not the limited case as it is called in Ref. [27].

Unfortunately, since the asymmetric case has no such symmetry between the two

weights in the Bloch sphere it appears to be relatively difficult to design a suitable

algorithm. However, we can reduce the asymmetric case to the symmetric case by

modifying the Boolean function by adding extra inputs in such a way as to regain the

symmetry.

Here we shall write w1 = n1
N

and w2 = n2
N

for a given Boolean function f . Now

we consider extra inputs from N to 4N − 1. Hence the total input space is 4N . Based

on this, we can formulate the modified Boolean function f ′ as follows.

f ′(x) ≡

⎧

⎪

⎪

⎨

⎪

⎪

⎩

f (x), 0 ≤ x < N ,

f (x − N ), N ≤ x < 2N ,

1, 2N ≤ x < 2N + l,

0, 2N + l ≤ x < 4N .

(12)

Hence the modified weight for f ′ is w1
′ = n1+n1+l

4N
= 2n1+l

4N
and w2

′ = n2+n2+l
4N

=
2n2+l

4N
. To make it satisfy the symmetric condition, the value l should be 2N −(n1+n2).

Since the Boolean function is modified, the corresponding oracle operation must

be changed. In addition, this change requires just two more qubits, in order to repre-

sent inputs from N to 4N − 1. Having made these changes, the asymmetric weight

decision algorithm has been reduced to the symmetric weight decision algorithm on

this modified oracle and modified input space. This allows us to use Algorithm 1 with

our modified oracle.

3.3 Analysis

First, the proposed algorithm is one of the exact or sure success algorithms. In this

case, the additional value l is an integer number, and hence Algorithm 1 can be used.

Second, the proposed algorithm is computationally optimal. Since the asymmetric

weight decision problem can be reduced to the symmetric weight decision problem,
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Algorithm 2 Multiple Weight Decision Algorithm

Let S = {w1, w2, . . . , wm }.
WHILE (|S| 
= 1)

{

wmin = smallest weight from S.

wmax = largest weight from S.

Asymmetric Weight Decision Algorithm(wmin, wmax).

S = S − non_selected weight.

}

Return the exact weight as S.

the computational complexity for the symmetric weight decision problem is the same

for the asymmetric weight decision problem. For the symmetric weight decision prob-

lem, let us assume w1 and w2 are sin2
(

k
2k+1

π
2

)

and cos2
(

k
2k+1

π
2

)

, respectively. In

that case, the symmetric weight decision algorithm can decide the exact weight w with

O(k) Grover operations [27]. However, for the same problem, any classical proba-

bilistic algorithm needs �(k2) query complexity [27]. Hence the symmetric weight

decision algorithm shows a quadratic speedup over the classical approach, which

means the computational complexity is O(
√

N ) since the classical bound is O(N ).

Meanwhile, the computational lower bound for estimating the weight of a given Bool-

ean functions is �

(√

N
⌈ǫ(t+1)⌉ +

√
t (N−t)

⌈ǫ(t+1)⌉

)

, where t is the number of solutions and

ǫ is an error bound, and hence is �(
√

N ) as shown in Theorem 1.13 of Ref. [28].

Therefore, the proposed quantum algorithm is one of the optimal algorithms.

4 Extension to the multiple weight decision problem

4.1 Algorithm

Our method can be extended to a more general situation where multiple weights

0 < w1 < w2 < · · · < wm < 1 are given. Algorithm 2 shows a way of exploiting the

asymmetric weight decision algorithm for two weights. The set S contains all candi-

date weights wi . Until the set S contains only one element, we apply the asymmetric

weight decision algorithm with two candidate weights wmin and wmax which are the

smallest and the largest weights from S. After applying the asymmetric weight deci-

sion algorithm, a candidate weight is selected. In the next step, the weight which is not

selected is eliminated from S. With the smaller sized S, the same round applies again

until S contains only one element. When S contains only one element, this element

represents the actual weight of the Boolean function.

4.2 Correctness

The correctness of Algorithm 2 is based on the following two properties.

First, because of the sure success property, the asymmetric weight decision algo-

rithm can choose the exact weight when one of two candidate weights is the actual
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184 B.-S. Choi, S. L. Braunstein

weight. Because of this property, if the exact weight is checked in some round, the

exact weight will survive until the last round.

Second, since the proposed algorithm eliminates only one element from S each

round, each weight will be checked at least once. Therefore, the exact weight is also

checked at least once in some round.

Therefore, the exact weight will be checked at least once by the second property

and will survive until the last round by the first property.

4.3 Analysis

The computational complexity of the classical approach for the case of multiple

weights is O(N ). Similarly, the computational complexity of the asymmetric weight

decision problem is O(
√

N ). Based on the proposed method, we need m − 1 repeti-

tions of the asymmetric weight decision algorithm, and hence the total computational

complexity is O(m
√

N ). Therefore, provided m ≤
√

N , our approach is advantageous

over classical approaches.

Meanwhile two candidate weights (the smallest and the largest weights from S) are

chosen considering the smallest number of Grover iterations. In the symmetric weight

decision algorithm, the number of Grover iterations depends on the value of w1 as

shown in 1.b of Algorithm 1. Hence if w1 is smaller, the number of Grover iterations

is smaller as well. It also implies that when the difference between two weights is

large, the number of Grover iterations is small. Therefore, to reduce the number of

Grover iterations in each while loop, we select two weights with the largest weight

difference. Therefore, in the algorithm the smallest and the largest weights are chosen

for the candidate weights, which needs the smallest number of Grover iterations. By

making this selection for the loops that follow the total number of Grover iterations

can be minimized.

5 Comparison with the quantum counting algorithm

Since quantum counting can count the number of solutions of a given function [29],

it can be applied to the weight decision problem.

5.1 Quantum counting

Since repeated Grover operations show a periodic pattern of the solution and the non-

solution basis, it contains the weight information. To retrieve such period information,

the quantum Fourier transform is used as shown in Algorithm 3 [29]. In the algorithm,

G f = Q(W, f,−1,−1) denotes the Grover operator with the notation of Refs. [1,2],

where W denotes the Walsh-Hadamard transform on n qubits, f is the given Boolean

function, the first and second −1 denote θ = π and φ = π , respectively. Also fP

represents the quantum Fourier transform over P , which determines the time taken

by the algorithm, and consequently, the precision of the estimation. In this work, the

value P represents the number of oracle queries for the Boolean function.
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Algorithm 3 Quantum Counting [29]

Let C f : |x〉 ⊗ |	〉 
→ |x〉 ⊗ (G f )x |	〉
Let fP : |k〉 
→ 1√

P

∑P−1
l=0

e2π ıkl/P |l〉
1. |	0〉 = W ⊗ W|0〉|0〉
2. |	1〉 = C f |	0〉
3. |	2〉 = |	1〉 after the second register is measured (optional )

4. |	3〉 = fP ⊗ I|	2〉
5. x̂ = measured value of |	3〉

(

if x̂ > P
2 then x̂ = (P − x̂)

)

6. output: N sin2
(

x̂π
P

)

(and x̂ if needed)

5.2 Comparison of query complexity for the asymmetric weight decision problem

Since the asymmetric weight decision problem can be reduced to the symmetric weight

decision problem as shown in the previous section, it is sufficient to compare the query

complexity for two weights such as w1 = sin2
(

kπ
4k+2

)

and w2 = cos2
(

kπ
4k+2

)

.

For this problem, the weight decision algorithm can decide the actual weight with

sure success by calling k queries.

With the same condition, we need to analyze the number of queries for quantum

counting. First, we must understand the relation between P, x̂ , and the given weight. If

we are asked to check whether or not the given weight is correct, we should know the

exact value of P and the expected value of x̂ . Note that P is the number of queries for

quantum counting, and hence we have to find the exact value of P for the symmetric

case. For the chosen weights, if the actual weight is w1 = sin2
(

kπ
4k+2

)

, then we can

confirm it by using P = 4k + 2 and by checking whether or not x̂ is k. Likewise,

if the actual weight is w2 = cos2
(

kπ
4k+2

)

= sin2
(

(k+1)π
4k+2

)

, then we can verify it by

using P = 4k + 2 and by checking whether or not x̂ is k + 1. Therefore, the quantum

counting method can be exploited by assuming P = 4k + 2 and by checking x̂ . More

explicitly, after P queries, if x̂ is k, we can conclude that the exact weight is w1; if x̂ is

k + 1, the exact weight is w2. Note that since k and k + 1 are integer, these two cases

can be distinguished with sure success by the same number of queries. In addition

to that, since the difference between k and k + 1 is just one, which is the smallest

integer, we cannot reduce P . Therefore, for sure success quantum counting, the value

P should be 4k + 2, which means the number of queries is 4k + 2.

Therefore, quantum counting for this problem takes around 4k + 2 queries, but

our method requires only k queries, and hence our method requires four times fewer

queries than the quantum counting method. As an aside we note that the quantum

counting method is based on the quantum Fourier transform, which might be difficult

to implement depending on what kind of quantum computer is being used.

5.3 Comparison of query complexity for the multiple weight decision problem

In general, regardless of information about the number and value of the weights, quan-

tum counting can estimate the number of solutions, and hence can infer the actual
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weight. Therefore, it is sufficient to find the query complexity for the general case.

The query complexity of exact quantum counting for the general case is O(
√

t N ),

where t is the number of solutions, shown in Corollary 4 of Ref. [29].

On the other hand, the proposed knock-out algorithm exploits information about

the number of weights. Unfortunately, this information is not so much use since the

query complexity increases linearly with the number of weights. Hence the total query

complexity for the proposed algorithm is O(m
√

N ), where m is the number of weights.

Now quantum counting and the weight decision algorithm show different perfor-

mances depending on the values of t and m. When m >
√

t , which means the number

of weights is much larger than the number of solutions, quantum counting shows better

performance. Otherwise, the proposed weight decision algorithm is better. Unfortu-

nately, since we do not know the value of t in advance, we cannot select which method

is best for the given problem. However, for the case when the number of weights is

small and w1 is large (hence t is large also), the proposed weight decision algorithm

would show better performance.

6 Relation with quantum state discrimination

In quantum state discrimination, we are given a single quantum state, where the state

is either |ψ1〉 or |ψ2〉. The goal is to find the exact quantum state with high probability.

Since the discrimination of the quantum states is very important, many works have

investigated this question. Details about quantum state discrimination and its potential

applications may be found in Ref. [30].

For this problem, unfortunately, the success probability is given by the Helstrom

bound to be 1
2
(1+

√

1 − |〈ψ1|ψ2〉|2). Therefore, unless two candidate states are orthog-

onal, we cannot guarantee the exact quantum state.

On the other hand, we can regard the two states as the quantum states for the given

two weights. In other words, we can say that the weight decision problem is an ora-

cle discrimination problem. Contrary to quantum state discrimination, in the oracle

discrimination problem, we have additional information, namely the oracle. Hence,

by applying the oracle several times, we can convert the two quantum states for each

candidate oracle into orthogonal states. Therefore, we can increase the success proba-

bility to certainty. Meanwhile, depending on the given weights, we can determine the

lower bound on oracle queries k by

cos

(

(k − 1)π

2k − 1

)

> |w2 − w1| ≥ cos

(

kπ

2k + 1

)

. (13)

Note that the above equation is for the symmetric weight condition, but it can be

generalized to the asymmetric and the multiple weight cases using methods from the

previous sections. From this equation we may determine that the number of oracle

queries depends on the given weights. By this analysis, we can conclude that the addi-

tional information, the oracle, is very useful and makes a sharp difference from the

difficult problem of quantum state discrimination.
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7 Conclusion and open problems

In this work, we have shown two generalizations of the symmetric weight decision

algorithm for the case of asymmetric weights and its extension for the case of multiple

weights. However, we have the following questions as well.

In this study we have considered the case where two weights are exact. However,

we can consider the case where two weights are not given exactly, but only roughly,

for example, wlow
1 ≤ w1 ≤ w

high
1 and wlow

2 ≤ w2 ≤ w
high
2 . In this case, since we

do not know the exact values of w1 and w2 in advance, we cannot know the required

minimum value of k1 and k2, and hence only an approximate approach will be possi-

ble. Now the question is approximately how many queries are sufficient to resolve this

situation with a success probability higher than a certain value. Or what is the query

lower bound for this problem. And what is an optimal quantum algorithm?

Finally, it would be worthwhile to investigate in more detail the kind of classi-

cal cryptanalysis algorithms that can be improved using the weight analysis available

through the current algorithm with the aid of a quantum computer. Since most classical

cryptanalysis problems rely heavily on large numbers of (parallel) computations, this

area would be one candidate where quantum computers should show real advantage.

Acknowledgements We thank Masahito Hayashi for suggesting how to extend the asymmetric weight

decision algorithm to the case of multiple weights.
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