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Digital Twin (DT) is a revolutionary technology changing how a smart manufacturing industry carries out its day-
to-day activities. DT can provide numerous advantages such as real-time synchronised functioning, monitoring 
and data analysis. However, security and privacy issues in DT have not been thoroughly investigated. This article 
proposes a user-empowerment-based privacy-preserving authentication protocol for a cloud-based Digital Twin 
using a Decentralised Identifier (DID) and Verifiable Credential (VC). Here, user empowerment provides full 
control to users over their identities, and with the help of VC, users can prove their authenticity and preserve 
their privacy. Although DID has emerged as a promising technology for introducing user empowerment, it suffers 
from some fundamental problems such as usability and auditability. Here we address all these issues and propose 
a user-revocation-enabled security solution for the DT. A security analysis of the proposed scheme shows that it 
is secured against significant security threats. With the help of performance analysis, we prove that the proposed 
work effectively ensures security and privacy in DT.

1. Introduction

Digital Twin (DT) is a revolutionary technology that is enhancing the 
way the manufacturing industry operates. In 2012, the National Aero-
nautics and Space Administration (NASA) introduced the DT [1]. It is a 
digital model of its physical manufacturing system counterpart running 
over the manufacturing plant and assures synchronised functioning of 
the Product Life Cycle (PLC) [2]. The DT plays a pivotal role in Indus-
try 4.0, enabling a shift from real-time physical monitoring to analytical 
digital monitoring. DT plays a key role in cost reduction and enhanc-
ing supply chain operations in the manufacturing industry [3]. A DT can 
significantly impact the manufacturing process, asset management, per-
formance analysis, real-time configuration management, and run-time 
simulation modelling. There are numerous applications of DT, such as 
product failure prediction, real-time monitoring, energy consumption 
monitoring, raw material usage and wastage analysis, real-time feed-
back and so on. Global leaders like Amazon, IBM, Microsoft, etc., have 
invested significantly in DT and related solutions. The market size of 
DT is predicted to grow from USD 6.9 bn in 2022 to USD 73.5 bn by 
2027 [4].

Digital Twin is considered a completely digitised aspect of the Phys-
ical Twin. Everything related to the synchronisation process is done 
automatically [3]. In this paper, we have considered the same and 

E-mail address: p.gope@sheffield.ac.uk (P. Gope).

provided a solution to the highly challenging security problem related 
to data access and command execution. In DT, data is collected from 
the field sensors, cyber-physical system life cycles, and domain-related 
knowledge and uploaded to the cloud. At the same time, real-time feed-
back is provided based on generated knowledge from the received data. 
In DT, real-time synchronisation between the physical and virtual en-
tities is very important, creating an opportunity for the attacker [2]. 
An attack on the virtual part may directly affect the “outcome” of a re-
lated physical part and may lead to the Garbage In Garbage Out (GIGO) 
problem, i.e. a general degradation of operating integrity. So, securing 
the DT data access and command execution is a key requirement for a 
successful implementation of the DT. Any large DT-based application 
(such as a manufacturing system) involves many users with several crit-
ical roles. In this regard, a user needs to prove his/her identity. Existing 
identifier solutions have multiple problems, such as a different identifier 
for each service, lack of interoperability and user empowerment (allow-
ing users to manage their identities). In this context, a Decentralised 
IDentifier (DID) can play a vital role in ensuring a privacy-preserving 
user-empowered solution [5].

DID provides self-sovereignty to users over their identity. It allows 
users to create, register and manage their identities by themselves. 
Here, the user registers their DID with their public key and other meta-
data over a distributed ledger, and anyone with the DID of the user can 
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access user metadata. For example, with the help of Bob’s DID, Alice can 
verify Bob’s signature and also encrypt a message to be sent to Bob. Any 
trusted entity of the system provides verifiable credentials to the user 
and uses those verifiable credentials to prove their membership in the 
system. The DID technology can be key in designing security solutions 
for DT and IoT-based industrial applications. DID technology provides 
both usability, ensuring a user can access the system even when its pri-
vate key is lost, and auditability, allowing the user to track misuse of its 
DID.

On the other hand, an immutable distributed ledger-based blockchain 
technology plays a key role in developing different security solutions for 
almost all industries. Blockchain provides numerous advantages such 
as transparency, decentralisation, security and privacy, and individual 
control of data [6]. Blockchain can improve security and trust in the in-
dustrial life cycle. According to the National Institute of Standards and 
Technology (NIST), a blockchain network can be either (1) a permis-
sioned blockchain; or (2) a permissionless blockchain. In a permissioned 
blockchain, only authorised users can be part of it and generate, register 
and update the blocks. In a permissioned blockchain, an organisation’s 
authorised entity can restrict access to individuals based on roles and 
attributes. In a permissionless blockchain, any individual can create 
and read the block over the distributed ledger and does not require 
permission from any authorised entity [7].

Overall, this paper proposes a permissioned blockchain-enabled 
DID-based solution for secure data access and command execution. We 
provide a solution for some of the unsolved fundamental problems of 
DID (i.e. usability, auditability). We consider a system model with user 
space, cloud space, edge space and physical space. The user space com-
prises all system users associated with the organisation. The edge space 
performs data collection and initial data processing and forwards those 
data to the cloud, where advanced data processing and service man-
agement entities run. This paper presents a solution for secure data 
access from the physical twin and command execution over the physical 
twin. In our system, we identified five fundamental entities: authentica-
tion server and authorisation server running over a cloud space, together 
with command engine, system admin, and database server(s), running over 
edge spaces. As a result, the user can securely access the data from the 
database server and execute commands over twin through the command 
engine with some advanced properties such as enhanced usability, au-
ditability and user revocation.

1.1. Related work

Since 2018, numerous system models have been presented for DT. 
In 2019, Tao et al. [8] presented a five dimension system model for 
the DT with the physical entity, virtual entity, connection entity, data entity
and service entity. They highlighted three types of communications in 
DT: physical to physical, virtual to physical and virtual to virtual. How-
ever, we observed that in their work, Tao et al. completely neglected 
the user entity. The user entity plays a vital role in DT operation, from 
requiring real-time data access to run time command executions over 
DT. Unfortunately, there is negligible discussion about how these inter-
actions will happen and what are the related security challenges. The 
DT provides real-time data access from the physical space to the virtual 
space and run-time command execution (a.k.a. run-time feedback) over 
the physical space from the virtual space. However, negligible work ad-
dresses appropriate problems such as how the system user will access 
twin data securely or how the system user can securely execute com-
mands over the DT.

The Decentralised Identifier (DID) provides self-sovereignty to a user 
over their identity. It is a digital identity that is decentralised and veri-
fiable among entities without any central authority. Since the inception 
of DID, numerous researchers have explored its usability in different 
applications. In 2019, Kortesniemi et al. [9] presented a solution for en-
hancing the privacy of IoT using DID and highlighted that DID can play 
a key role in the privacy-preserving of IoT devices. In 2020, Xinxin et al. 

[10] provided a DID-based identity and access management framework 
for IoT that generates a tamper-proof registry for the IoT devices on 
top of the blockchain. In 2022, Myeonghyun et al. [11] presented DID-
based solutions for privacy-preserving blockchain-based energy trading 
for vehicle-to-vehicle systems and proved using formal and informal se-
curity analysis that their scheme is secured against traditional security 
attacks. In 2022, Rohini et al. [12] presented a privacy-preserving DID-
based authentication protocol for secure electric vehicle charging. It 
would seem that ensuring privacy has been a goal for many researchers, 
but some challenges, such as usability and auditability, remain unad-
dressed.

The DT plays a critical part in Industry 4.0. and is at the centre of the 
next-generation industrial revolution. Unfortunately, DTs security and 
privacy challenges are not thoroughly investigated [13,14]. The user 
plays a key role in the based industrial eco-system, and there is a criti-
cal need to empower the user with self-sovereignty about their identity. 
The user empowerment part of DT security remains completely unad-
dressed. To our knowledge, this is the first paper presenting a security 
solution for DT considering DID-based user empowerment. We are un-
aware of any solutions for usability and auditability problems of DID for 
DT. The work in this paper provides a solution for these problems. We 
have used GAN-based bio-metric DID to achieve the usability and an 
authentication counter to achieve the auditability.

1.1.1. Motivation and contributions
Numerous applications and studies have discussed DT and its role 

in industrial development. However, only a very few studies have con-
sidered the security and privacy aspects of DT. The DID technology 
can be key in designing security solutions for DT and IoT-based in-
dustrial applications. In this article, we identified three fundamental 
challenges/issues associated with DID technology: usability, auditability
and the user revocation. The loss of the user’s private key leads to a us-
ability problem. An auditability problem arises when a system user loses 
his/her DID and an adversary tries to access the system. In this case, 
with auditability, the user can verify and/or audit such attempts. The 
user revocation need arises when an authenticated system user engages 
in malicious activities and the system admin needs to remove that user 
from the system. To the best of our knowledge, this is the first arti-
cle which has considered and provided an efficient solution to all these 
issues. Therefore, the major contributions of this article can be sum-
marised as follows:

• A privacy-preserving user-empowered security framework for DT us-
ing DID and VC, which can also support an efficient way of user 
revocation.

• To resolve fundamental problems in (usability and auditability) of 
the DID technology. In this regard, we use the Biometric-DID to 
achieve effective usability and authentication counter to achieve ef-
ficient auditability.

• An irreversible CyclicGAN-based bio-template for preserving user pri-
vacy. Existing biometric feature extraction technologies, e.g. a 
fuzzy extractor, suffer from several critical problems such as lack 
of uniformity and imperfect reproducibility [15]. To overcome all 
these problems, we propose a novel bio-template generation system 
using CyclicGAN that generates an irreversible bio-template from 
the user’s biometric features and is verifiable later in time.

• A user revocation system for efficient user management in the DT 
environment. To the best of our knowledge, this is the first de-
centralised modifiable accumulator enabled user revocation solution 
for the DT environment. Based on allocated dynamic membership 
witness, an accumulator manager validates the user’s membership 
during authentication.

• A rigorous security analysis of the proposed scheme using formal 
security games and analysis based on fundamental security proper-
ties proves that the proposed security framework is secured against 
most well-known attacks. A performance analysis of the proposed 
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Table 1
Symbols.

Symbols Description

(𝑉 𝐶𝑥)𝐾
𝑦

𝑃 𝑟
Verifiable Credential of entity x signed by entity y

𝑀𝑊𝑋 Membership witness of user X signed by AM
𝐷𝐼𝐷𝑥 Decentralised Identifier for entity x
𝐸𝑛𝑐(𝑚)𝐾

𝑦

𝑃𝑢𝑏
Encryption of message m by using the public key of entity y

𝐾
𝑦

𝑃 𝑟
Private key of entity y

𝐾
𝑦

𝑃𝑢𝑏
Public key of entity y

𝐾𝑒𝑚 Emergency key
PRF Pseudo Random Function
AM Accumulator Manager
AZ Authorisation Server
AS Authentication Server
CE Command Engine
𝑈 User
Δ Unique Bio-template of the User
KDF Key Derivation Function
Hash Hash Function
𝑛𝑥, 𝑟𝑥 Nonce and Random number generated by entity x
Hash Hash Function
𝑇𝑘 Token
𝑇𝑆 Time Stamp
𝑀𝑥 xth Message

framework shows that it is efficient and effective for ensuring secu-
rity and privacy in DTs.

The remainder of the article is organised as follows: Basic prelim-
inaries such as DID, ML and GAN, ECDSA, accumulator, ZKP, system 
model, adversary model, and security properties are defined in section 2. 
In section 3, we present the proposed scheme, which consists of sev-
eral phases: user bio-template generation phase, initial setup phase, verifi-
able credential obtaining phase, token validation and key derivation phase 
and user usability maintaining phase. The formal security analysis using 
random oracles and informal analysis based on security properties is dis-
cussed in section 4. In section 5, we present the performance analysis 
for the proposed scheme, followed by the conclusion and future work 
in section 6. Table 1 presents basic symbols and notations used in the 
proposed scheme.

2. Preliminaries

This section discusses the basic preliminaries used for designing the 
proposed scheme.

2.1. Zero Knowledge Proof (ZKP)

A method known as the zero-knowledge protocol allows one person, 
known as the prover, to convince another, known as the verifier, that 
a particular assertion is true while the prover refrains from providing 
any information other than the fact that the claim is true. The ZKP with 
fewer interactions (i.e. single) is considered a Non-interactive ZKP (i.e. 
zk-SNARK) [16]. Any ZKP must satisfy three properties. The first prop-
erty is completeness, the second property is soundness and the third 
property is zero-knowledge. The completeness assures that for any true 
statement, an honest verifier will successfully verify an honest prover. 
The soundness assures that a dishonest prover can never prove any false 
statement to the honest verifier (or alt least can do so only with a negli-
gibly small probability). The zero-knowledge assures that the verifier will 
not get any information related to the statement except the truthfulness 
of the statement.

Zk-SNARK (Zero-knowledge succinct non-interactive argument of 
knowledge) is a highly effective non-interactive ZKP method that is used 
to prove the validity of something without revealing information about 
it. This protocol consists of the following phases:

• Key Generation: In this phase, the proving key 𝐾𝑝𝑘 and verification 
key 𝐾𝑣𝑘 is generated as: {𝐾𝑝𝑘, 𝐾𝑣𝑘} ←←← 𝐾𝑒𝑦𝐺𝑒𝑛(, 𝜏). Here,  is an 
arbitrary circuit, and 𝜏 is a secret parameter.

• Proof Generation: In this phase, the integrity proof 𝜙 is generated 
as: {𝜙} ←←← 𝑃𝑟𝑜𝑜𝑓𝐺𝑒𝑛(𝑃𝑢𝑏𝑖𝑛, 𝑃𝑟𝑤𝑡). Here 𝑃𝑢𝑏𝑖𝑛 and 𝑃𝑟𝑤𝑡 are public 
input and private witness, respectively.

• Proof Verification: In this phase, the function 𝑃𝑟𝑜𝑜𝑓𝑉 𝑟𝑓 returns 
True if the valid proof is presented by the prover else, it returns 
False. It works as: {True, False} ←←← 𝑃𝑟𝑜𝑜𝑓𝑉 𝑟𝑓 (𝑃𝑢𝑏𝑖𝑛, 𝑃𝑟𝑤𝑡, 𝐾𝑣𝑘).

The zk-SNARK is best suited for the system that does not require a sep-
arate trusted setup for proof verification.

2.2. Decentralised Identifier (DID) and permissioned blockchain

The DID is a globally unique identifier that provides self-sovereignty 
to the users over their identity in terms of generation and control of it. 
With the help of DID, the user identity presentation system achieves 
global resolvability, decentralisation, cryptographic verifiability and 
persistence. There are two essential terms in the DID mechanism. The 
first one is the DID document with which the DID is associated, and it 
stores public key parameters and other associated metadata. The global 
DID resolver can resolve the DID into the DID document from the pub-
lic or private decentralised distributed ledger such as a blockchain. 
The resolved DID document can be used for signature verification and 
authentication purposes. The second important term is Verifiable Cre-
dentials (VC). These are delegated tamper-resistant alternates of the 
physical credentials. The VCs are acquired from the trusted entity (i.e. 
authentication server) and shown by the user to prove their identity 
over the manufacturing system. With the help of VC, users can prove 
that they are legitimate players of the system because they have VCs 
signed by the trusted party of the system.

The DID mechanism involves three major players. The VC issuer
(i.e. trusted party) signs VCs using its private key and issues those 
VCs to the VC holder (i.e. user), which are unique for each holder. 
The holder presents those VCs with their DID to the VC verifier (i.e. 
other servers of the manufacturing system) in Verifiable Presentation 
(VP) format. The verifier resolves the holder’s DID and verifies the 
presented VP. Though the VP is verified over the DID document gener-
ated from the central registry, the holder can also prove them with the 
Zero-Knowledge Succinct Non-Interactive Argument of Knowledge (Zn-
SNARK). With the help of Zn-SNARK, the prover (i.e. user) can prove 
the possession of VCs without interaction with the verifier (i.e. other 
servers of the manufacturing system) and without revealing any infor-
mation about VCs.

2.3. Machine learning and Generative Adversarial Network

A Generative Adversarial Network (GAN) is a category of machine 
learning techniques that adopts two simultaneously trained models, 
called generator and discriminator. The generator generates fake data, 
and the discriminator distinguishes the fake instances from the real 
ones. The word generative indicates creating new data from the given 
data. GAN generates the data that is learned from the training set’s 
choice. The term adversarial points to maintaining the dynamic be-
tween the two models: the generator and the discriminator. Here two 
networks are continually trying to deceive one another as the generator 
renders reasonably fake data to acquire convincing data. The discrimi-
nator attempts to indicate the genuine instances from the fake generated 
ones. Both the generator and the discriminator employ a neural net-
work. In this article, we adopt a CycleGAN [17] to implement style 
transfer of fingerprint robustly; it balances the privacy and usability of 
a fingerprint through visual style transfer techniques, and it is safely re-
versible for authorised personnel; The core idea of CycleGAN is built on 
the assumption of cycle consistency, which means that if we have two 
generative models, 𝐺 and 𝐹 , that translate between two sets of images, 
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𝑋 and 𝑌 , in which 𝑌 = 𝐺(𝑋) and 𝑋 = 𝐹 (𝑌 ), we can naturally assume 
that 𝐹 (𝐺(𝑋)) should be very similar to 𝑋 and 𝐺(𝐹 (𝑌 )) should be very 
similar to 𝑌 . This means that we can train two sets of generative models 
simultaneously that can freely translate between two sets of images.

2.4. Elliptic Curve Digital Signature Algorithm (ECDSA)

Elliptic Curve Cryptography (ECC) is a lightweight public key cryp-
tography solution for securing resource-constrained devices [18]. The 
ECC involves two major algorithms that make ECC difficult to break. 
The first one is the Elliptic Curve Decisional Diffie-Hellman Problem (ECD-
DHP) and Elliptic Curve Discrete Logarithm Problem (ECDLP). The ECDSA 
is a widely used signature generation and signature verification solu-
tion with asymmetric ECC operations as a base. For the entity X, if 𝐾𝑋

𝑃𝑟

is a private key and 𝐺𝑃 is the generator point of the elliptic curve 𝐸𝑞

defined over a finite field 𝐹𝑞 , then the public key 𝐾
𝑋
𝑃𝑢𝑏

= 𝐾𝑋
𝑃𝑟
* 𝐺𝑃 . 

As per the ECDLP, it is computationally infeasible for any polynomial-
time 𝐴𝑑𝑣𝑝 to compute the 𝐾

𝑋
𝑃𝑟

from the given {𝐾𝑋
𝑃𝑢𝑏

, 𝐺𝑃 } pair. We 
have considered signature generation in ECDSA as discussed by Doerner 
et al. [19]. An ECDSA signature is a four-tuples algorithm, ECDSA = 
{ECDSA.Setup, 𝐸𝐶𝐷𝑆𝐴.𝐾𝑒𝑦𝐺𝑒𝑛, 𝐸𝐶𝐷𝑆𝐴.𝑆𝑖𝑔𝑛𝐺𝑒𝑛, 𝐸𝐶𝐷𝑆𝐴.𝑆𝑖𝑔𝑛𝑣𝑟𝑓 } 
works as follows:

• {𝑃𝑢𝑏𝑃𝑎𝑟}←←← ECDSA.Setup(1
𝜆): An ECDSA setup algorithm takes se-

cret 𝜆 as an input and provides a public parameter 𝑃𝑢𝑏𝑃𝑎𝑟 as an 
output.

• {𝐾𝑋
𝑃𝑟
, 𝐾𝑋

𝑃𝑢𝑏
} ←←← 𝐸𝐶𝐷𝑆𝐴.𝐾𝑒𝑦𝐺𝑒𝑛(𝑃𝑢𝑏𝑃𝑎𝑟): An ECDSA 𝐾𝑒𝑦𝐺𝑒𝑛 al-

gorithm takes a public parameter 𝑃𝑢𝑏𝑃𝑎𝑟 as an input and returns 
secret key / signature key 𝐾𝑋

𝑃𝑟
and public key / verification key 

𝐾𝑋
𝑃𝑢𝑏

as an output.
• (𝑚𝑠𝑔𝑠𝑔𝑛) ←←← 𝐸𝐶𝐷𝑆𝐴.𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝐾

𝑋
𝑃𝑟
,𝑚𝑠𝑔): An ECDSA 𝑆𝑖𝑔𝑛𝐺𝑒𝑛 algo-

rithm signs message 𝑚𝑠𝑔 using secret key / signature key 𝐾𝑋
𝑃𝑟
and 

generates signature 𝑚𝑠𝑔𝑠𝑔𝑛.

• (1 or 0)←←← 𝐸𝐶𝐷𝑆𝐴.𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑚𝑠𝑔𝑠𝑔𝑛, 𝐾𝑋
𝑃𝑢𝑏

, 𝑚𝑠𝑔): An ECDSA 
𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 algorithm takes signature 𝑚𝑠𝑔𝑠𝑔𝑛, message 𝑚𝑠𝑔 and pub-
lic key/verification key 𝐾𝑋

𝑃𝑢𝑏
as an input and returns “1” if the 

signature is a valid signature and returns “0” if the signature is 
invalid.

An ECDSA satisfies two properties:

• Correctness: This property assures that all valid signatures will be 
verified. For all messages msg in message space, and {𝐾𝑋

𝑃𝑟
, 𝐾𝑋

𝑃𝑢𝑏
} 

←←← 𝐸𝐶𝐷𝑆𝐴.𝐾𝑒𝑦𝐺𝑒𝑛(𝑃𝑢𝑏𝑃𝑎𝑟), we can define this property as,

Pr
𝐾𝑋

𝑃𝑟
,𝐾𝑋

𝑃𝑢𝑏
,𝑚𝑠𝑔

[[𝐸𝐶𝐷𝑆𝐴.𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 ((𝑚𝑠𝑔𝑠𝑔𝑛,𝐾
𝑋
𝑃𝑢𝑏

,𝑚𝑠𝑔))]

= 1] > 1 − 𝑛𝑒𝑔𝑙(𝜆)

• Existential Unforgeability Any polynomial time adversary  must 
not be able to forge the signature with higher than negligible prop-
erty. Even if  receives message-signature pair (𝑀∗

𝑘
, 𝑆∗

𝑘
) from the 

valid signer, for any message 𝑚𝑠𝑔 ∉ 𝑀∗
𝑘
:

Pr
𝐾𝑋

𝑃𝑟
,𝐾𝑋

𝑃𝑢𝑏

[𝐸𝐶𝐷𝑆𝐴.𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 ((𝑚𝑠𝑔𝑠𝑔𝑛,𝐾
𝑋
𝑃𝑢𝑏

,𝑚𝑠𝑔))

= 1𝑚𝑠𝑔 ∉ 𝑀∗
𝑘
∶ (𝑚𝑠𝑔𝑠𝑔𝑛,𝐾

𝑋
𝑃𝑢𝑏

,𝑚𝑠𝑔)←←←


𝐸𝐶𝐷𝑆𝐴.𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝐾

𝑋
𝑃𝑟

)(.)(𝐾𝑋
𝑃𝑢𝑏

)] < 𝑛𝑒𝑔𝑙(𝜆)

2.5. Zero-knowledge dynamic accumulator

A trusted entity cryptographic Accumulator Manager (AM) validates 
the membership and non-membership properties of the system partici-
pants in the user space. A membership accumulator assures correctness, 
and a non-membership accumulator assures soundness property. The 

AM publishes a fixed-length digest by aggregating multiple different el-
ements as an accumulator. The Accumulator manager also provides a 
membership witness (𝑀𝑊𝑥) to the user x. The user x presents 𝑀𝑊𝑥 to 
the verifier to prove that they are still a system member and are not re-
voked by the system admin (i.e. authentication server). The user in the 
proposed system uses a non-interactive ZKP to prove membership over 
the ECC-based dynamic accumulator implemented at the authentication 
server.

• Accumulator Parameters: Considering security parameter Λ, with 
elliptic curve 𝐸(𝐹𝑝) defined over prime field 𝐹𝑝 with equation 𝑌

2

= 𝑋3+ aX + b mod P where P is a large prime number. A param-
eter 𝐺𝑝 presents a based point, and  presents a number of points 
over the prime field.

• Accumulator Key Generation: A key generation function 𝐾𝑒𝑦𝐺𝑒𝑛

generates an accumulator secret key 𝐾𝑃𝑟
𝐴𝑐𝑐

as 𝐾𝑃𝑟
𝐴𝑐𝑐

←←← 𝐾𝑒𝑦𝐺𝑒𝑛(1
Λ). 

Here 𝐾𝑃𝑟
𝐴𝑐𝑐

∈ 𝑝. The AM also computes public key as 𝐾𝑃𝑢𝑏
𝐴𝑐𝑐

= 
𝐾𝑃𝑟

𝐴𝑐𝑐
* 𝐺𝑝. The AM shares 𝐾𝑃𝑢𝑏

𝐴𝑐𝑐
with all entities of the system and 

any new users added.
• Accumulator Initialisation: The accumulator is initialised with the 
base point as a 𝑎0 = 𝐺𝑝.

• Accumulator Update: For any new user X, 𝐷𝐼𝐷𝑥 is considered as 
a data element 𝐷𝑥, and to protect the privacy, the related value to 
the 𝐷𝑥 is computed as 𝑌𝑥 = Hash(𝐷𝑥). The accumulator value for 
𝐷𝑥 is computed as a 𝑎𝑥 = (𝑌𝑥+ 𝐾𝑃𝑟

𝐴𝑐𝑐
) * 𝑎(𝑥 −1). For any revoked 

user with data element 𝐷𝑥, the next updated accumulator value is 
𝑎𝑥 = (1 / 𝑌𝑥) * 𝑎(𝑥 + 1).

• Membership Witness Generation: The AM issues membership wit-
ness 𝑀𝑊𝑥 to the user associated with the data element 𝐷𝑥. The 
AM computes 𝑀𝑊𝑥 as 𝑀𝑊𝑥 = (1 / 𝑌𝑥 + 𝐾𝑃𝑟

𝐴𝑐𝑐
)*𝑎𝑥. User X uses 

𝑀𝑊𝑥 to prove that 𝐷𝑥 is accumulated into the value 𝑎𝑥.
• Membership Witness Update: Based on the addition of a new user 
or revocation of the old user, the membership witness for existing 
users will be constantly updated to prove themselves as a member 
of the system. Based on the addition of new user 𝑋𝑗 , the member-
ship witness (𝑀𝑊𝑥) of the existing user X is updated as per the 
following: Suppose the accumulator state changes from 𝑎𝑥 to 𝑎

′
𝑥
. 

Then the membership 𝑀𝑊𝑥 for user X is updated as 𝑀𝑊 ′
𝑥
= (𝑌 ′

𝑥

- 𝑌𝑥)*𝑀𝑊𝑥 + 𝑎𝑥 and 𝑀𝑊 ′
𝑥
is sent to user X as an updated mem-

bership witness.
• Zero Knowledge Membership Witness Verification: A member-
ship witness 𝑀𝑊𝑥 for user x is valid for the accumulator state 
𝑎𝑥 iff e(𝑀𝑊𝑥, 𝑦𝑥*𝐺𝑝 + 𝐾𝑃𝑢𝑏

𝐴𝑐𝑐
) = e(𝑎𝑥,𝐺𝑝). The verifier uses 

ZKP to verify 𝑀𝑊𝑥 and gets accept or reject as an outcome of 
the 𝑀𝑒𝑚𝑉 𝑖𝑡𝑉 𝑟𝑓 function implemented by the accumulator man-
ager at the authentication server. This proof is considered a Non-
interactive ZKP because the verifier will never know the exact 
value of 𝐷𝑥 but will be able to verify that the user with data ele-
ment 𝐷𝑥 (i.e. DID) is still a member of the system with only single 
one-way interactions.

An accumulator manager over the authentication server assures that 
every non-revoked user X has updated 𝑀𝑊𝑥 signed by a private key. 
Thus, the user can present it during the authentication phase to prove 
their membership in the system.

The system model shown in Fig. 1 presents seven major entities over 
four major ecosystem spaces. The first space is physical space where 
physical twins are deployed. These twins send data over the secure chan-
nel to the database server deployed over edge space. The cloud space
consists of command engine, authentication server, authorisation 
server, and the system admin with divided functionalities discussed 
further. The system users are part of the user space, and based on 
their authorisation, they try to access data as well as perform command 
execution over physical twins in the physical space.
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Fig. 1. System Model.

• The system user has mainly two functions called authorised data 
access and secured command executions.

• The authentication server who is a trusted entity of the system and 
is responsible for providing an authorisation token to the user. 
The user presents that token to the authorisation server for access 
verification. The authentication server with a dynamic accumulator 
manager is also responsible for providing a membership witness to 
the user.

• The user uses the membership witness to prove that they are still 
a member of the system and not revoked from the system. The 
command engine is responsible for executing a command on the twin 
that is received from the authorised system user through an open 
channel.

• The system admin is responsible for command impact validation on 
the twin before executing the command on the actual twin and 
instructs the command engine accordingly.

• The database server receives the data from the twin over the secure 
channel, and any system user that wants to get those data has to 
establish a key with the authorisation server. The system user doesn’t 
have any direct access to database server to avoid attacks related to 
the database, such as data poisoning.

• The physical twin UR10 (a product of Universal Robots available 
with us in university) interacts with the system admin and database 
server over the secured TCP interface.

• The permissioned private blockchain is managed by a single organi-
sation, and access to this blockchain is restricted to the authorised 
users and system components. The permissioned private blockchain 

allows an organisation to define their rules regarding joining, data 
access and block validation process. In our case, we are considering 
permissioned blockchain, however, our system can be integrated 
with any ledger system.

In the presented system model, there are two open digital threads. The 
first digital thread is between user - authentication server - and authori-
sation server, and the second is between the user - user-authentication 
server - authorisation server - command engine. The first thread is used 
for data access, and the second is used for the command execution 
by the user of the manufacturing system. Any attacker over this open 
thread can easily steal the data and log the command performed over 
the twin for further attacks like SQL injections.

2.6. Adversary model

In this section, we define the capabilities of the adversary  for our 
system model. In this regard, we consider four types of adversaries 
based on their abilities to monitor and interrupt the digital twin-based 
manufacturing system.

Type 1: Adversary with access to open network channels: We allow 
type 1 adversary to intercept and monitor, change, and delete 
the messages exchanged between the entities (say, user and 
authorisation server).

Type 2: Adversary having access to bio-template: First, the aim of 
the type 2 adversary is to obtain the encoded bio-template of 
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the user stored at the authentication server and then perform 
reverse engineering to obtain the original bio-template.

Type 3: Adversary having user access DID: The aim of type 3 adversary
is to misuse the user DID to establish a key with an authorisa-
tion server and command engine.

Type 4: Adversary having access to the mobile user agent: In this re-
gard, we consider a type 4 adversary have access to the mobile 
agent of a user for a short duration and tries to delete the pri-
vate key before being noticed by the user.

2.7. Security objectives

Now, we consider the abilities of the above adversaries and identify 
the following security objectives:

• User Empowered Authentication: The user-empowered authenti-
cation aims to provide self-sovereignty to the user and manage their 
identity. No central system provides an identity to the user in the 
user-empowered authentication [12].

• Auditability: Auditability aims to allow a compromised user to de-
tect misuse of their credentials by an adversary at an honest server. 
The proposed work supports auditability using the authentication 
counter maintained by the user and the authentication server.

• Bio-template Confidentiality: The compromising of a user bio-
template should not allow an adversary to perform reverse engi-
neering and must not reveal confidential information about the 
user, such as user gender, age, etc.

• Privacy: The system user identity is not linked to any specific ser-
vice and is not logged into the permissioned blockchain. The honest 
but curious authentication server also can not track whether the 
user is trying to access the data or perform the command execu-
tion as well as any outside adversary (eavesdropper) also can not 
identify and track the user.

• User Revocation: The system user revocation is very important 
for any manufacturing-based organisation when a user leaves or is 
observed as a malicious insider. In the proposed system, the dy-
namic accumulator manager issues a dynamic membership witness 
to the user. The accumulator manager can revoke the membership 
witness whenever a user leaves the organisation or a user’s role 
changes in the organisation.

• Usability using Bio-Metric DID: Any friendly enemy (a trusted 
person with access to the user’s mobile) can delete the private key 
(associated with his/her DID) of the user from the user’s mobile 
agent to stop the user from accessing services. The usability as-
sures that after the loss of the private key also, the system user can 
securely continue accessing services with the help of bio-template-
based bio-metric DID.

3. Construction of proposed scheme

In this section, we first discuss our idea and then present the pro-
posed scheme for secure key establishment between the user - autho-
risation server and user-command engine by solving the existing fun-
damental problems (usability, auditability, and user revocation) of DID. 
The proposed scheme consists of initial setup phase, verifiable credential 
obtaining phase, Protocol 1: token validation and key derivation phase for 
secure data access, Protocol 2: token validation and key derivation phase for 
secure command execution and user usability maintaining phase.

The integration of the blockchain-based DID system with the UR10 
robot arm’s digital twin is detailed in this section. Following robust 
user authentication using the Decentralised Identifier (DID), users can 
interact with the digital twin, which offers two key functionalities: data 
access and command execution. Data access includes real-time moni-
toring of operational parameters, providing predictive maintenance in-
sights, and analysing energy consumption. Command execution allows 
for precise control and automation of the robot arm’s tasks, including 

Fig. 2. Our Idea.

remote operations in hazardous environments. This dual-path approach 
enhances operational efficiency, safety, and adaptability in smart man-
ufacturing settings.

3.1. Our idea

In this section, we discuss our basic idea that makes the foundation 
for articulating the proposed authentication scheme for secure data ac-
cess and command execution over Digital Twin for the manufacturing 
industry. Fig. 2 presents an overall idea of the proposed work. In our 
proposed system, first, the DT user generates bio-template Δ using GAN 
(Discussed in Section 3.2). After a successful generation of Δ, the initial 
setup phase starts in which the user binds a Decentralised Identity (DID) 
and other parameters over a private blockchain. Upon successful com-
pletion of this phase, the user will have a key pair generated using Δ and 
other parameters required for further data access and command execu-
tion (Discussed in section 3.3.1). Furthermore, the authorisation server, 
authentication server and command also bind their decentralised iden-
tity over a private blockchain (Discussed in section 3.3.2, 3.3.3, 3.3.4). 
After completion of the setup phase, the verifiable credential obtain-
ing phase is performed by the user, authorisation server and command 
engine (Discussed in section 3.4, 3.5, 3.6). Now, the system enters the 
proposed protocol. If the user wants secure access to data generated 
by the manufacturing plant, the user calls for Protocol-1 (Discussed 
in 3.7), else, if the user wants to perform command execution over the 
physical counterpart of the digital twin, the user goes for Protocol-2
(Discussed in 3.7). In case the user loses his/her private key and is not 
able to access the system agent, it will call for Protocol-3 (Discussed 
in 3.8) to get back the usability of the system.

3.2. User bio-template generation phase

To preserve users’ privacy, we propose a GAN-based fingerprint ver-
ification method that learns the latent features of fingerprints through 
adversarial training of generators 𝐺𝜆𝜗 and 𝐺𝜗𝜆, and their corresponding 
discriminators 𝐷𝜗 and 𝐷𝜆. These paired networks each handle a di-
rection of translation—encoding and decoding. The privacy-enhancing 
CycleGAN processes fingerprints to produce complex and noisy im-
ages (Δ), as depicted in Fig. 3, which are sent to the server for ver-
ification purposes. The discriminators play a vital role in adversarial 
training, with 𝐷𝜗 ensuring the generators produce indistinguishable 
privacy-enhanced images, and 𝐷𝜆 verifying the authenticity of the Re-
constructed Fingerprints (RF).
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Fig. 3. Proposed GAN-based Privacy-preserving User Bio-template Generation; 
(RF: Reconstructed Fingerprint).

In the GAN-based privacy-preserving framework, the user’s thumb-
print serves as the input to the function 𝐺𝜆𝜗 in Fig. 4. This function 
employs a generative approach to transform the fingerprint into a non-
invertible, complex representation, denoted as Δ, for privacy enhance-
ment. Despite potential unauthorised access to Δ and knowledge of 𝐺𝜆𝜗, 
the reverse engineering to retrieve fingerprint is prohibitively complex. 
Additionally, Δ is securely stored on the server for subsequent authenti-
cation processes. The figures depict 𝐺𝜆𝜗 as the generator that creates the 
privacy-preserving template, while 𝐺𝜗𝜆 represents the reconstruction 
mechanism used for authentication, designed to be a one-way process 
that verifies the authenticity of a fingerprint without reproducing the 
original, thus maintaining privacy.

3.3. Initial setup phase

In this phase, user (𝑈 ), authorisation server (𝐴𝑍𝑖), command engine 
(𝐶𝐸𝑖) and authentication server (𝐴𝑆𝑖) each generates a public key, the 
corresponding private key and a DID for themselves. Later on, these 
four entities bind DID and Public key in the permissioned blockchain of 
the manufacturing industry.

3.3.1. A new user DID registration phase
• User presents (𝑉 𝐶𝑈 )𝐾

𝐺𝑜𝑣
𝑃 𝑟

to the authentication server 𝐴𝑆𝑖. After 
that, 𝐴𝑆𝑖 verifies verification credential of the user (𝑉 𝐶𝑈 ) signed 
using the 𝐾𝐺𝑜𝑣

𝑃 𝑟
with the help of 𝐾𝐺𝑜𝑣

𝑃𝑢𝑏
.

• After successful verification, 𝐴𝑆𝑖 provides a 𝐷𝐼𝐷𝐴𝑆 to the user.
• Next, user resolves 𝐷𝐼𝐷𝐴𝑆 and gets the public key of the 𝐴𝑆𝑖 as 

𝐾𝐴𝑆
𝑃𝑢𝑏

.
• Now, user generates the bio template Δ using the CycleGAN (as 
discussed in section 3.2). After generating the bio-template, the 
user device extracts the features from Δ and converts them into a 
stable binary string. Now, this binary string is given as an input to 
generate the private and public key pair as {𝐾𝑈

𝑃𝑟
, 𝐾𝑈

𝑃𝑢𝑏
} ←←← KDF(Δ) 

[20].
• Now, user computes emergency key 𝐾𝑒𝑚 = PRF(Δ||𝑝𝑤𝑑) where 

𝑝𝑤𝑑 is a password used by user to regenerate 𝐾𝑒𝑚 during any emer-
gency time like private key lost.

• Next, user computes 𝐷𝐼𝐷𝑈 = Hash(𝐾𝑈
𝑃𝑢𝑏

) and sets authentication 
counter as 0 ←←← 𝐴𝑢𝑡ℎ𝑐𝑛𝑡.

• Now, user computes 𝑍𝑈 = 𝐸𝑛𝑐(Δ, 𝐾𝑒𝑚)𝐾
𝐴𝑆
𝑃𝑢𝑏

.

• Next, user binds {𝐷𝐼𝐷𝑈 , 𝐾
𝑈
𝑃𝑢𝑏

, 𝑍𝑈 , 𝐴𝑢𝑡ℎ𝑐𝑛𝑡} over the permis-
sioned blockchain and stores 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 in own mobile agent.

3.3.2. Authorisation server DID binding phase
The authorisation server (𝐴𝑍𝑖) generates a public key 𝐾

𝐴𝑍
𝑃𝑢𝑏

, and 
private key 𝐾𝐴𝑍

𝑃𝑟
pair using ECC parameters. Now, 𝐴𝑍𝑖 computes its 

decentralised identifier as 𝐷𝐼𝐷𝐴𝑍 = Hash(𝐾𝐴𝑍
𝑃𝑢𝑏

) and binds 𝐷𝐼𝐷𝐴𝑍

and 𝐾𝐴𝑍
𝑃𝑢𝑏

over the permissioned blockchain using the key method of 
the DID. Next, 𝐴𝑍𝑖 stores the private key 𝐾

𝐴𝑍
𝑃𝑟

into non-erasable secure 

memory. 𝐴𝑍𝑖 also has verifiable credentials (𝑉 𝐶𝐴𝑍 )𝐾
𝑀𝑓𝑔

𝑃𝑟
issued by an 

authorised manufacturer of the 𝐴𝑍𝑖.

3.3.3. Command engine DID binding phase
The command engine (𝐶𝐸𝑖) generates a public key 𝐾

𝐶𝐸
𝑃𝑢𝑏

, and pri-
vate key 𝐾𝐶𝐸

𝑃𝑟
using ECC parameters. Now, 𝐶𝐸𝑖 computes its decen-

tralised identifier as 𝐷𝐼𝐷𝐶𝐸 = Hash(𝐾𝐶𝐸
𝑃𝑢𝑏

) and binds 𝐷𝐼𝐷𝐶𝐸 and 
𝐾𝐶𝐸

𝑃𝑢𝑏
over the permissioned blockchain using the key method of DID. 

Next, 𝐶𝐸𝑖 stores the private key 𝐾
𝐶𝐸
𝑃𝑟

into non-erasable secure mem-

ory. 𝐶𝐸𝑖 also has verifiable credentials (𝑉 𝐶𝐶𝐸 )𝐾
𝑀𝑓𝑔

𝑃𝑟
issued by the 

authorised manufacturer of the 𝐶𝐸𝑖.

3.3.4. Authentication server DID binding phase
The authentication server (𝐴𝑆𝑖) generates a public key 𝐾

𝐴𝑆
𝑃𝑢𝑏

, and 
private key 𝐾𝐴𝑆

𝑃𝑟
using ECC parameters. Now, 𝐴𝑆𝑖 computes its de-

centralised identifier as 𝐷𝐼𝐷𝐴𝑆 = Hash(𝐾𝐴𝑆
𝑃𝑢𝑏

) and binds 𝐷𝐼𝐷𝐴𝑆 and 
𝐾𝐴𝑆

𝑃𝑢𝑏
over the permissioned blockchain using the key method of the 

DID. Now, 𝐴𝑆𝑖 stores the private key 𝐾
𝐴𝑆
𝑃𝑟

into non-erasable secure 

memory. 𝐴𝑆𝑖 also has verifiable credentials (𝑉 𝐶𝐴𝑆 )𝐾
𝑀𝑓𝑔

𝑃𝑟
issued by 

the authorised manufacturer of the server.

3.4. User verifiable credential obtaining phase

In this phase, user 𝑈 receives a verifiable credential (𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟

from the authentication server 𝐴𝑆𝑖 to establish a session with other 
servers of the DT-enabled manufacturing system. As shown in Table 2, 
the user generates a nonce 𝑛𝑈 and constructs a message 𝑀1. Next, the 
user sends 𝑀1 to the AS/AM. Upon receiving 𝑀1, the AS/AM resolves 
the user DID and verifies the signature over 𝑛𝑈 to validate that the 
user is a registered system user. Now, the AS/AM also verifies signature 
(𝑉 𝐶𝑈 )𝐾

𝐺𝑜𝑣
𝑃 𝑟

followed by generation of the message 𝑀2 and sending it 
to the user. After receiving the message 𝑀2 from the AS/AM, the user 
verifies a signature on 𝑛𝐴𝑆 by resolving the DID of the AS/AM. Now, 
the user confirms the message sender by computing 𝑋∗

1
followed by a 

comparison with the received 𝑋1. After this successful verification, the 
user stores (𝑉 𝐶𝑈 )𝐾

𝐴𝑆
𝑃𝑟

signed by the AS/AM.

3.5. Authorisation server verifiable credential obtaining phase

In this phase, the authorisation server (𝐴𝑍) receives a verifiable 
credential (𝑉 𝐶𝐴𝑍 )𝐾𝐴𝑆

𝑃𝑟
from the authentication server (𝐴𝑆𝑖) used to 

establish a session with the other parties of the DT enabled manufac-
turing system. As shown in Table 3, an authorisation server generates 
a nonce 𝑛𝐴𝑍 followed by generating message 𝑀1. The authorisation 
server sends 𝑀1 to the AS/AM. Upon receiving 𝑀1, AS/AM resolves 
authorisation server DID and verifies the signature over 𝑛𝐴𝑍 to vali-
date that the authorisation server is a registered system server. Next, 
AS/AM also verifies signature over (𝑉 𝐶𝐴𝑍 )𝐾

𝑀𝑓𝑔

𝑃𝑟
followed by message 

𝑀2 generation. AS/AM forwards message 𝑀2 to 𝐴𝑍 . After receiving 
message 𝑀2 from the AS/AM, 𝐴𝑍 verifies the signature on 𝑛𝐴𝑆 by re-
solving the DID of the AS/AM. Next, 𝐴𝑍 verifies the message sender 
by computing 𝑋∗

1
followed by comparison with the received 𝑋1. Upon 

successful verification, 𝐴𝑍 stores (𝑉 𝐶𝐴𝑍 )𝐾𝐴𝑆
𝑃𝑟

signed by the AS/AM.

3.6. Command engine verifiable credential obtaining phase

In this phase, the command engine (𝐶𝐸) receives a verifiable cre-
dential (𝑉 𝐶𝐶𝐸 )𝐾

𝐴𝑆
𝑃𝑟

from the 𝐴𝑆𝑖 used to establish a session with the 
other parties of the DT-enabled manufacturing system. As shown in Ta-
ble 4, 𝐶𝐸 generates a nonce 𝑛𝐶𝐸 followed by generating message 𝑀1. 
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Fig. 4. GAN Generator, 𝐺𝜆𝜗.

Table 2
User Verifiable Credential Obtaining Phase.

User
Authentication Server/ Accumulator Manager

Generate 𝑛𝑈

𝑀1 = {𝐷𝐼𝐷𝑈 , (𝑉 𝐶𝑈 )𝐾
𝐺𝑜𝑣
𝑃 𝑟

, 𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑛𝑈 )𝐾
𝑈
𝑃𝑟
},

𝑀1

←←←←←←←←←←←←←←←←←←←←←←←←→

Resolves 𝐷𝐼𝐷𝑈 and 𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑛𝑈 )𝐾
𝑈
𝑃𝑟
,

𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑉 𝐶𝑈 )𝐾
𝐺𝑜𝑣
𝑃 𝑟

,
Generate 𝑛𝐴𝑆 , 𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑛𝐴𝑆 )𝐾

𝐴𝑆
𝑃𝑟

Generate 𝑉 𝐶𝑈 = Hash(𝑛𝑈 ||𝑛𝐴𝑆 ||(𝑉 𝐶𝑈 )
𝐺𝑜𝑣
𝑃 𝑟
),

𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟
,

𝑋1 = Hash(𝑠𝑎𝑙𝑡||(𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟
),

𝑀2 = {𝑋1, (𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟
, salt, (𝑛𝐴𝑆 )𝐾

𝐴𝑆
𝑃𝑟
, 𝐷𝐼𝐷𝐴𝑆},

𝑀2

←←←←←←←←←←←←←←←←←←←←←←←←←

Resolve 𝐷𝐼𝐷𝐴𝑆 and 𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑛𝐴𝑆 )𝐾
𝐴𝑆
𝑃𝑟
,

𝑋∗
1
= Hash(𝑠𝑎𝑙𝑡||𝑛𝑈 ||𝑛𝐴𝑆 ||(𝑉 𝐶𝑈 )𝐾

𝐺𝑜𝑣
𝑃 𝑟

)
?
= 𝑋1,

Store (𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟

Table 3
Authorisation Server Verifiable Credential Obtaining Phase.

Authorisation Server
Authentication Server

Generate 𝑛𝐴𝑍

𝑀1 = {𝐷𝐼𝐷𝐴𝑍 , (𝑉 𝐶𝐴𝑍 )𝐾
𝑀𝑓𝑔

𝑃𝑟
, 𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑛𝐴𝑍 )𝐾

𝐴𝑍
𝑃𝑟
},

𝑀1

←←←←←←←←←←←←←←←←←←←←←←←←→

Resolves 𝐷𝐼𝐷𝐴𝑍 and 𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑛𝐴𝑍 )𝐾
𝐴𝑍
𝑃𝑟
,

𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑉 𝐶𝐴𝑍 )𝐾
𝑀𝑓𝑔

𝑃𝑟
,

Generate 𝑛𝐴𝑆 , 𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑛𝐴𝑆 )𝐾
𝐴𝑆
𝑃𝑟

Generate 𝑉 𝐶𝐴𝑍 = Hash(𝑛𝐴𝑍 ||𝑛𝐴𝑆 ||(𝑉 𝐶𝐴𝑍 )
𝑀𝑓𝑔

𝑃𝑟
),

𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑉 𝐶𝐴𝑍 )𝐾
𝐴𝑆
𝑃𝑟
,

𝑋1 = Hash(𝑠𝑎𝑙𝑡||(𝑉 𝐶𝐴𝑍 )𝐾
𝐴𝑆
𝑃𝑟
),

𝑀2 = {𝑋1, (𝑉 𝐶𝐴𝑍 )𝐾
𝐴𝑆
𝑃𝑟
, salt, (𝑛𝐴𝑆 )𝐾

𝐴𝑆
𝑃𝑟
, 𝐷𝐼𝐷𝐴𝑆},

𝑀2

←←←←←←←←←←←←←←←←←←←←←←←←←

Resolve 𝐷𝐼𝐷𝐴𝑆 and 𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑛𝐴𝑆 )𝐾
𝐴𝑆
𝑃𝑟
,

𝑋∗
1
= Hash(𝑠𝑎𝑙𝑡||𝑛𝐴𝑍 ||𝑛𝐴𝑆 ||(𝑉 𝐶𝐴𝑍 )𝐾

𝑀𝑓𝑔

𝑃𝑟
)

?
= 𝑋1,

Store (𝑉 𝐶𝐴𝑍 )𝐾
𝐴𝑆
𝑃𝑟

Next, 𝐶𝐸 forwards 𝑀1 to the AS/AM. Next, AS/AM resolves command 
engine DID verifies the signature over 𝑛𝐶𝐸 and validates that the 𝐶𝐸 is 
a registered system entity. Furthermore, AS/AM also verifies signature 
over (𝑉 𝐶𝐶𝐸 )𝐾

𝑀𝑓𝑔

𝑃𝑟
followed by message 𝑀2 generation. Now, AS/AM 

forwards 𝑀2 to the 𝐶𝐸. After receiving message 𝑀2 from the AS/AM, 
𝐶𝐸 verifies the signature on 𝑛𝐴𝑆 by resolving the DID of the AS/AM. 
Now, 𝐶𝐸 verifies the message sender by computing 𝑋∗

1
followed by 

comparison with the received 𝑋1. If the verification is successful, 𝐶𝐸

stores (𝑉 𝐶𝐶𝐸 )𝐾
𝐴𝑆
𝑃𝑟

signed by the AS/AM.

3.7. Token validation and key derivation phase

Protocol 1: Token Validation and Key Derivation Phase for Se-
cure Data Access:

After execution of above phases, user holds {𝐷𝐼𝐷𝑈 , (𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟
, 

𝐾𝑈
𝑃𝑟
, 𝐷𝐼𝐷𝐴𝑆}, authorisation server holds {𝐷𝐼𝐷𝐴𝑍 , (𝑉 𝐶𝐴𝑍 )𝐾𝐴𝑆

𝑃𝑟
, 

𝐾𝐴𝑍
𝑃𝑟

}, authentication server holds {𝐷𝐼𝐷𝐴𝑆 , 𝐷𝐼𝐷𝑈 , 𝐷𝐼𝐷𝐴𝑍 , 𝐷𝐼𝐷𝐶𝐸 , 
𝐾𝐴𝑆

𝑃𝑟
} and command engine holds {𝐷𝐼𝐷𝐶𝐸 , (𝑉 𝐶𝐶𝐸 )𝐾

𝐴𝑆
𝑃𝑟
, 𝐾𝐶𝐸

𝑃𝑟
, 

𝐷𝐼𝐷𝐴𝑆}. In this phase, the user receives a one-time authorisation to-
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Table 4
Command Engine Verifiable Credential Obtaining Phase.

Command Engine
Authentication Server

Generate 𝑛𝐶𝐸

𝑀1 = {𝐷𝐼𝐷𝐶𝐸 , (𝑉 𝐶𝐶𝐸 )𝐾
𝑀𝑓𝑔

𝑃𝑟
, 𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑛𝐶𝐸 )𝐾

𝐶𝐸
𝑃𝑟
}

𝑀1

←←←←←←←←←←←←←←←←←←←←←←←←→

Resolves 𝐷𝐼𝐷𝐶𝐸 and 𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑛𝐶𝐸 )𝐾
𝐶𝐸
𝑃𝑟

𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑉 𝐶𝐶𝐸 )𝐾
𝑀𝑓𝑔

𝑃𝑟

Generate 𝑛𝐴𝑆 , 𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑛𝐴𝑆 )𝐾
𝐴𝑆
𝑃𝑟

Generate 𝑉 𝐶𝐶𝐸 = Hash(𝑛𝐶𝐸 ||𝑛𝐴𝑆 ||(𝑉 𝐶𝐶𝐸 )𝐾
𝑀𝑓𝑔

𝑃𝑟
)

𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑉 𝐶𝐶𝐸 )𝐾
𝐴𝑆
𝑃𝑟

𝑋1 = Hash(𝑠𝑎𝑙𝑡||(𝑉 𝐶𝐶𝐸 )𝐾
𝐴𝑆
𝑃𝑟
)

𝑀2 = {𝑋1, (𝑉 𝐶𝐶𝐸 )𝐾
𝐴𝑆
𝑃𝑟
, salt, (𝑛𝐴𝑆 )𝐾

𝐴𝑆
𝑃𝑟
, 𝐷𝐼𝐷𝐴𝑆}

𝑀2

←←←←←←←←←←←←←←←←←←←←←←←←←

Resolve 𝐷𝐼𝐷𝐴𝑆 and 𝑆𝑖𝑔𝑛𝑉 𝑟𝑓 (𝑛𝐴𝑆 )𝐾
𝐴𝑆
𝑃𝑟

𝑋∗
1
= Hash(𝑠𝑎𝑙𝑡||𝑛𝐶𝐸 ||𝑛𝐴𝑆 ||(𝑉 𝐶𝐶𝐸 )𝐾

𝑀𝑓𝑔

𝑃𝑟
)

?
= 𝑋1

Store (𝑉 𝐶𝐶𝐸 )𝐾
𝐴𝑆
𝑃𝑟

ken from the authentication server and establishes a session key with 
the authorisation server upon successful token validation. During this 
phase, the user presents membership witness 𝑀𝑊𝑈 to the accumulator 
manager running over the authentication server. The accumulator man-
ager verifies 𝑀𝑊𝑈 for the user and instructs the authentication server 
to continue or not. Table 5 shows the working of this phase.

Step 1. 𝑈 ←←→ AS/AM: The user 𝑈 generates a nonce 𝑛𝑈 and generates a 
signature using his/her own private key. Now, 𝑈 obtains 𝐾𝐴𝑆

𝑃𝑢𝑏

by resolving the DID of the AS/AM. Next, 𝑈 generates a mes-
sage 𝑀1 = 𝐸𝑛𝑐(𝐷𝐼𝐷𝑈 , (𝑛𝑈 )𝐾

𝑈
𝑃𝑟

, 𝑀𝑊𝑈 , 𝑇 𝑆1)𝐾
𝐴𝑆
𝑃𝑢𝑏

and sends 
{𝑀1} to AS/AM.

Step 2. AS/AM ←←→ 𝑈 and AS/AM ←←→ AZ: Upon receiving {𝑀1}, AS ver-

ifies 𝑇 𝑆∗
1
− 𝑇 𝑆1

?
= ΔT and AM verifies 𝑀𝑊𝑈 after decryption 

of the message 𝑀1. Now, AS/AM resolves 𝐷𝐼𝐷𝑈 and veri-
fies sign-on 𝑛𝑈 . Furthermore, AS/AM retrieves current 𝐴𝑢𝑡ℎ𝑐𝑛𝑡

from U’s DIDDoc and increments it by one. Next, AS/AM
also generates one one-time token 𝑇𝑘 and random nonce 
𝑛𝐴𝑆 . After that, AS/AM computes 𝑋1 = Hash(𝑇𝑘||𝑛𝐴𝑆 ||𝑛𝑈 ), 
generate signature on 𝑋1 using 𝐾𝐴𝑆

𝑃𝑟
and generates 𝑀2 = 

𝐸𝑛𝑐(𝑆1, 𝑛𝐴𝑆 , 𝑇𝑘, 𝐷𝐼𝐷𝐴𝑍 , 𝐴𝑢𝑡ℎ𝑐𝑛𝑡, 𝑇 𝑆2)𝐾
𝑈
𝑃𝑢𝑏

for U. AS/AM also 
generates 𝑀3 = 𝐸𝑛𝑐(𝑆1, 𝑇𝑘, 𝐷𝐼𝐷𝑈 , 𝑛𝐴𝑆 , 𝑇 𝑆3)𝐾

𝐴𝑍
𝑃𝑢𝑏

for AZ. 
Now, AS/AM sends {𝑀2} to U and {𝑀3} to AZ.

Step 3. 𝑈 ←←→ AS ←←→ AZ: Upon receiving {𝑀2}, U verifies 𝑇 𝑆∗
2
− 𝑇 𝑆2

?
=

ΔT and decrypts message 𝑀2 using own private key. Next, U
verifies 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 received from AS/AM, and it should be exactly 
one value lesser than the available 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 value with him/her. 
If the 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 value is higher, a user can audit that any adver-
sary tried to use his/her DID to authenticate with AS/AM. Upon 
successful audit, U verifies signature 𝑆1, further generates ran-
dom 𝑟𝑈 and computes 𝑋2 = Hash(𝑟𝑈 ||𝑆1||𝑇𝑘) using one time 
token 𝑇𝑘. Now, U resolves 𝐷𝐼𝐷𝐴𝑍 received from the AS, com-
putes 𝑀4 = 𝐸𝑛𝑐(𝑋2, 𝑟𝑈 , 𝑇 𝑆4)𝐾

𝐴𝑍
𝑃𝑢𝑏

and sends {𝑀4} to AZ.
Step 4. AZ ←←→ AS ←←→ 𝑈 : Upon receiving {𝑀3} and {𝑀4}, AZ verifies 

𝑇 𝑆∗
3
− 𝑇 𝑆3

?
= ΔT, verifies 𝑇 𝑆∗

4
− 𝑇 𝑆4

?
= ΔT, and decrypts 

𝑀3 and 𝑀4. Now, AZ verifies signature 𝑆1 and validates 𝑋
∗
2

= Hash(𝑟𝑈 ||𝑆1||𝑇
′
𝑘
) 

?
= 𝑋2. Upon successful validation, AZ dis-

cards 𝑇 ′
𝑘
received from the AS. Hence, 𝑇𝑘 received from AS/AM

will be used only once by AZ for U’s authorisation purpose. 
Now, AZ generates a random 𝑟𝐴𝑍 , resolves 𝐷𝐼𝐷𝑈 and com-
putes 𝑀5 = 𝐸𝑛𝑐(𝑠𝑖𝑔𝑛((𝑉 𝐶𝐴𝑍 )𝐾𝐴𝑆

𝑃𝑟
)𝐾𝐴𝑍

𝑃𝑟
, 𝑟𝐴𝑍 , 𝑇 𝑆5)𝐾

𝑈
𝑃𝑢𝑏

. At 
last, AZ sends {𝑀5} to U.

Step 5. 𝑈 ←←→ AS ←←→ AZ: Upon receiving {𝑀5} from AZ, U verifies 

𝑇 𝑆∗
5
−𝑇 𝑆5

?
= ΔT, decrypts 𝑀5, and verifies both the signatures 

on 𝑉 𝐶𝐴𝑍 . Now, U computes 𝑀6 = 𝐸𝑛𝑐(𝑆𝑖𝑔𝑛((𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟

,

𝑇 𝑆6)𝐾
𝑈
𝑃𝑟
) and sends {𝑀6} to AZ. U computes key as: 𝐾𝑈−𝐴𝑍

←←← KDF(𝑉 𝐶𝑈 ||𝑉 𝐶𝐴𝑍 ||𝑟𝑈 ||𝑟
′
𝐴𝑍

||𝑛𝐴𝑆 ).

Step 6. AZ: Upon receiving {𝑀6}, AZ verifies 𝑇 𝑆∗
6
− 𝑇 𝑆6

?
= ΔT and 

decrypts 𝑀6. Now, AZ verifies both signatures on 𝑉 𝐶𝑈 by U
itself and by issuer AS/AM. Upon successful verification, AZ
computes key as: 𝐾𝐴𝑍−𝑈 ←←← KDF(𝑉 𝐶𝑈 ||𝑉 𝐶𝐴𝑍 ||𝑟′

𝑈
||𝑟′

𝐴𝑍
||𝑛𝐴𝑆 )

Protocol 2: Token Validation and Key Derivation Phase for Secure 
Command Execution: In this phase, the user (𝑈 ) receives a one-time 
authorisation token from the authentication server (AS/AM) and estab-
lishes a session key with the command engine (𝐶𝐸) for secure com-
mand execution upon successful token validation by the authorisation 
server (𝐴𝑍). The user communicates with a command engine through 
the authentication and authorisation servers before key derivation. In 
this phase, each participating entity verifies verifiable credentials issued 
to each other by the authentication server. Table 6 presents the working 
of this phase.

Step 1. 𝑈 ←←→ AS/AM: 𝑈 generates 𝑛𝑈 and signs it using own private key. 
Now, U obtains 𝐾𝐴𝑆

𝑃𝑢𝑏
by resolving the DID of the authentication 

server. Next, U generates 𝑀1 = 𝐸𝑛𝑐(𝐷𝐼𝐷𝑈 , (𝑛𝑈 )𝐾
𝑈
𝑃𝑟

, 𝑀𝑊𝑈 ,

𝑇 𝑆1)𝐾
𝐴𝑆
𝑃𝑢𝑏

and sends {𝑀1} to AS/AM.
Step 2. AS/AM ←←→𝑈 and AS/AM ←←→ AZ: Upon receiving {𝑀1}, AS

Verifies 𝑇 𝑆∗
1
− 𝑇 𝑆1

?
= ΔT and AM verifies 𝑀𝑊𝑈 after 

decryption of 𝑀1. Now, AS/AM resolves 𝐷𝐼𝐷𝑈 and ver-
ifies the signature on 𝑛𝑈 . Next, AS/AM retrieves current 
𝐴𝑢𝑡ℎ𝑐𝑛𝑡 from the user U’s DID binding and increments it by 
one. Furthermore, AS/AM also generates one one-time token 
𝑇𝑘 and random nonce 𝑛𝐴𝑆 . Next, AS/AM computes 𝑋1 = 
Hash(𝑇𝑘||𝑛𝐴𝑆 ||𝑛𝑈 ), signs 𝑋1 using 𝐾𝐴𝑆

𝑃𝑟
and generates 𝑀2

= 𝐸𝑛𝑐(𝑆1, 𝑛𝐴𝑆 , 𝑇𝑘, 𝐷𝐼𝐷𝐴𝑍 , 𝐴𝑢𝑡ℎ𝑐𝑛𝑡, 𝑇 𝑆2)𝐾
𝑈
𝑃𝑢𝑏

for U. Next, 
AS/AM also generates 𝑀3 = 𝐸𝑛𝑐(𝑆1, 𝑇𝑘, 𝐷𝐼𝐷𝑈 , 𝐷𝐼𝐷𝐶𝐸 ,

𝑇 𝑆3)𝐾
𝐴𝑍
𝑃𝑢𝑏

for AZ. After that, AS/AM sends {𝑀2} to U and 
{𝑀3} to AZ.

Step 3. 𝑈 ←←→ AS/AM ←←→ AZ: Upon receiving {𝑀2}, U verifies 𝑇 𝑆∗
2
−𝑇 𝑆2

?
= ΔT and decrypts message 𝑀2 using own private key. Next, 
U verifies 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 received from AS/AM, and it should be ex-
actly one value lesser than the available 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 value with 
him/her. If the 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 value is higher it means the author 
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Table 5
Token Validation and Key Derivation Phase for Secure Data Access.

audit that any adversary tried to use his/her DID to per-
form authentication with AS/AM. Upon successful audit, U
verifies the signature 𝑆1, retrieves 𝑋1 and verifies 𝑋′

1
= 

Hash(𝑇𝑘||𝑛𝐴𝑆 ||𝑛𝑈 ) 
?
= 𝑥1. Further, U generates random 𝑟𝑈 , 

computes 𝑋2 = Hash(𝑟𝑈 ||𝑆1||𝑇𝑘) using a one time token 𝑇𝑘

and 𝑆2 = 𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑋2)𝐾
𝑈
𝑃𝑟
. Now, U resolves 𝐷𝐼𝐷𝐴𝑍 and gets 

𝐾𝐴𝑍
𝑃𝑢𝑏

, computes 𝑀4 = 𝐸𝑛𝑐(𝑆2, 𝑟𝑈 , 𝑇 𝑆4)𝐾
𝐴𝑍
𝑃𝑢𝑏

and sends {𝑀4} 
to AZ.

Step 4. AZ ←←→ AS/AM ←←→ 𝑈 : Upon receiving {𝑀3} and {𝑀4}, AZ veri-

fies 𝑇 𝑆∗
3
− 𝑇 𝑆3

?
= ΔT and verifies 𝑇 𝑆∗

4
− 𝑇 𝑆4

?
= ΔT. Next, AZ

decrypts 𝑀3, gets 𝑇
′
𝑘
, verifies signature 𝑆1 and retrieves 𝑋1 as 

𝑋′
1
. Further, AZ resolves 𝐷𝐼𝐷𝑈 and 𝐷𝐼𝐷𝐶𝐸 to receive 𝐾𝑈

𝑃𝑢𝑏

and 𝐾𝐶𝐸
𝑃𝑢𝑏

respectively. After decryption of message 𝑀4, AZ ver-

ifies signature 𝑆2, and validates 𝑋
∗
2
= Hash(𝑟𝑈 ||𝑋

′
1
||𝑇 ′

𝑘
) 

?
= 𝑋2. 

Upon successful validation, AZ discards 𝑇 ′
𝑘
. Now, AZ gener-

ates a random number 𝑟𝐴𝑍 and generates the message 𝑀5 = 
𝐸𝑛𝑐(𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑉 𝐶𝐴𝑍 , 𝑇 𝑆5)𝐾

𝐴𝑆
𝑃𝑟

)𝐾𝐴𝑍
𝑃𝑟

), 𝑟𝐴𝑍 )𝐾𝑈
𝑃𝑢𝑏

.
Finally, AZ sends {𝑀5} to U.

Step 5. 𝑈 ←←→ AS/AM ←←→ AZ: Upon receiving {𝑀5}, U verifies 𝑇 𝑆∗
5
−𝑇 𝑆5

?
= ΔT, decrypts 𝑀5 and verifies both signature on 𝑉 𝐶𝐴𝑍 . Fur-

ther, U 𝑀6 = 𝐸𝑛𝑐(𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟

, 𝑇 𝑆6)𝐾
𝑈
𝑃𝑟
))𝐾𝐴𝑍

𝑃𝑢𝑏
and 

sends {𝑀6} to AZ.

Step 6. AZ ←←→ CE: Upon receiving {𝑀6}, AZ decrypts 𝑀6 and ver-

ifies signature on 𝑉 𝐶𝑈 and verifies 𝑇 𝑆∗
6
− 𝑇 𝑆6

?
= ΔT. 

Next, AZ generates 𝑆3 = 𝑆𝑖𝑔𝑛𝐺𝑒𝑛((𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟

)𝐾𝑈
𝑃𝑟
)𝐾𝐴𝑍

𝑃𝑟
)

and 𝑆4 = 𝑆𝑖𝑔𝑛𝐺𝑒𝑛((𝑉 𝐶𝐴𝑍 )𝐾𝐴𝑆
𝑃𝑟

)𝐾𝐴𝑍
𝑃𝑟

)) followed by 𝑀7 = 
𝐸𝑛𝑐(𝑆3, 𝑆4, 𝐷𝐼𝐷𝑈 , 𝐷𝐼𝐷𝐴𝑍 , 𝑟𝑈 , 𝑟𝐴𝑍 , 𝑇 𝑆7)𝐾

𝐶𝐸
𝑃𝑢𝑏

. last, AZ sends 

{𝑀7} to CE.

Step 7. CE ←←→ AZ: After receiving {𝑀7}, CE decrypts 𝑀7, resolves 

𝐷𝐼𝐷𝑈 , 𝐷𝐼𝐷𝐴𝑍 and 𝐷𝐼𝐷𝐴𝑆 , and verifies 𝑇 𝑆∗
7
− 𝑇 𝑆7

?
=

ΔT. Now, CE verifies signatures 𝑆3 and 𝑆4 and generates

a random number 𝑟𝐶𝐸 . Now, CE generates 𝑆5 = 

𝑆𝑖𝑔𝑛𝐺𝑒𝑛((𝑉 𝐶𝐶𝐸 )𝐾
𝐴𝑆
𝑃𝑟

)𝐾𝐶𝐸
𝑃𝑟

)), and 𝑀8=𝐸𝑛𝑐(𝑆5, 𝑟𝐶𝐸 , 𝑇 𝑆8)𝐾
𝐴𝑍
𝑃𝑢𝑏

and sends {𝑀8} to AZ.

Step 8. AZ ←←→ AS/AM ←←→ 𝑈 : Upon receiving {𝑀8}, AZ decrypts 

𝑀8, verifies 𝑇 𝑆∗
8
− 𝑇 𝑆8

?
= ΔT and verifies 𝑆5. Now, AZ

computes 𝑆6 = 𝑆𝑖𝑔𝑛𝐺𝑒𝑛((𝑉 𝐶𝐶𝐸 )𝐾
𝐴𝑆
𝑃𝑟

)𝐾𝐴𝑍
𝑃𝑟

)) and 𝑀9 = 
𝐸𝑛𝑐(𝑆6, 𝑟𝐶𝐸 , 𝑇 𝑆9)𝐾

𝑈
𝑃𝑢𝑏

. Further, AZ sends {𝑀9} to U.
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Table 6
Token Validation and Key Derivation Phase for Secure Command Execution.
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Table 7
User Usability Maintaining Phase.

User
Authentication Server

Generates 𝑛𝑈 ,
Generate bio-template Δ,
Computes 𝑋1 = Hash(Δ||𝑛𝑈 ||𝐾

𝑈
𝑃𝑢𝑏𝑜𝑙𝑑

) Decrypt 𝑀1, Resolve 𝐷𝐼𝐷𝑈 ,

Generates 𝑀1 = 𝐸𝑛𝑐(𝐷𝐼𝐷𝑈 , 𝑛𝑈 ,𝑋1,Δ, 𝑇 𝑆1)𝐾
𝐴𝑆
𝑃𝑢𝑏

𝑀1

←←←←←←←←←←←←←←←←←←←←←←←←→ Verifies 𝑇 𝑆∗
1
− 𝑇 𝑆1

?
= ΔT,

Untie 𝑍𝑈 and retrieves {Δ′, 𝐾𝑒𝑚, 𝐾
𝑈
𝑃𝑢𝑏𝑜𝑙𝑑

},

Verify Δ - Δ′ ≤ 𝑇 ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,

𝑋∗
1
= Hash(Δ||𝑛𝑈 ||𝐾

𝑈
𝑃𝑢𝑏𝑜𝑙𝑑

)
?
= 𝑋1,

Compute {𝐾𝑈
𝑃𝑟𝑜𝑙𝑑

, 𝐾𝑈
𝑃𝑢𝑏𝑜𝑙𝑑

}←← KDF(Δ′),

Generate 𝑛𝐴𝑠 and 𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑆1)= (𝑛𝐴𝑆 )𝐾
𝐴𝑆
𝑃𝑟
,

Computes 𝐾𝑒𝑚 = PRF(Δ||𝑃𝑊 𝐷)
𝑀2

←←←←←←←←←←←←←←←←←←←←←←←←← 𝑀2 = 𝐸𝑛𝑐(𝐾𝑈
𝑃𝑟𝑜𝑙𝑑

, 𝑆1, 𝑇 𝑆2)𝐾𝑒𝑚

Verifies 𝑇 𝑆∗
2
− 𝑇 𝑆2

?
= ΔT, Decrypt 𝑀2 using 𝐾𝑒𝑚

Verifies 𝑆1 using 𝐾𝐴𝑆
𝑃𝑢𝑏

{𝐾𝑈
𝑃𝑟𝑛𝑒𝑤

, 𝐾
𝑈𝑛𝑒𝑤

𝑃𝑢𝑏
}←← KDF(Δ′||𝐾𝑈

𝑃𝑟𝑜𝑙𝑑

)

𝐷𝐼𝐷𝑈𝑛𝑒𝑤
= Hash(𝐾

𝑈𝑛𝑒𝑤

𝑃𝑢𝑏
)

𝑀3 = 𝐸𝑛𝑐(𝐷𝐼𝐷𝑈 ,𝐷𝐼𝐷𝑈𝑛𝑒𝑤
,𝐾

𝑈𝑛𝑒𝑤

𝑃𝑢𝑏
,𝐴𝑢𝑡ℎ𝑐𝑛𝑡, 𝑇 𝑆3)𝐾

𝐴𝑆
𝑃𝑢𝑏

𝑀3

←←←←←←←←←←←←←←←←←←←←←←←←→ Decrypt 𝑀3, Verifies 𝑇 𝑆∗
3
− 𝑇 𝑆3

?
= ΔT

Binds {𝐷𝐼𝐷𝑈 ,𝐷𝐼𝐷𝑈𝑛𝑒𝑤
,𝐾

𝑈𝑛𝑒𝑤

𝑃𝑢𝑏
,𝐴𝑢𝑡ℎ𝑐𝑛𝑡}

Step 9. 𝑈 : Upon receiving {𝑀9}, U verifies 𝑇 𝑆∗
9
−𝑇 𝑆9

?
= ΔT, decrypts 

𝑀9 and verifies both signature on 𝑆6. Last, 𝑈 generates a key
as: 𝐾𝑈−𝐶𝐸 ←←← KDF(𝑉 𝐶𝐶𝐸 ||𝑉 𝐶𝑈 ||𝑟𝐶𝐸 ||𝑟

′
𝐴𝑍

||𝑟′
𝑈
).

Step 10. CE: CE computes a key as: 𝐾𝐶𝐸−𝑈 ←←← KDF(𝑉 𝐶𝐶𝐸 ||𝑉 𝐶𝑈 ||𝑟𝐶𝐸 ||

𝑟′
𝐴𝑍

||𝑟′
𝑈
).

3.8. User usability maintaining phase

Protocol 3: For Handling usability issues in case of lose of pri-
vate key by user:

This phase provides a solution to address usability problem that 
arises when any friendly enemy (or any insider) deletes the user’s pri-
vate key from the mobile device, or the user loses their private key in 
any other way. In that situation, the user’s system usability is compro-
mised, and they need to recover their private key to continue operating 
on the system. Table 7 shows the working of this phase. The user 
Usability Maintaining Phase performs over the public channel as fol-
lows:

• User generates 𝑛𝑈 , bio-template Δ and computes 𝑋1 =
Hash(Δ||𝑛𝑈 ||𝐾

𝑈
𝑃𝑢𝑏𝑜𝑙𝑑

), and generates 𝑀1 = 𝐸𝑛𝑐(𝐷𝐼𝐷𝑈 , 𝑛𝑈 , 𝑋1,

Δ, 𝑇 𝑆1)𝐾
𝐴𝑆
𝑃𝑢𝑏

. Sends 𝑀1 to AS.

• Upon receiving 𝑀1 from user, AS verifies 𝑇 𝑆∗
1
− 𝑇 𝑆1

?
= ΔT, de-

crypts 𝑀1, resolves 𝐷𝐼𝐷𝑈 , untie 𝑍𝑈 and retrieves {Δ′, 𝐾𝑒𝑚, 
𝐾𝑈

𝑃𝑢𝑏𝑜𝑙𝑑
}. Verifies Δ - Δ′ ≤ 𝑇 ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝑋∗

1
= Hash(Δ||𝑛𝑈 ||𝐾

𝑈
𝑃𝑢𝑏𝑜𝑙𝑑

) 
?
= 𝑋1, Compute {𝐾

𝑈
𝑃𝑟𝑜𝑙𝑑

, 𝐾𝑈
𝑃𝑢𝑏𝑜𝑙𝑑

} ←←← KDF(Δ′), generate 𝑛𝐴𝑠 and 

𝑆𝑖𝑔𝑛𝐺𝑒𝑛(𝑆1) = (𝑛𝐴𝑆 )𝐾
𝐴𝑆
𝑃𝑟
, 𝑀2 = 𝐸𝑛𝑐(𝐾𝑈

𝑃𝑟𝑜𝑙𝑑
, 𝑆1, 𝑇 𝑆2)𝐾𝑒𝑚. Sends 

𝑀2 to U.
• After receiving 𝑀2 from AS, user decrypts 𝑀2 using 𝐾𝑒𝑚, veri-

fies 𝑇 𝑆∗
2
− 𝑇 𝑆2

?
= ΔT 𝑆1 using 𝐾

𝐴𝑆
𝑃𝑢𝑏

, computes {𝐾𝑈
𝑃𝑟𝑛𝑒𝑤

, 𝐾𝑈𝑛𝑒𝑤

𝑃𝑢𝑏
} 

←←← KDF(Δ′||𝐾𝑈
𝑃𝑟𝑜𝑙𝑑

), 𝐷𝐼𝐷𝑈𝑛𝑒𝑤
= Hash(𝐾𝑈𝑛𝑒𝑤

𝑃𝑢𝑏
). Generates 𝑀3 = 

𝐸𝑛𝑐(𝐷𝐼𝐷𝑈 , 𝐷𝐼𝐷𝑈𝑛𝑒𝑤
,𝐾

𝑈𝑛𝑒𝑤

𝑃𝑢𝑏
, 𝐴𝑢𝑡ℎ𝑐𝑛𝑡, 𝑇 𝑆3)𝐾

𝐴𝑆
𝑃𝑢𝑏

. Sends 𝑀3 to AS.
• Upon receiving 𝑀3 from user, AS decrypts 𝑀3, verifies 𝑇 𝑆∗

3
−𝑇 𝑆3

?
= ΔT, binds {𝐷𝐼𝐷𝑈 , 𝐷𝐼𝐷𝑈𝑛𝑒𝑤

, 𝐾𝑈𝑛𝑒𝑤

𝑃𝑢𝑏
, 𝐴𝑢𝑡ℎ𝑐𝑛𝑡} for user 𝑈𝑖.

Upon receiving the old DID, new DID, new public key, and current au-
thentication counter from the user, the authentication server replaces 

the old DID binding with the new DID binding using these parameters 
through the blockchain administrator.

4. Security analysis of proposed scheme

In this section, we present the formal security analysis of our pro-
posed scheme. In this regard, we use Random Oracle Model (ROR) [21]. 
In addition, here we also provide a brief description to show how our 
proposed scheme can satisfy the security properties relevant to the dig-
ital twin-based manufacturing system.

4.1. Formal security analysis

Now, to prove that the proposed scheme achieves Secure-AKE with 
the help of ROR, here we consider a polynomial-time adversary  who 
interacts with the 𝑗𝑡ℎ participant instance 𝛿𝑗

𝑋
of any system model (ref. 

Fig. 1) entity 𝑋. Using ROR, we can prove that  with the oracle 
capabilities (i.e. Reveal, Send, Eavesdrop, CorruptUserAgent, CorruptUserI-
dentity, Sign, CorruptUserBio and Test) can not distinguish between the 
retrieved values (𝑐) and the original key computed between the parties. 
Following are the essential preliminaries used to discuss the formal se-
curity analysis:

• Random Oracles and Complexity Assumptions: We use a pseudo-
random one-way hash function (𝑀) to achieve the integrity and 
use public key encryption (𝑘𝑝𝑢𝑏, 𝑀) with private key decryp-
tion (𝑘𝑃𝑟, 𝑀) to achieve confidentiality and user privacy in the 
proposed work. Assume that a polynomial time adversary  cap-
tures message 𝑀𝑖 then the oracle computes 𝑅𝑖 = (𝑀𝑖) where 
𝑅𝑖 is the fixed size irreversible value related to message 𝑀𝑖. It 
is stored in the list 𝐿 as the (𝑀𝑖, 𝑅𝑖) pair with oracles. Through 
the following definition for the  function, we prove that for any 
polynomial-time adversary , it is computationally infeasible to 
win the related game in non-negligible time as defined.

Definition 1. Let 𝐴𝑑𝑣𝐻 present the success of an adversary 
in differentiating two functions 𝑓𝑛 and 𝑓𝑛 ∗ such that 𝐴𝑑𝑣𝐻 = 
|𝑃𝑟[𝑓𝑛 = 1] − 𝑃𝑟[𝑓𝑛 ∗= 1]| presents the distinguishing capacity of 
 for 𝑓𝑛 and 𝑓𝑛 ∗ in polynomial time. For any  who performs 
𝑖 oracle queries for 𝑗 times then the 𝑓𝑛(𝑖, 𝑗, 𝛿) is secure if  can 
distinguish an output of 𝑓𝑛 and 𝑓𝑛 ∗ with 𝐴𝑑𝑣𝐻 ≥ 𝛿.
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Initialisation: Let challenge  define functions 𝑓 0
𝑛
and 𝑓 1

𝑛
and 

selects randomly among them to interact with  where 𝑓 0
𝑛
is 

a pseudo random function  and 𝑓 1
𝑛
is truly random function 

.
Adversary Training: In this step,  sends 𝑖 oracle queries 𝑞1....𝑞𝑖

to . The  responds to these queries by sending 𝑓 𝑏
𝑛
(𝑞1) ∈ {0,1}𝑙 , 

where 𝑓 𝑏
𝑛
can be either 𝑓 0

𝑛
or 𝑓 1

𝑛
.

Adversary Guess In this step, an adversary  tries to guess the 
value of b in 𝑓 𝑏

𝑛
as 𝑏∗ and if  can correctly guess that  has 

used either 𝑓 0
𝑛
or 𝑓 1

𝑛
then it wins the game. Hence the winning 

probability of  in guessing correct 𝑓 𝑏
𝑛
is 𝐴𝑑𝑣𝐴,𝑓𝑛

= |𝑃𝑟[𝑏 ∗=
𝑏] − 1∕2|.
As per the assumption of a pseudo-random function, we can 
argue that it is impossible for any adversary  to win this 
game within a polynomial time with a non-negligible advan-
tage.

• Oracle Participants: In the proposed scheme, we propose two pro-
tocols, The Protocol 1 consists of user 𝑈 , authentication server 𝐴𝑆 , 
and authorisation server 𝐴𝑍 while Protocol 2 consists of user 𝑈 , 
authentication server 𝐴𝑆 , authorisation server 𝐴𝑍 , and the com-
mand engine 𝐶𝐸. Let 𝛿𝑖

𝑈
, 𝛿𝑗

𝐴𝑆
, 𝛿𝑘

𝐴𝑍
and 𝛿𝑙

𝐶𝐸
represent the oracles 

of 𝑈 , 𝐴𝑆 , 𝐴𝑍 , and 𝐶𝐸 with instances 𝑖, 𝑗, 𝑘, and 𝑙 respec-
tively.

• Freshness of the Oracles: We can say that 𝛿𝑖
𝑈
, 𝛿𝑗

𝐴𝑆
, 𝛿𝑘

𝐴𝑍
and 𝛿𝑙

𝐶𝐸

are fresh oracles if the reveal oracle query 𝑅 by an adversary 
does not generate the correct key between 𝛿𝑖

𝑈
and 𝛿𝑘

𝐴𝑍
or between 

𝛿𝑖
𝑈
and 𝛿𝑙

𝐶𝐸
.

• Oracle Partnering: Oracle instances 𝛿𝑚
𝑥

and 𝛿𝑛
𝑦
are partners 

if:
– They share a common session identification (𝑠𝑖𝑑) with complete 
mutual authentication. The 𝑠𝑖𝑑 represents the log for the com-
municated messages before the acceptance state.

– They are in the same acceptance state.
– They satisfy partner identification.

• Accepted States: An oracle instance 𝛿𝑚
𝑥
communicates the last mes-

sage with 𝛿𝑛
𝑦
and reaches to the acceptance state and generates a 

common fresh session identifier 𝑠𝑖𝑑 as a log of all the communi-
cated messages among them.

• Polynomial Time Adversary: Let us assume that the adversary 
have all the capabilities defined in 2.6 and be able to perform 
queries discussed below:

• Adversary Model and Adversary Capabilities: The modelling of 
is based on capabilities of the adversary discussed in section 2.6. 
Through the following oracle queries, adversary  tries to perform 
either an active attack or a passive attack.

Reveal (𝛿𝑚
𝑥
): This query provides a session key to the  shared 

between the oracle instance 𝛿𝑚
𝑥
and its partner.

Send (𝛿𝑚
𝑥

, 𝑚𝑠𝑔): With the help of this query, an adversary 
receives a response from the 𝛿𝑚

𝑥
and tries to perform an active at-

tack.

Eavesdrop (𝛿𝑚
𝑥

, 𝛿𝑛
𝑦
): With the help of this query, an adversary 

monitors traffic between 𝛿𝑚
𝑥
and its partner 𝛿𝑛

𝑦
.

CorruptUserAgent (𝛿
𝑚
𝑥
): With the help of this query, an adver-

sary  is able to get the values stored with the user agent. Also, an 
adversary can delete the private key.

CorruptUserIdentity (𝛿
𝑚
𝑥
): With the help of this query, an ad-

versary  receives the DID for the 𝛿𝑚
𝑥
and tries to behave as a 

trusted participant of the system.

Sign (𝑀𝑘,𝛿
𝑚
𝑥
):With the help of this oracle query, an adversary 

receives the valid signature 𝑆𝑘 for any message 𝑀𝑘 signed using 
private key of the entity 𝛿𝑚

𝑥
).

CorruptUserBio (𝛿
𝑚
𝑥
): With the help of this query, an adversary 

 receives bio-template Δ of the 𝛿𝑚
𝑥
and tries to perform reverse 

engineering to extract more information (i.e. role, age, etc.) related 
to the user.

Test  (𝛿𝑚
𝑥
): With the help of this query, an adversary  tries to 

guess the output of unbiased coin c. Based on the output of 𝑐= 0 or 
𝑐 = 1, an  receives either a random value or the original key, re-
spectively. Whenever 𝛿𝑚

𝑥
reaches the acceptance state, the  sends 

this query and tries to differentiate between the random value and 
the real key. Except for the above two cases, an instance 𝛿𝑚

𝑥
returns 

NULL for any other case.
• Session Key Semantic Security for Protocol with DID: The session 
key semantic security of the protocol depends on the capacity of 
the  to distinguish between any random output and actual session 
key output.

Theorem 1. Let 𝐴𝑑𝑣𝐴 define the advantage of adversary  in receiving 
the correct session key by guessing the correct value of the coin as c’ during 
the  query. If we can prove that the 𝐴𝑑𝑣𝐴 is negligible for the proposed 
work then we can say that the proposed work is secured from the random 
oracle-enabled adversary . We can define 𝐴𝑑𝑣𝐴 as follows,

𝐴𝑑𝑣𝐴((𝑡)) = 2 ∗ 𝑃𝑟[] − 1 (1)

OR

𝐴𝑑𝑣𝐴((𝑡)) = 2 ∗ 𝑃𝑟[𝑐′ = 𝑐] − 1 (2)

Theorem 2. Let 𝐴𝑑𝑣𝐸𝐶𝐷𝑆𝐴
𝐴

(𝑡), 𝐴𝑑𝑣𝐸𝑈𝐹−𝐶𝑀𝐴
𝐴

(𝑡) show an advantage of 
the polynomial time adversary (𝑡) in breaking the digital signature and per-
forming the existential unforgeability against chosen message attack (EUF-
CMA) [22] over the Verifiable Credentials signed by the genuine signer. For 
any polynomial time adversary  and challenge , if challenger  gen-
erates a valid key pair as (𝐾𝐶

𝑃𝑟
, 𝐾𝐶

𝑃𝑢𝑏
) ←←← Gen(1𝜆) where 𝜆 is a secret 

parameter. A challenger  sends 𝐾𝐶
𝑃𝑢𝑏

to the  and now  obtains sig-
natures {𝑠1,𝑠2,.....𝑠𝑛} for message set  = 𝑆𝑔𝑛{𝑚1,𝑚2,.....𝑚𝑛} from the 
. Now, adversary 𝐴 generates a pair (𝑚∗

𝑘
,𝑠∗

𝑘
) where 𝑚∗

𝑘
∉ , so we can 

say the digital signature of the message is secured against EUF-CMA if for 
any polynomial-time adversary ,

𝐴𝑑𝑣𝐸𝑈𝐹−𝐶𝑀𝐴
𝐴

(𝑡)() = 𝑃𝑟[𝑉 𝑟𝑓 (𝐾𝐶
𝑃𝑢𝑏

,𝑚∗
𝑘
, 𝑠∗

𝑘
)] = 1 (3)

is negligible in 𝜆.

Theorem 3. Let 𝐴𝑑𝑣𝐸𝐶𝐷𝐿𝑃
𝐴

(𝑡), 𝐴𝑑𝑣𝐸𝑈𝐹−𝐶𝑀𝐴
𝐴

(𝑡), 𝐴𝑑𝑣𝐸𝐶𝐷𝑆𝐴
𝐴

(𝑡),

𝐴𝑑𝑣𝐺𝐴𝑁
𝐴

(𝑡) show an advantage of the polynomial time adversary (𝑡) in 
breaking the session key, digital signature and performing reverse engineer-
ing on bio-template generated using GAN for the proposed protocol then we 
can define the session key breaking probability 𝐴𝑑𝑣𝑆𝐾

𝐴
(𝑡) in polynomial time 

t as:

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝑡)() ≤
𝑞2
ℎ

𝑙ℎ
+ 2 ∗ 𝐴𝑑𝑣𝐸𝐶𝐷𝐿𝑃

𝐴
(𝑡) + 2 ∗ 𝐴𝑑𝑣𝐸𝐶𝐷𝑆𝐴

𝐴
(𝑡)

+2𝐴𝑑𝑣𝐸𝑈𝐹−𝐶𝑀𝐴
𝐴

(𝑡) +𝐴𝑑𝑣𝐺𝐴𝑁
𝐴

(𝑡)

(4)

Proof. With the help of Theorem 1, Theorem 2, and Theorem 3 we have 
defined seven security games 𝐺𝑎𝑚𝑒𝑗 (j = 0,1,2,3,4,5,6) to prove that 
the proposed protocol is secured against a polynomial-time adversary 
. The game starts with the 𝐺𝑎𝑚𝑒0 and finishes at 𝐺𝑎𝑚𝑒6. We also 
define that 𝑆𝐶𝑗 presents the correct guess for the coin 𝑐 in each game 
𝐺𝑎𝑚𝑒𝑗 through the  query by .

• 𝐺𝑎𝑚𝑒0: The 𝐺𝑎𝑚𝑒0 presents an identical and attacks by adversary 
 against proposed protocol and  tries to predict the value of 𝑐.

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝑡)() ≤ 2 ∗ 𝑃𝑟[0] − 1 (5)
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• 𝐺𝑎𝑚𝑒1: In this game, an adversary  performs Eavesdrop (𝛿𝑖
𝑈
, 

𝛿
𝑗

𝐴𝑆
, 𝛿𝑘

𝐴𝑍
) and Eavesdrop (𝛿𝑖

𝑈
, 𝛿𝑗

𝐴𝑆
, 𝛿𝑘

𝐴𝑍
, 𝛿𝑙

𝐶𝐸
) queries and per-

forms passive attack to trace the communication between 𝛿𝑚
𝑥
and 

𝛿𝑛
𝑦
. In the proposed protocol, Protocol 2 involves communication 

between four entities and Protocol 1 involves communication be-
tween three entities. An  traces all these communication and tries 
to compute or guess 𝐾𝑈−𝐶𝐸 or 𝐾𝑈−𝐴𝑍 . Since the computation of 
these two keys involves secret parameter 𝑉 𝐶𝑥 (presents verifiable 
credential of entity x) and random parameters 𝑟𝑥 (presents random 
number generated by entity x) these parameters are not communi-
cated in plain text. Since it is nearly impossible for  to guess all 
these parameters in a polynomial time,  can not compute any of 
the keys. Hence, both games (𝐺𝑎𝑚𝑒0, and 𝐺𝑎𝑚𝑒0) are not possible 
to distinguish, and we can say that:

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒1) = 𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒0) (6)

OR

𝑃𝑟[1] = 𝑃𝑟[0] (7)

• 𝐺𝑎𝑚𝑒2: In this game, an adversary  performs active attack us-
ing queries (𝑀) and Send (𝛿𝑚

𝑥
, 𝑚𝑠𝑔). With the help of (𝑀), 

adversary  receives hash of message 𝑀 and with the help of 
Send (𝛿𝑚

𝑥
, 𝑚𝑠𝑔),  communicates entity associated with oracle 

𝛿𝑚
𝑥
through message 𝑚𝑠𝑔. With the help of computed hash values 

and received communication, an adversary  tries to compute the 
keys 𝐾𝑈−𝐶𝐸 and 𝐾𝑈−𝐴𝑍 . Since we use a random salt-based key 
derivation function, the adversary cannot compute the correct key 
based on computed hash values. An adversary  can never dis-
tinguish between the value of computed hashes and 𝐾𝑈−𝐶𝐸 and 
𝐾𝑈−𝐴𝑍 . An adversary  validates collision, and as per the defini-
tion of the birthday paradox, the collision probability for the oracle 

 is at most 
𝑞2
ℎ

𝑙ℎ
. There are three other challenges that  needs to 

solve. The first challenge is  need to guess the DID value of en-
tities. Now let us assume that  somehow got the DID value, then 
needs access to the permissioned blockchain to resolve it and get 
the entity’s public key, so it’s a second challenge. And even if  re-
solves DID and somehow got the entity’s public key, needs to solve 
the ECLDP problem, which is computationally infeasible to solve in 
polynomial time. Hence, the proposed authentication scheme is se-
cured from Type 3 adversary (sec. 2.6). So:

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒2) −𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒1) ≤
𝑞2
ℎ

𝑙ℎ
+ 2 ∗ 𝐴𝑑𝑣𝐸𝐶𝐷𝐿𝑃

𝐴
(𝑡) (8)

• 𝐺𝑎𝑚𝑒3: In this game, an adversary performs CorruptUserBio 
(𝛿

𝑚
𝑥
). An adversary  receives bio-template Δ of any user as-

sociated with oracle 𝛿𝑚
𝑥
. This is just an assumption that a trusted 

authentication server is hacked and  somehow got the private 
key of the authentication server to get the Δ. Upon receiving a Δ, 
an adversary tries to perform reverse engineering on it and tries to 
get the old private key of the user (that was computed using a ran-
dom salt-based key derivation function). As shown in section 3.2, 
we have used a noise-based generative adversarial network to gen-
erate the bio-template. Hence, it is impossible to break the user’s 
privacy and get more information about the user from an adver-
sary. Upon receiving Δ,  can not compute any previous session 
keys because of the involvement of random numbers and verifiable 
credentials in their computations. Hence, the proposed authentica-
tion scheme is secured from Type 2 adversary (sec. 2.6). Thus,

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒3) −𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒2) ≤ 𝐴𝑑𝑣𝐺𝐴𝑁
𝐴

(𝑡) (9)

• 𝐺𝑎𝑚𝑒4: In this game, an  performs CorruptUserIdentity (𝛿
𝑚
𝑥
)

through which  gets DID of the user associated with oracle 
𝛿𝑚
𝑥
). Based on received DID,  can not be communicated with 

the authentication server because  have neither (𝑉 𝐶𝑈 )𝐾
𝐴𝑆
𝑃𝑟

nor 
(𝑉 𝐶𝑈 )𝐾

𝐺𝑜𝑣
𝑃 𝑟

. Based on DID, an adversary  can neither perform 
any signature verification because to solve signature verification 
needs to solve polynomial time computationally infeasible ECDSA 
problem nor compute any of the session keys. Hence, the proposed 
authentication scheme is secured from Type 1 adversary (sec. 2.6). 
Thus:

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒4) −𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒3) ≤ 2 ∗ 𝐴𝑑𝑣𝐸𝐶𝐷𝑆𝐴
𝐴

(𝑡) (10)

• 𝐺𝑎𝑚𝑒5: In this game, an  performs Sign (𝑀𝑘,𝛿
𝑚
𝑥
) through which 

 receives a valid signature 𝑆𝑘 for any message 𝑀𝑘 communicated 
with any system entity associated with oracle 𝛿𝑚

𝑥
). Through this 

can try to forge the (𝑉 𝐶𝑥)𝐾
𝑦

𝑃 𝑟
and can perform EUF-CMA over it. 

In the proposed scheme, a private key 𝐾𝑦

𝑃 𝑟
is not shared with any 

entity and it is securely stored over the device. Since 𝑉 𝐶𝑥 is highly 
random in nature and protected by one way hash function. As per 
Theorem 3, for any polynomial time adversary, it is not possible to 
generate a valid pair (𝑉 𝐶𝑥, (𝑉 𝐶𝑥)𝐾

𝑦

𝑃 𝑟
) based on received message-

signature set (𝑀∗
𝑘
, 𝑆∗

𝑘
) and hence:

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒5) −𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒4) ≤ 2 ∗ 𝐴𝑑𝑣𝐸𝑈𝐹−𝐶𝑀𝐴
𝐴

(𝑡) (11)

• 𝐺𝑎𝑚𝑒6: In this game, an  performs CorruptUserAgent (𝛿
𝑚
𝑥
)

through which  receives all the values stored in the mobile de-
vice including user private key, verifiable credentials, DID and so 
on. An  also intercepted the messages communicated between the 
entities to compute the session key. Here, we consider that based 
on this query,  tries to compute the session key, not try to es-
tablish a session, and this is a valid consideration. The computed 
session keys are 𝐾𝐴𝑍−𝑈 ←←← KDF(𝑉 𝐶𝑈 ||𝑉 𝐶𝐴𝑍 ||𝑟′

𝑈
||𝑟′

𝐴𝑍
||𝑛𝐴𝑆 ) and 

KDF(𝑉 𝐶𝐶𝐸 ||𝑉 𝐶𝑈 ||𝑟𝐶𝐸 ||𝑟
′
𝐴𝑍

||𝑟′
𝑈
). The key computations involve 

random numbers, the authentication server’s nonce, and other en-
tities’ verifiable credentials. Since it is not possible for the  to 
guess all the correct values in the polynomial time with the correct 
seed value used by the random key derivation function, we can say 
that  can not distinguish between the random string and original 
session key thus it only remains to guess the correct value of 𝑐 to 
win the game. So winning probability of the 𝐺𝑎𝑚𝑒6 is:

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒6) =
1

2
(12)

From the equations (4), (5), (10), and (11),

1

2
𝐴𝑑𝑣𝑆𝐾

𝐴
=

1

2
𝐴𝑑𝑣𝑆𝐾

𝐴
(𝐺𝑎𝑚𝑒0) = 𝐴𝑑𝑣𝑆𝐾

𝐴
(𝐺𝑎𝑚𝑒1) =

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒1) - 𝐴𝑑𝑣𝑆𝐾
𝐴

(𝐺𝑎𝑚𝑒6)
(13)

After applying triangle equality with multiplying both the sides by 
2 on equation 12 and with the help of equations (5) - (9), we can derive 
that:

𝐴𝑑𝑣𝑆𝐾
𝐴

(𝑡)() ≤
𝑞2
ℎ

𝑙ℎ
+ 2 ∗ 𝐴𝑑𝑣𝐸𝐶𝐷𝐿𝑃

𝐴
(𝑡) + 2 ∗ 𝐴𝑑𝑣𝐸𝐶𝐷𝑆𝐴

𝐴
(𝑡)

+2 ∗ 𝐴𝑑𝑣𝐸𝑈𝐹−𝐶𝑀𝐴
𝐴

(𝑡) +𝐴𝑑𝑣𝐺𝐴𝑁
𝐴

(𝑡)

(14)

Following this formal proof, the proposed protocol achieves authenti-
cated key exchange with session key security.

4.2. Informal security analysis

In this section, we discuss the analytical discussion for the proposed 
scheme based on security properties achieved through it.

• User Empowered Authentication: This property ensures that the 
user is not dependent on any central authority for identity gen-
eration and registration. In the proposed protocol, we use a de-
centralised identifier (DIDs) in which users generate their identity 
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Fig. 5. Experimental Setup of the Proposed Framework.

and key pair by themselves and can register in a permissioned 
blockchain. Upon generation of DID, users can communicate with 
other system entities by verifying verifiable credentials and token 
authorisation.

• Auditability: This property ensures that only an authenticated 
system user can audit the authentication attempts by an adver-
sary who has stolen a user’s DID. In the proposed scheme, during 
new user DID registration phase in section 3.3.1, the User sets the 
authentication counter as 0 ←←← 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 and binds it to the permis-
sioned blockchain. During key generation, upon successful signa-
ture verification, the authentication server increments this counter 
as 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 ←←← 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 + 1 and sends it to the user for verification. 
The system user compares the received 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 with the 𝐴𝑢𝑡ℎ𝑐𝑛𝑡

available with the user agent and ensures that it is precisely one 
value lesser than the 𝐴𝑢𝑡ℎ𝑐𝑛𝑡 which is received from the authenti-
cation server. If the validation is successful then the user updates 
its counter with the received counter and continues key deriva-
tion. If it has a difference more than once, then the user detects 
that some adversary has tried to perform authentication using their 
DID. Hence, audibility property is achieved in the proposed work.

• User Revocation: This security property ensures that if an authen-
ticated user is revoked by the system, then he/she should not be 
able to derive the session key with any system entity or/and should 
not have access to the services. In the proposed scheme, an accu-
mulator manager operating by the authentication server provides 
𝑀𝑊𝑈 to each valid system user. The 𝑀𝑊𝑈 is dynamic and based 
on any updates (i.e. new user added or any user revoked); exist-
ing (i.e. not revoked) system user receives the latest 𝑀𝑊𝑈 from 
the accumulator manager to prove their membership. Hence, the 
proposed scheme achieves the accumulator manager’s user revoca-
tion and run time dynamicity, making a more accurate revocation 
system.

• Security from Replay Attack: In a replay attack, an adversary uses 
old messages to reestablish a session with the system entities and 
tries to establish a session key. The session keys computed in the 
proposed scheme as 𝐾𝐶𝐸−𝑈 ←←← KDF(𝑉 𝐶𝐶𝐸 ||𝑉 𝐶𝑈 ||𝑟𝐶𝐸 ||𝑟

′
𝐴𝑍

||𝑟′
𝑈
)

and 𝐾𝐴𝑍−𝑈 ←←← KDF(𝑉 𝐶𝑈 ||𝑉 𝐶𝐴𝑍 ||𝑟′
𝑈
||𝑟′

𝐴𝑍
||𝑛𝐴𝑆 ). The session keys 

contain random numbers generated during each session, adding 
randomness to each new session key. In the proposed scheme, 
each message has a time stamp verified by the receiver with the 
time-stamp threshold. Hence, the proposed work is secured against 
replay attacks.

• Security from User Impersonation: In the user impersonation at-
tack, an adversary  tries to pretend as a valid system user and 
establish a valid session key. To establish a key, user needs to gen-
erate 𝑀1 = 𝐸𝑛𝑐(𝐷𝐼𝐷𝑈 , (𝑛𝑈 )𝐾

𝑈
𝑃𝑟

, 𝑀𝑊𝑈 )𝐾
𝐴𝑆
𝑃𝑢𝑏

. To generate valid 
𝑀1, the user must know the user’s DID, the user’s private key, 
the random nonce generated by the user, and the membership wit-
ness of the user. The user can only generate any random nonce 
out of these parameters. In continuation to session key generation, 
the user also needs to provide ((𝑉 𝐶𝑈 )𝐾

𝐴𝑆
𝑃𝑟

)𝐾𝑈
𝑃𝑟
) signed using the 

private key to other system entities. Hence, without knowledge of 
all these parameters, it is impossible for  to impersonate a valid 
system user. Hence, the proposed scheme achieves security from 
impersonation attacks.

• User Privacy using Irreversible Bio-template: In the proposed 
system, the used generates bio-template Δ and binds it with the 
permissioned blockchain to achieve usability. The bio-template Δ
here is irreversible, and it is generated using CycleGAN, which 
uses an unpredictable random noise mechanism inside the genera-
tor. Hence, it will be difficult for any adversary to guess user role, 
user age or any other parameter associated with user privacy who 
somehow receives or regenerates bio-template Δ. As discussed and 
proved in section 3.2, user privacy is achieved in the proposed pro-
tocol.

• Usability using Bio-Metric DID: This security property assures 
that if any frenemy deletes the user’s private key or the user’s pri-
vate key is deleted in any other way, then also the user can prove 
himself as a legitimate entity, in the proposed scheme, we use bio-
metric DID where the system user generates a bio-template (as dis-
cussed in section 3.2) and binds it into the permissioned blockchain 
after encrypting it using the public key of the authentication server. 
In the case of key loss, the system user provides a bio-template to 
the authentication server. The authentication server validates this 
bio-template, generates the old private key and public key pair us-
ing it, and provides it to the user for generating a new public key 
and private key and to register new DID. As per detailed discus-
sion in section 3.8, the proposed system achieves user usability and 
hence, the proposed authentication scheme is secured from Type 4 
adversary (sec. 2.6).

• Secure Session Key Generation: In the proposed work, session 
keys are generated as 𝐾𝐶𝐸−𝑈 ←←← KDF(𝑉 𝐶𝐶𝐸 ||𝑉 𝐶𝑈 ||𝑟𝐶𝐸 ||𝑟

′
𝐴𝑍

||𝑟′
𝑈
)

and 𝐾𝐴𝑍−𝑈 ←←← KDF(𝑉 𝐶𝑈 ||𝑉 𝐶𝐴𝑍 ||𝑟′
𝑈
||𝑟′

𝐴𝑍
||𝑛𝐴𝑆 ). We use a random 

salt-based key derivation function for the key generation that takes 
random numbers and secures verifiable credentials as input. For 
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Table 8
Comparison of Security Properties Achieved.

Security Properties Parameswarath 
et al. [12]

Li et al. [24] Proposed 
Solution

User Empowered Authentication YES YES YES
Auditability NO NO YES
Revocation NO Yes YES
Security from Replay Attack YES Yes YES
Security from User Impersonation YES NO YES
User privacy using Irreversible Bio-template NO NO YES
Usability using Bio-Metric DID NO NO YES
Secure Key Generation YES YES YES

any polynomial time adversary, it is computationally infeasible to 
guess the random numbers, predict the correct salt used by the 
function, or generate the valid, verifiable credentials of the system 
user and other entities to generate the session key. Hence, the pro-
posed system achieves secure key generation.

• Complexity of Reverse Engineering: Analysing the complexity 
and feasibility of reverse engineering our transformation process, 
particularly for 𝛿1 and 𝑓𝐺 , reveals that the inherent properties 
of techniques like CycleGAN significantly elevate the difficulty of 
mapping transformed data back to its original form. The non-linear 
and complex nature of these transformations presents substantial 
computational challenges, suggesting a reduced risk of successful 
reverse engineering attempts.

• Future Directions and Security Enhancements: In response to 
potential security concerns, we propose advanced transformation 
algorithms and additional security layers as potential modifications 
to enhance our model’s robustness. The survey of literature indi-
cates a lack of extensive exploration in reversing transformations 
in similar contexts, denoting it as a critical area for future research. 
This highlights the strength of our authentication system, especially 
under the Game3 scenario with an assumed compromised authen-
tication server, establishing a significant barrier against adversarial 
attacks.

5. Discussion

In this section, we first compare our proposed scheme with respect 
to the other existing DID-based works in terms of the security prop-
erties. Next, we measure the performance of the proposed GAN-based 
privacy preservation scheme using Sokoto Coventry Fingerprint Dataset 
(SOCOFing). Subsequently, we present the computation cost of the pro-
posed scheme using publicly available DECO protocol on our system for 
integration with blockchain [23].

Furthermore, we present practical case studies involving the UR10 
robot arm’s digital twin. The digital twin of the UR10 robot arm plays 
a crucial role in automated quality control within manufacturing en-
vironments. Leveraging our blockchain-based DID system, the scenario 
demonstrates how precise measurements and inspections are securely 
managed. This ensures that only authorised personnel can make criti-
cal adjustments or access sensitive data, thereby enhancing the security 
and accuracy of quality control processes.

Another case study involves the application of the digital twin in 
customised production runs. Here, our authentication system allows for 
secure and rapid adjustments to the UR10 robot m, catering to varying 
product specifications. This showcases the system’s adaptability and ef-
ficiency in handling diverse manufacturing demands. Additionally, a 
unique scenario in a training environment is presented, where the digi-
tal twin simulates emergencies. The secure access provided by the DID 
system ensures that sensitive training data for emergency response pro-
tocols is developed and tested in a controlled and secure manner.

The digital twin architecture offers several advantages over direct 
robot interaction. It enhances predictive analytics, remote monitoring 
and operation and integrates seamlessly with broader digital systems. 

Table 9
Operation Wise Execution Time.

Entity 𝑇ℎ 𝑇𝑠𝑔𝑛 𝑇𝑣𝑟𝑓 𝑇𝑒𝑛𝑐 𝑇𝑑𝑒𝑐

User 1.075 1.117 1.134 1.098 1.084
Servers+ Command Engine 0.012 0.039 0.080 0.028 0.032

Notations: 𝑇ℎ: Hash Time, 𝑇𝑠𝑔𝑛: Signature Generation Time, 𝑇𝑣𝑟𝑓 : Signa-
ture Verification Time, 𝑇𝑒𝑛𝑐 : Encryption Time, 𝑇𝑑𝑒𝑐 : Decryption Time.

These capabilities significantly elevate its strategic utility in modern 
manufacturing.

5.1. Performance comparison

In this section, we compare the proposed scheme with other related 
schemes based on DID technology, such as the schemes of [12] [24]. 
In order to analyse the performance of the proposed scheme, particu-
larly on the security front, our scheme has been compared with [12], 
and [24], by considering the major security properties such as user 
empowered authentication, auditability, user revocation, security from re-
play attack, security from user impersonation, user privacy using irreversible 
bio-template, usability and secure key generation (shown in Table 8). Ta-
ble 8 shows that existing solutions cannot achieve certain properties 
such as auditability, user revocation, User Privacy using Irreversible Bio-
template and Usability using Bio-Metric DID. Parameswarath et al. [12]
presented an authentication protocol for electric vehicle charging using 
DID but doesn’t provide any solution for auditability and user revocation. 
Similarly, Li et al. [24] presented a double-layer blockchain and decen-
tralised identifiers that assisted secure registration and authentication 
for vehicular ad-hoc networks. However, Li et al. [24] does not provide 
any solution for the aforementioned fundamental problems related to 
DID technology.

5.2. Bio-template uniqueness and accuracy

Now we evaluate our proposed GAN-based privacy preservation 
scheme using Sokoto Coventry Fingerprint Dataset (SOCOFing) [25]. 
The SOCOFing contains 6000 fingerprints of 600 individuals. In this ex-
periment, we aim to determine up to what extent our proposed scheme 
can generate stable Δ considering divination on fingerprints (our model 
input). Hence, we apply different Gaussian noises 2 ∼ 10% to raw finger-
prints to generate our testing dataset (e.g. fingerprint and sensor ageing 
challenge). Next, we use testing instances (noisy fingerprint) and collect 
Δ′. To ensure the generation of users’ primary key pairs, we measure to 
what extent Δ and Δ′ are similar As shown in Fig. 6. In this regard, we 
use the cosine similarity to measure the similarity of Δ and Δ′, and de-
cide the relative threshold value. Our experiment shows that our system 
can ensure 100% similarities of 6000 fingerprints.

5.3. Computation cost

To assess the performance of the proposed work in terms of compu-
tation cost, we consider a digital twin system available at the Advance 
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Table 10
Overall Computation Cost.

Entity #Hash #Sign_Gen #Sign_Verify #Enc #Dec Computation Cost

Protocol 1 : Secure Data Access

User 2 2 2 3 2 12.114 ms
Authentication Server 1 1 1 2 1 0.219 ms
Authorisation Server 1 1 2 1 3 0.335 ms

Total Computation Cost 12.668 ms

Protocol 2 : Secure Command Execution

User 2 3 3 3 3 15.449 ms
Authentication Server 1 1 1 2 1 0.219 ms
Authorisation Server 1 4 4 3 4 0.7 ms
Command Engine - 1 2 1 1 0.259 ms

Total Computation Cost 16.627 ms

Notations: # Number of, Hash: Hash Operation, Sign_Gen: Signature Generation Operation, Sign_Verify: Signature 
Verification Operation, Enc: Encryption Operation, Dec: Decryption Operation.

Fig. 6. Cosine Similarity between Δ and Δ′ considering different Gaussian 
Noises on fingerprints.

Manufacturing Research Center (AMRC) of the University of Sheffield 
[26]. In this regard, Universal Robots 10e (UR10e) with the 500 Hz 
frequency has been considered as a physical twin. The robot commu-
nicates with the servers through Modbus TCP and Ethernet/IP. UR10 
robot interfaces are based on the Robot Operating System (ROS) that 
sends data with the sampling time of 8 ∗ 10−3 sec [27] to the database 
server. On the other hand, we conducted simulations of the crypto-
graphic operations used in the proposed scheme and [12], [24] on a 
OnePlus 9 Pro with Octa-core (1x2.84 GHz Cortex-X1 & 3x2.42 GHz 
Cortex-A78 & 4x1.80 GHz Cortex-A55 CPU and Adreno 660 GPU over 
Android 11, OxygenOS 12 with Qualcomm SM8350 Snapdragon 888 
5G (5 nm) (operating as a user device), and an Intel(R) Core(TM) i9-
6500 CPU @ 3.20 GHz with 128 GigaBytes of RAM servers (operating 
as an authentication server, authorisation server, and command en-
gine) available with the university. Fig. 5 presents the experimental 
setup of the proposed work. Implementation of the fundamental crypto-
graphic operations included publicly available Python libraries such as 
starkbank-ecdsa (for signature generation and verification) [28], hashlib
(for hashing operation) [29], and tinyec (for ECC point multiplication, 
point summation and point subtraction operations) [30] for the evalua-
tion of execution time of each cryptographic operation involved in the 
proposed work. There are two key derivation phases in the proposed 
work. The first key derivation phase inculcates the user, authentica-
tion server and authorisation server, while the second key derivation 
phase inculcates the user, authentication server, authorisation server 
and command engine. Let us consider 𝑇ℎ, 𝑇𝑠𝑔𝑛, 𝑇𝑣𝑟𝑓 , 𝑇𝑒𝑛𝑐 , 𝑇𝑑𝑒𝑐 rep-
resents time (in ms) required for one-way hash computation, ECDSA 
signature generation, ECDSA signature verification, ECC Encryption, 
and ECC decryption operation. For ECC Encryption and decryption, we 
have used Elliptic Curve Cryptography with ElGamal, where each ECC 

Fig. 7. Average Computation Cost. (For interpretation of the colours in the 
figure(s), the reader is referred to the web version of this article.)

Encryption (𝑇𝑒𝑛𝑐) operation requires one point multiplication and one 
point addition. In comparison, each ECC Decryption (𝑇𝑑𝑒𝑐 ) requires one 
point multiplication and one point subtraction operation. The following 
Table 9 shows the time required by each participating entity for com-
puting each operation. Table 10 shows the computation cost required 
by each entity during the secure data access (protocol-1) and secure 
command execution (protocol-2). Fig. 7 presents the average computa-
tion cost for different numbers of user devices.

6. Conclusions and future work

User empowerment ensures secure data access and efficient com-
mand execution in the digital twin. In this article, we have resolved 
three fundamental problems of DID technology. With the help of bio-
template, we presented the solution for the usability problem, while 
with the help of the authentication counter, we solved the auditability 
problem. With the help of a zero-knowledge dynamic accumulator, this 
paper presents a very efficient way to revoke the user for any critical 
infrastructure. We quantified the security analysis using formal and in-
formal methods while introducing the performance analysis based on 
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security objectives, bio-template uniqueness and accuracy, and com-
putation cost. This paper presents the first user-empowered security 
solution for the digital twin using the decentralised identifier and ver-
ifiable credentials. In the future, we look forward to solving some of 
the critical challenges, such as recoverability in the case of lost key and 
implementing the proposed work over public blockchain technology. 
In this work, we have considered a single physical twin for the experi-
ment; however, we are also looking forward to deploying the proposed 
work for a large number of physical twins in the future, considering the 
presence of a white box adversary.
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