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ABSTRACT Rice is one of the foremost food grains that dispenses sustenance to about half of the world’s

population. It is cultivated all over the world. The leaf disease detection of this crop is one of the chronic

agricultural obstacles that farmers and planting experts have been struggling with for a long time. As a

result of the leaf diseases, producing the amount of rice required to feed the world’s rising population

has become very challenging. Hence, automatically detecting rice leaf diseases is an inevitable task to

increase productivity. Numerous deep learning based methods have been proposed for rice leaf disease

detection, which we found rather inefficient considering the size of the models. In this article, we introduce

a lightweight deep Convolutional Neural Network (dCNN) based method for rice leaf disease detection,

that outperforms contemporary state-of-the-art methods and showcases competitive performance against 21

established benchmark architectures, including AlexNet, MobileNet, ResNet50, DenseNet121, ResNeXt50,

ShuffleNet, ConvNext, EfficientNet, GogoleNet, SwinTransformer, VisionTransformer, and MaxVit, to

name a few, with significantly lower trainable parameters. Notably, our method achieves an accuracy score

of 99.81%, a precision score of 0.99828, a recall score of 0.99826, and an f1-score of 0.99827. Moreover,

we enhance the rice leaf disease dataset by merging two existing datasets and supplemented them with

an additional 95 manually annotated images gathered from publicly available sources on the internet. We

also develop a comprehensive crop health monitoring system for farmers, and develop an open API for the

automatic annotation of new instances, benefiting the research community at large.

INDEX TERMS deep learning; deep convolutional neural network; rice leaf disease detection; leaf disease

classification

I. INTRODUCTION

Rice serves as a vital staple, providing sustenance to bil-

lions of individuals across the globe. Remarkably, it is culti-

vated inmore than three-fifths, precisely 61.54%, of countries

worldwide [1]. However, the confluence of a burgeoning pop-

ulation and dwindling arable land has led to an escalating re-

liance on rice, exacerbating the issue of gradual food scarcity.

Moreover, rice production faces persistent challenges, includ-

ing the annual onslaught of various maladies, particularly the

detrimental rice leaf diseases. These afflictions disrupt the

natural growth, structure, and coloration of rice leaves, arising

from internal abnormalities often caused by fungi or viruses.

Bangladesh, for instance, has a predominantly agrarian econ-

omy where rice is the staple food for the majority of the popu-

lation [2]. Positioned as the largest delta globally, Bangladesh

is bestowed with rivers cascading from the Himalayas. De-

spite having fertile soil and advantageous seasons, the country

has been unable to fully harness its agricultural potential due

to limited access to cutting-edge technology [3] as well as the

hesitancy to adopt new technologies due to wide number of
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factors including misconception, confusion and uncertainty

[4]. Currently, it produces approximately 35 million metric

tons of rice annually, falling short of meeting the demands

of its growing population [5]. The underlying cause of this

shortfall can be attributed to rice leaf diseases, unequivocally

responsible for diminished crop yield [6]. To enhance pro-

ductivity, regular crop health monitoring and proper care are

essential. But manual detection of rice leaf diseases is a time-

consuming, labor-intensive, and costly process, rendering it

impractical [7].

Earlier efforts in rice leaf disease detection focused on

machine learning algorithms-based, neural network-based,

and hybrid methods. The conventional machine learning al-

gorithms, while effective in some cases, often demonstrated

limited performance as they heavily relied on manual, hand-

crafted feature engineering. This reliance on human-crafted

features not only posed challenges in capturing complex pat-

terns but also led to increased development time and effort [8],

[9]. The recent emergence of neural networks has introduced

CNN-based approaches, which incorporate transfer learning

with pre-trained models and customized architectures. Un-

fortunately, these approaches often entail high asymptotic

complexity due to their extensive trainable parameter size,

making them challenging to deploy on resource-constrained

devices and limiting their practicality in real-time applica-

tions. Our extensive study found that the development of an

effective rice leaf disease detectionmethod is hindered by two

fundamental barriers: a large trainable parameter size of the

model and a small dataset size. To address these limitations,

we propose an advanced end-to-end method which aims to

automatically and reliably detect rice leaf diseases, providing

valuable assistance to farmers and contributing to the agri-

cultural development of the country. Specifically, we present

a lightweight deep Convolutional Neural Network (dCNN)

architecture and an enhanced dataset.

The objective of this study is to develop and deploy deep

learning models capable of accurately predicting rice leaf

diseases. In particular, this article delves into the detection

of the five frequently occurring rice leaf diseases, including

bacterial leaf blight, blast, brown spot, sheath blight, and

tungro, using a lightweight dCNN model. To aid farmers

in effortlessly monitoring crop health, we have developed a

comprehensive crop health monitoring system comprising a

user-friendly website and an Android application. Moreover,

we introduce an open API and enhance the rice leaf dis-

ease dataset, making it a valuable resource for the research

community. The dataset is enhanced by collecting data from

the internet and manually annotating them with the assis-

tance of domain experts, resulting in a broader range of rice

leaf disease variations. As for the API, which accepts input

images and returns disease labels along with insights into

the disease’s etiology and suggested subsequent actions, it

facilitates automatic annotation of new instances, benefiting

the research community at large.

The key contributions of this article are summarized below:

• We propose a lightweight dCNN architecture for rice

leaf disease detection that outperforms several contem-

porary state-of-the-art methods. For instance, it sur-

passes [10], [11], and [12] with 16, 811, and 152 times

fewer parameters. It also demonstrates superior perfor-

mance compared to [13] and [14].

• We compare the performance of our proposed method

with 21 benchmark architectures, comprising 16

convolution-based and five transformer-based methods.

It outperforms the majority of these methods, achiev-

ing competitive performance with the remaining ones,

where the differences in performance are negligible,

with a much lower trainable parameter size.

• We conducted extensive experiments including a wide

range of scenarios and varying environmental circum-

stances. These scenarios included images with natural

backgrounds, diverse camera angles generated through

random rotations, varying distances captured using

zoom-out procedures, and alterations in image quality

using both downsampling and upsampling approaches.

Furthermore, the model was evaluated using datasets

obtained from different geographical locations including

Indonesia, China, and Taiwan.

• We enhance the rice leaf disease datasets in [15] and [10]

by collecting data, at least 95 unique RGB images, from

the internet and manually annotating them by domain

experts to ensure accurate and high-quality labeling.

• We develop a comprehensive crop health monitoring

system for farmers, encompassing a user-friendly web-

site, an intuitive Android app, and an accessible open

API, with the aim of assisting both farmers and the

research community.

The remainder of this article is structured as follows. Sec-

tion II presents a comprehensive literature review on the de-

tection of rice leaf diseases. Section III of the paper examines

the limitations of the existing dataset found in the literature

and proposes data preparation procedures to address these

shortcomings. In Section IV, we delve into the challenges

encountered, elaborate on our network architectures, and out-

line the proposed methodology. The experimental results are

expounded upon in Section V, encompassing comparisons

with benchmark architectures and state-of-the-art methods.

Further details regarding model deployment can be found in

Sub-section V-H. Next, the advantages and drawbacks of the

proposed method is discussed in Section VI. Finally, Section

VII concludes our study and outlines future possibilities for

research in this domain.

II. RELATED WORKS

A wide range of approaches has been proposed for detect-

ing rice leaf diseases. These methodologies primarily fall into

three categories: machine learning algorithms-based, neural

network-based, and a fusion of both. The performance of

the methods deliberately relies on the dataset and discerning

strategy employed for feature extraction.
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Conventional machine learning algorithms based methods

have been proposed in [5], [13], [14], [16], [17]. For instance,

[14] and [13] use XGBoost and Support Vector Machine

(SVM), respectively, whereas [16] and [17] utilize random

forest classifier to detect rice leaf diseases. The performance

of these methods is not up to the mark and solely relies on

feature engineering. Due to the advent of deep learning, which

tends to outperform machine learning algorithms, most of

the studies propose a Convolutional Neural Network (CNN)

based approach to address the problem. These studies can

further be classified into transfer learning based [18]–[21] and

custom model based [22]–[26] approaches. Among transfer

learning based methods, [12], [11], [18], [20], and [19], [21]

employ DenseNet, VGG, and Insception-ResNet pre-trained

on ImageNet. Recently, [18] presents a two-stage CNN archi-

tecture by adopting and fine-tuning VGG16 and InceptionV3.

Likewise, [20] and [27] modify VGG16 and ResNet18, re-

spectively, to reduce the model parameter size. Among cus-

tom model based approaches, [23] proposes a MobileNet

like architecture by incorporating attention mechanism and

name it ADSNN-BO. A custom CNN architecture has also

been proposed in [24], [26], [27]. Lately, [27] further utilizes

Generative Adversarial Network (GAN) to generate synthetic

data. However, [28] tackled the same problem by utilizing

edge computing concepts. A few studies [29], [30] propose

such hybrid approaches which are an amalgamation of CNN

and machine learning algorithms. In [29], they perform two

approaches including CNN with fully connected layers and

CNN with SVM. They use a CNN architecture as a baseline

which is identical to LeNet. The first approach includes the

base CNN followed by a SVM classifier. The second ap-

proach consists of the base CNN and two additional fully con-

nected layers. In contrast, [5], [14] propose such approaches

that amalgamate both CNN and machine learning algorithms

as well. Among these methods, [14] removes the background

of an image based on the saturation threshold. Afterward,

disease-affected regions are segmented using the threshold

mask on the hue plane of the HSV images. Finally, an extreme

gradient boosting decision tree ensemble(XGBoost) is used

for classifying the diseases with the Logistic loss function.

In another work [5], the background is removed using a

segmentation technique done by Otsu’s threshold method that

determines the optimal value for the global threshold. Then,

they use the extracted features from CNN for classification

using SVM. They consider three kernel functions namely

linear, polynomial and radial basis function (RBF), and report

the highest performance using SVM with polynomial Kernel

and HOG.

Neural network based approaches tend to outperform sta-

tistical and typical machine learning algorithm based ap-

proaches [5], [13], [14]. Azim and colleagues [14] remove

the leaf background depending on the color of the leaf, e.g.,

they remove the green part of the leaves and take only the

affected portion of the image. In real life scenarios, the color

of the leaves does not always remain the same. In that case,

they may not be able to extract the features properly in the

case of dark or light green. "Histogram of Oriented Gradients

(HOG)" is used to describe features in [5]. They use SVM

with a polynomial kernel function as the dataset is tiny, but

they do not consider all the features of the images. There

might be some noisy leaf images in the dataset where SVM

can not perform well. Another study [30] uses ResNet50 and

SVM in a dataset that consists of 5932 images of four rice

leaf diseases. The SVM classifier is not suitable for large

datasets. At the same time, ResNet50 requires extensive data

which is creating an anomaly in the performance. Recently,

[11] proposes a CNN architecture that uses the pretrained

VGG16 backbone and transfer learning. VGG is a hugemodel

and takes more time to process an image than other models

like ResNet. They do not consider other pretrained models.

[13] uses color features to explore 14 distinct color spaces

and extract four from each color channel. Although the color

of the leaves is not always the same, it varies depending on

the lighting. Additionally, they have used an SVM classifier,

which does not perform well with a large amount of data. Our

proposed method resolves the limitations found in the litera-

tures by considering all the local features of an image with a

much smaller model parameter size than existing methods.

III. DATASET PREPARATION

A. OVERVIEW OF EXISTING DATASETS

We collected several existing rice leaf datasets from various

online sources [10], [15], [31]–[33]. However, after a thor-

ough scrutinization, we found that the field of rice leaf disease

detection faces a significant challenge due to the lack of a

publicly available large enough dataset. It was also observed

that many publicly accessible datasets (e.g. [31]) lack relia-

bility due to the inclusion of identical or augmented versions

of images from the train set to the test set. This phenomenon

results in an artificial inflation of performance metrics when

evaluating the model on the test set. Such models are un-

likely to meet the expected performance when applied to real-

world data. The lack of extensive publicly accessible datasets

presents a major challenge in this field of study, which is

worsened by the arduous task of collecting leaf data with

subtle disease variations, diverse environmental conditions,

and the tedious task of accurately annotating samples.

To tackle this issue, we merged two datasets obtained from

sources [10] and [15], and combined them with 95 quality

images that we collected from various sources of internet. The

datasets [10] and [15] were chosen based on their superior

quality. There were a total of 3876 (augmented) and 120 raw

images in [10] and [15] respectively. We selected 80 of 120

images from [15] based on the image classes that we are

interested in. The 95 quality images that we collected from the

internet which were annotated manually. The images from the

internet and the 80 images from [15] were combined and then

augmented to form a total of 1409 augmented images. This

along with the 3876 images from [10] form the image dataset

of 5285 images. This curated dataset of 5285 images were

used in this work. Considering the crucial role a large dataset

plays in achieving notable performance from neural networks,
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our enhanced version holds immense potential in advancing

the field. Hence, our curated set of 95 distinct RGB images,

meticulously collected and annotated, serves as a substantial

enhancement to the existing dataset.

B. DATA ACCUMULATION

As our extensive study found that the paucity of a publicly

available large enough dataset is the main barrier towards the

development of efficient rice leaf disease detection, we amal-

gamate two datasets [10], [15] and further enhance them with

images procured from the internet. The manual annotation

technique employed in this study encompasses the following

components: The symptoms of diseases, along with their cor-

responding visual representations, were acquired from BARI

(Bangladesh Agricultural Research Institute), which is the

largest agricultural research institute in Bangladesh. Subse-

quently, the collected samples were meticulously examined.

Additionally, internet data that exhibited a clear resemblance

to the visual representation of specific diseases were incor-

porated and annotated. Annotation was carried out by three

members of the group who studied the visual representation

and independently classified the diseases. Only the images

that received unanimous agreement from all three members

were included. Inclusion of the additional images from the

internet resulted in the increase in the number of diseased

classes.

Firstly, we collected data from the UCI Machine Learn-

ing Repository [15], which contains 120 images distributed

among three classes: bacterial leaf blight, brown spot, and

leaf smut, each containing 40 images. Next, we acquired

an additional 95 images from the internet, denoted as I =
{I1, I2, ..., I95}, introducing three new disease classes: blast,

sheath blight, and tungro, which are very relevant to the rice

leaf diseases encountered in Bangladesh. We combined these

collected images with the manually annotated images from

the UCI dataset, resulting in a total of five classes. The leaf

smut class was omitted from the dataset [15] due to its signifi-

cantly lower number of images compared to the other classes.

Then, we performed data augmentation (which is detailed in

the sub-section ??) on the combined images, generating a set

of 1409 images. Subsequently, we merged this augmented

dataset with the one used in [10], which already contained

3876 augmented images. The resulted dataset comprises 5285

images, representing five disease classes: sheath blight, tun-

gro, brown spot, blast, and bacterial leaf blight.

C. DATA AUGMENTATION

Convolutional Neural Network (CNN) models demand a

substantial volume of training data to effectively discern

underlying patterns and attain optimal performance during

inference. In this context, image augmentation emerges as

a pragmatic and widely adopted approach [34]–[37] to con-

struct a resilient image classifier with limited training data.

By augmenting the dataset through various transformations, it

substantially increases the number of images, thereby bolster-

ing the capability of deep learning models to achieve better

performance.

A significant amount of synthetic data was therefore gen-

erated using conventional data augmentation techniques, en-

compassing eight distinct transformations, namely cropping,

horizontal and vertical shifting, horizontal and vertical flip-

ping, zooming in and out, and rotation. Each of these transfor-

mations play a crucial role in creating a unique representation

of the original image. We ensure that augmented instances

do not overlap across multiple sets, thereby eliminating any

potential data fabrication issues. To achieve this, the aug-

mentation process commences with cropping each instance

of our combined dataset, preserving their spatial dimensions

while resizing them to 240×240 pixels, ensuring uniformity

in image size. Subsequently, horizontal and vertical shifts are

applied, with a height and width shift range of 0.2, respec-

tively. This leads to the random truncation of the image within

the selected negative or positive range, effectively creating

shifts both horizontally and vertically. Furthermore, the orig-

inal instances are flipped horizontally and vertically with a

probability score of 0.5. These horizontal and vertical flips

produce unique images by transforming rows into columns

and vice versa, thereby expanding the dataset’s diversity. In

addition, the rotation transformation is employed, randomly

rotating the images clockwise within the range of 1 to 45

degrees randomly, which introduces further variability to the

dataset. Lastly, we adopt the zoom in and out transformation

with a range of 0.3, allowing us to alter the aspect ratio of the

resultant instances, further enriching the dataset with varied

representations.

By employing these data augmentation techniques, our

dataset is substantially augmented, providing an extensive

and diverse collection of instances for robust model training.

D. ENHANCED RICE LEAF DISEASE DATASET

The enhanced dataset contains 5593 images from 5 disease

classes including sheath blight, tungro, brown spot, leaf smut,

and bacterial leaf blight. A few sample instances of the dataset

are shown in Figure 1. We split the dataset into train, vali-

dation, and test sets containing 3158, 1277, and 850 images

respectively. The statistic of the dataset can be found in Table

1.

# Images
Class Name Training Validation Test

Sheath Blight 371 221 149

Tungro 410 246 163

Brown Spot 936 282 187

Bacterial Blast 410 246 163

Bacterial Leaf Blight 1031 282 188

Total = 3158 Total = 1277 Total = 850

TABLE 1. The statistics of our enhanced rice leaf disease dataset.

The validation and test sets are balanced, whereas the

training set exhibits some degree of imbalance. Notably,

the training set contains the highest number of images for
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Bacterial Leaf Blight Bacterial Blast Brown Spot Sheath Blight Tungro

FIGURE 1. Sample Images from Rice Leaf Disease Dataset.

Data Collection

Data Unifications

Data Augmentation

Images
CNN

Model Deployment

API

Website APP

FIGURE 2. (Left) Image preprocessing begins by gathering image data for our project. It includes data unification and augmentation where we amalgamate
multiple datasets and generate synthetic data. (Middle) Our proposed deep learning model which takes an image as input and classifies it into one of the
disease categories based on the features of the image. (Right) The deployment of our model which includes an API, an android app, and a website.

bacterial leaf blight, whereas sheath blight has the fewest

instances. Specifically, bacterial leaf blight and sheath blight

represent approximately 33% and 11% of the total images in

the training set, respectively. Similarly, tungro, brown spot,

and bacterial blast make up roughly 13%, 30%, and 13% of

the training set images, respectively.

IV. METHODOLOGY
A. OVERVIEW

The proposedmethod takes an image as input and classifies

it into one of the disease categories based on the local features

of the image. It begins by taking an image as input and

resizing it according to the input image size of the model.

Then it extracts the features of the image with the help of

convolution and pooling layers. Finally, it uses the extracted

features to classify the image. Figure 2 depicts the approach

for rice leaf disease detection.

B. APPROACH

Training the model involves two major steps: forward

propagation and backward propagation. Firstly, we initialize

the weights of the model randomly. In the case of forward

propagation (equation 1), we pass a batch of images through

the model. The input data moves forward and generates pre-

dictions. The calculations in the neurons of the hidden layers

and output layer are as follows.

a[l]n = f ((W
[l]
n1 × a

[l−1]
1 ) + ...+ (W

[l]
nj × a

[l−1]
j ) + bi) (1)

Where, l refers to the hidden layer, n refers to a neuron of a

hidden layer, j refers to a neuron of previous hidden layer,W

is the weight matrix, a is the output of a neuron, b is the bias

and f is the activation function.

To update the weights in backward propagation, the loss is

calculated using the prediction from forward propagation and

the actual label. The cross-entropy loss function is employed

because our extensive scrutiny revealed that the Adam op-

timizer and categorical cross-entropy loss function together

yield the best performance. The loss is calculated as the

negative logarithm of the softmax output for a specific class,

alongwith the true label. The equation for calculating softmax

probability is as follows:

σ =
ezi

∑k

n=1 e
zk
, k = 1, 2, ...., n (2)

Softmax returns the probability of the input belonging to

each of the classes. The probability value ranges between 0 to

1, and the sum of all probabilities equals 1. We then compute

the cross-entropy loss, which is given in equation 3.

CE = −
n∑

c=1

tilog(σ) (3)

The cross-entropy is the product of the true label of a

certain class and the negative logarithm of the softmax of

its prediction. Hence, the ti of the equation will be zero for

all other classes, but it will be 1 for the true label or class.

VOLUME 11, 2023 5

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3371511

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



Bijoy et al.: Rice Leaf Disease Detection using dCNN and Enhanced Dataset

We calculated the goodness of fit using prediction and actual

label by employing equation 3. Based on the value of the loss,

we updated the weights in backward propagation. Since we

use mini batches, the weights of the model will be updated

at each mini batch. The Adam optimizer is used to minimize

the cost function which is an amalgamation of RMSprop and

momentum. The final weight (equation 4) and bias (equation

5) updation formula is as follows.

Wt = Wt−1 − η
m̄t√
v̄t + ϵ

(4)

Bt = Bt−1 − η
m̄t√
v̄t + ϵ

(5)

where,W is model weights, B stands for bias, t is the current

state, η is the step size, and m̄t and v̄t are bias corrected

estimators for the first and second momentum estimator.

1) Shortcomings of Existing Architectures

We commence the experiment by utilizing established

benchmark architectures, ensuring a robust foundation for

our study. Our selection includes seven widely recognized ar-

chitectures: AlexNet [38], MobileNetV2 [39], MobileNetV3

[40], ResNet50 [41], DenseNet121 [42], ResNeXt50 [43],

and ShuffleNetV2 [44]. Each of these models is proficient

at taking an image as input and accurately classifying it into

its respective disease category. Their individual performances

showcase high efficacy. The empirical outcomes of these

models can be found in Table 3.

The vast majority of these well-known architectures per-

form admirably. However, the total number of trainable pa-

rameters in these models is massive. For example, ResNet50

contains 25.5M trainable parameters. As a result, deploying

such models is costlier and impractical for oprational settings

that introduce constraints such as low-resource devices or

reduced bandwith as is typical in remote regions in the Global

South. Therefore, we develop a tiny dCNNmodel for rice leaf

disease detection that is efficient in terms of performance and

practical for deployment. For instance, our rice leaf disease

detection (RLDD)model is 150 times smaller than ResNet50,

yet it performs similarly. The extensive experiments support

the validity of the proposed method, which is successful and

efficient in classifying rice leaf diseases.

2) Proposed Architecture

Our proposedmodel consists of mainly two parts – one part

of the model is used for feature extraction while the other part

is used for classification. The feature extraction component

involves convolution and pooling layers to effectively capture

relevant patterns in the data. On the other hand, the classifica-

tion component consists of dense layers, also known as fully

connected layers, which aid in making accurate predictions

based on the extracted features. Moreover, Dropout layer is

used to avoid overfitting of the model. The proposed model

is illustrated in figure 3.

A non-linear mapping f (x, θ) is exploited by the model. In

all of the hidden layers of the model, we used Rectified Linear

Unit (ReLU), R(z) = max(0, z). But in the output layer we

used Softmax activation function which is σ = ezi/
∑k

n=1 e
zk ,

for j = 1, ..., k , to produce probabilistic predictions. To

mitigate the risk of overfitting, a dropout ratio of 10% is

consistently applied across the model. The details of all layers

of the model are available in the table 2.

Layer Name Parameters Output Size

Conv2D 1 F: 24, KS: 3x3, S: 1x1 BSx222x222x24

MaxPooling 1 Pool Size: 2x2, S: 2x2 BSx111x111x24

Conv2D 2 F: 32, KS: 3x3, S: 1x1 BSx109x109x32

MaxPooling 2 Pool Size: 2x2, S: 2x2 BSx54x54x32

Conv2D 3 F: 40, KS: 4x4, S: 1x1 BSx51x51x 40

MaxPooling 3 Pool Size: 2x2, S: 2x2 BSx25x25x40

Conv2D 4 F: 48, KS: 4x4, S: 1x1 BSx22x22x48

MaxPooling 4 Pool Size: 2x2, S: 2x2 BSx11x11x48

Conv2D 5 F: 56, KS: 4x4, S: 1x1 BSx8x8x56

MaxPooling 5 Pool Size: 2x2, S: 2x2 BSx4x4x56

Conv2D 6 F: 64, KS: 4x4, S: 1x1 BSx1x1x64

Fully Connected 1 Units: 72 BSx72

Fully Connected 2 Units: 64 BSx64

Output Units: No. of Classes BSxNo. Of Classes

TABLE 2. The details of our proposed Rice Leaf Disease Detection
architecture where F, KS, S, and BS denote filters, kernel size, strides, and
batch size, respectively.

Our proposed deep learning model is super lightweight,

comprising only 0.17M parameters. This is remarkably small

compared to other models such as AlexNet, ResNet50,

DenseNet121, etc. Despite its significantly smaller size com-

pared to the models mentioned in sub-section IV-B1, our

model outperforms most of them. For instance, it is 150 and

364 times smaller than ResNet50 and AlexNet, respectively,

while still delivering competitive performance with ResNet50

and surpassing AlexNet. Furthermore, it outperforms models

[39] and [43], even though it has 20.5 and 147 times fewer pa-

rameters, respectively. This remarkable performance makes

our lightweight model an excellent choice for efficient and

effective rice leaf disease detection.

V. EXPERIMENTAL ANALYSIS

A. HYPERPARAMETER TUNING

We fine-tune the model’s hyperparameters, resulting in

further performance improvement. We conduct empirical ex-

periments with different dropout ratios, activation functions,

optimizers, batch sizes, hidden layers, and loss functions.

Through this experimentation, we determine that a specific

combination, as shown in Figure 4, yields the best result.

Regarding the size of the model, we explore the impact of

adding more convolution layers. We observe that increasing

the convolution layers does not improve the model’s per-

formance but does increase the total number of trainable

parameters. Conversely, reducing the number of convolution

layers dramatically decreases the model’s performance. Ad-

ditionally, we experiment with dropout ratios of 10%, 20%,

and 40% and discover that as we increase the dropout ratio,
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FIGURE 3. Our proposed dCNN backbone for rice leaf disease detection. It consists of six convolution layers, five maxpooling layers, and two fully
connected layers.

(a) (b)

(c) (d)

FIGURE 4. The experimental outcomes of our proposed rice leaf disease detection model for using different dropout ratios, activation functions,
optimizers, and batch sizes. Sub-figures (a), (b), (c), and (d) illustrates the empirical outcomes of different dropout ratios, activation functions, optimizers,
and batch sizes.
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the model’s accuracy gradually decreases. Figure 4(a) depicts

the accuracy vs. dropout ratio graph, illustrating the changes

in accuracy for different dropout ratios. In terms of activation

functions, we utilize ReLU, ELU, TanH, and Sigmoid and

find that ReLU delivers the best performance, while Sigmoid

yields the lowest results. Figure 4(b) presents the empirical

outcomes of different activation functions. For optimizers,

we experiment with RMSprop, Adam, and SGD. Although

all three optimizers perform comparably (Figure 4(c)), Adam

exhibits slightly better and faster performance than RMSprop

and SGD. Figure 4(d) displays the accuracy vs. batch size

graph, highlighting the relationship between accuracy and

batch size. It shows that the model’s accuracy increases until

the batch size reaches 32 and decreases afterward. Conse-

quently, in the final training, we used ReLU activation func-

tion, Adam optimizer, a dropout ratio of 10%, a batch size of

32, and a learning rate of 0.001. Regarding the learning rate,

we experimented with adding a decay rate, particularly cosine

decay, which ultimately reduced the overall performance.

B. EVALUATION METRICS

We employ performance measures including Accuracy, Pre-

cision, Recall and F1 Score to measure the performance of

our method. The confusion matrix is utilized to determine the

accuracy, precision, recall and f1-score.

• Confusion Matrix: It is an N ×N matrix which is used

for evaluating the performance of a classification model

where N is the number of classes. It compares the actual

labels to the model’s predictions and gives us a holistic

view regarding the performance of our model along with

the type of errors it is making. The N × N matrix

consists of two kind of values: positive and negative. The

columns and rows of the matrix represent the actual and

predicted values respectively. The four most important

terminologies in a confusion matrix are True Positive

(TP), True Negative (TN), False Positive (FP) or Type-I

Error, and False Negative (FN) or Type-II Error.

True Positive (TP): The model predicted positive and

it’s true, which means the predicted value matches the

actual value.

True Negative (TN): The model predicted negative and

it’s true, which means the predicted value matched the

actual value.

False Positive (FP) or Type-I Error: The model pre-

dicted positive but it’s false, which means the predicted

value was falsely predicted. The actual value was nega-

tive but the model predicted as positive.

False Negative (FN) or Type-II Error: The model

predicted negative but it’s false, which means the pre-

dicted value was falsely predicted. The actual value was

positive but the model predicted as negative.

• Accuracy:Accuracy means, from all the instances, how

many of them our mode predicted correctly. It is calcu-

lated as the total number of correct predictions divided

by the total number of instances in the dataset. The

higher the accuracy, the better the model performance

is.

• Precision: Precision indicates how many of the in-

stances that were accurately predicted turned out to be

positive. It decides whether a model is trustworthy or

not. It’s beneficial in situations when a False Positive

(FP) is more of a concern than a False Negative (FN).

The formula for calculating the precision is following:

Precision =
TP

TP+ FP
(6)

• Recall: Recall indicates how many of the actual positive

cases our model was able to correctly anticipate. It is

a useful metric in cases where False Negative (FN)

trumps False Positive (FP). The formula for calculating

the precision is following:

Recall =
TP

TP+ FN
(7)

• F1 Score: F1 Score also known as F-Score or F-Measure

is a harmonic mean of Precision and Recall. F-Score

comes handy where it is difficult to compare to models

with low precision and high recall or vice-versa. The

formula for calculating the precision is following:

F1 Score = 2× Precision× Recall

Precision+ Recall
(8)

C. COMPARISON

We compare the performance of our proposed method

with 21 well-known benchmark models and several recently

published cutting-edge methods [10]–[14], [30], [45]–[52].

The extensive comparison validates the effectiveness of our

method.

1) Comparison with Benchmark Architectures

We conducted a thorough comparison of our proposed

method with 21 benchmark architectures to rigorously as-

sess and validate the efficacy of our approach against a di-

verse set of established models. Specifically, our method was

evaluated against 16 convolution-based and 5 transformer-

based architectures. To do so, we train these models on our

enhanced dataset and report their performance on Table-3,

showcasing the effectiveness of our proposed dCNN. Our

approach demonstrated superior performance in terms of ac-

curacy, precision, recall, and F1 score when compared to 13

convolution and transformer-based methods, including well-

established models such as SwinTransformer, SwinTrans-

formerV2, ResNet50, and ConvNext, to name a few. More-

over, our method achieved competitive performance across

the remaining benchmark architectures while maintaining a

significantly reduced parameter size. For instance, it outper-

forms [39], [43], and [38] with 20.5, 147, and 364.7 times

fewer parameters, respectively. In contrast, some architec-

tures [40]–[42], [44], [53] gives slightly better performance

than ours – however when considering the size of the model

parameters, our model outperforms all of them by a great

margin.
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Type Method Accuracy (%) Precision (%) Recall (%) F1-Score (%) #Param. (M)

C
o
n
v
o
lu
ti
o
n

MNASNet 72.348 ±8.668 59.132 ±5.596 68.636 ±4.52 62.122 ±5.024 3.1

SqueezeNet 92.912 ±28.038 91.354 ±34.995 92.648 ±29.214 91.584 ±33.912 0.73

AlexNet 93.525 ±5.219 94.2867 ±4.664 93.5467 ±5.086 93.6617 ±5.022 57.02

VGG 97.5267 ±1.18 97.6867 ±1.094 97.4767 ±1.133 97.5467 ±1.155 128.78

ResNet50 99.29 ±1.361 99.3167 ±1.315 99.29 ±1.361 99.2967 ±1.361 23.51

DenseNet121 99.5 ±0.296 99.54 ±0.293 99.498 ±0.277 99.516 ±0.284 6.95

ConvNext 99.6017 ±0.445 99.6117 ±0.443 99.6067 ±0.428 99.6117 ±0.433 27.82

InceptionV3 99.642 ±0.28 99.662 ±0.256 99.644 ±0.296 99.652 ±0.28 25.12

ResNeXt50 99.664 ±0.257 99.68 ±0.267 99.672 ±0.232 99.676 ±0.248 22.99

MobileNetV2 99.712 ±0.21 99.718 ±0.215 99.71 ±0.198 99.712 ±0.205 2.23

EfficientNetV2 99.82 ±0.147 99.83 ±0.147 99.8125 ±0.143 99.82 ±0.148 21.46

MobileNetV3 99.82 ±0.147 99.8175 ±0.143 99.82 ±0.149 99.815 ±0.147 4.2

RegNet 99.832 ±0.21 99.84 ±0.203 99.832 ±0.216 99.836 ±0.21 3.9

ShuffleNetV2 99.832 ±0.21 99.848 ±0.184 99.824 ±0.201 99.836 ±0.193 1.25

EfficientNet 99.8467 ±0.175 99.81 ±0.18 99.81 ±0.18 99.81 ±0.18 7.8

GoogleNet 99.902 ±0.192 99.906 ±0.179 99.9 ±0.2 99.904 ±0.185 5.6

T
ra
n
sf
o
rm

er

SwinTransformer_base 27.924 ±10.877 11.004 ±12.097 18.09 ±28.894 13.786 ±11.816 27.52

SwinTransformerV2_base 70.9 ±37.35 77.34 ±29.314 70.06 ±38.712 69.51 ±42.195 27.58

VisionTransformer_base 98.89 ±1.072 99.05 ±1.211 98.93 ±0.934 99.08 ±1.453 85.8

VisionTransformer_large 99.94 ±0.0931 99.92 ±0.126 99.925 ±0.117 99.925 ±0.128 303.3

MaxViT 99.95 ±0.125 99.954 ±0.115 99.946 ±0.136 99.95 ±0.125 30.41

Ours 99.808 ±0.286 99.828 ±0.282 99.826 ±0.255 99.826 ±0.269 0.18

TABLE 3. Comparison of the performance of various models in terms of accuracy (Acc.), precision (PR), recall (RE), F1 score (F1), and the number of
parameters (#Param.).

Paper Method Accuracy Parameters (M)
Dataset

#Classes #Instances Source

Hossain et al., 2020 [10] Custom CNN 97.82% 3.7 5 4199 BRRI 1

Shrivastava et al., 2021 [13] SVM 94.07% - 4 619 Self-generated

Ghosal et al., 2020 [11] VGG16 93.34% 138 4 1649 IRRI 2

Azim et al., 2021 [14] XGBoost 86.58% - 3 120 UCI ML [15]

Chen et al., 2020 [12] Custom CNN 92.46% 0.3 5 500 Self-generated

Sethy et al., 2020 [30] ResNet50 + SVM 98.38% 23.5 5 5932 BCCH 3

Bhattacharya et al., 2020 [45] Custom CNN 78.44% - 3 2000 -

Su et al., 2022 [46] Custom CNN 81.25% - 3 120 UCI ML [15]

Ahad et al., 2023 [47] Densenet121 97.62% 6.95 9 42,876 Combined

Rawat et al., 2023 [48] ResNet 50 99.50% 23.5 3 4000 Self-generated

Haridasan et al., 2023 [49] Custom CNN + SVM 91.45% - 6 - -

Wang et al., 2023 [50] ConvNext 94.82% 27.8 7 4523 Combined

Ritharson et al., 2024 [51] VGG16 99.94% 129 5 5932 Sethy et al., 2020

Din et al., 2024 [52] Custom CNN 97% - 5 4748 Self-generated

Ours Custom CNN 99.65% 0.18 5 5285 Combined + Collected 4

TABLE 4. Comparison of the performance of our proposed method with other existing methods.

2) Comparison with State-of-the-Art (SOTA) Methods

Table 4 contains the performance of our proposed method

as well as other existing methods [10]–[14]. Our proposed

method outperforms each of these existing methods. It im-

proves the accuracy by 1.8%, precision by 4.87%, recall by

4.66%, and f1 score by 5.1% than [10], which is second best to

our method, with 21.7 times fewer parameters. It outperforms

[11] and [12] by 7.2% and 5.6% higher accuracy with 811 and

152 times fewer model parameter size. It also outperforms

[13] and [14] by attaining 6.3% and 13.1% higher accuracy

score respectively.

D. PERFORMANCE ANALYSIS

Our proposed method, RLDD, achieves an impressive

99.65% accuracy on the test set, with a precision of 0.99667,

recall of 0.99657, and an f1 score of 0.99674. The perfor-

mance of our method is explicitly illustrated through the

confusion matrix in Figure 5, demonstrating its accuracy in
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classifying instances of leaf blight, bacterial blast, and tungro.

However, it makes a few minor mistakes while classifying

instances of sheath blight and brown spot.

FIGURE 5. Confusion Matrix of Our RLDD Model.

Figure 6(a) showcases the changes in accuracy and loss in

our RLDDmodel concerning epochs. The accuracy vs. epoch

graph in Figure 6(a) displays an upward trend, indicating

that as the number of epochs increases, the model’s accuracy

also improves. In contrast, the loss vs. epoch graph in Figure

6(a) shows a downward slope, suggesting that as the epochs

progress, the model’s loss decreases. These trends indicate

that the model is effectively learning to generalize new test

cases and improve its performance over time.

E. INTERPRETABILITY OF THE MODEL

Incorporating interpretability into our model enhances its

reliability and trustworthiness. The Gradcam technique, in-

troduced by Selvaraju et al. [54], is employed to pinpoint the

specific area of the input image that significantly influences

the model’s prediction. The depiction of the prominent re-

gions, as seen in Figure 7, enhances clarity and reinforces the

reliability of our model.

F. FURTHER VALIDATION

We further validate the performance of our proposed dCNN

across various environmental conditions and geographical

datasets to assess its generalizability.

1) Model Robustness in Different Scenarios

To bolster the resilience of the proposed model, a compre-

hensive series of experiments were conducted, encompass-

ing various challenging scenarios encountered during testing.

These situations included images placed against natural back-

grounds, where the model demonstrated an impressive ac-

FIGURE 6. Changes of Accuracy and Loss of our proposed rice leaf
disease detection model with respect to epochs. Sub-figures (a) and (b)
are model accuracy vs epoch and loss vs epoch graphs respectively.

curacy of 99.615%±0.156%. Furthermore, the model’s per-

formance was evaluated under diverse camera angles, show-

casing its ability to maintain accuracy at 86.5033%±2.054%

even when subjected to random rotations. Additionally, the

model’s capability to handle varying distances was assessed,

resulting in accuracies of 85.8667%±1.646% for zoomed-out

images. Moreover, the model’s capacity to endure changes

in image quality was scrutinized through downsampling

and subsequent upsampling, achieving notable accuracies

of 99.525%±0.0173% and 99.5233%±0.265%, respectively.

These findings underscore the robustness and adaptability of

the proposed model across diverse environmental conditions

and scenarios.

2) Different Geographical Data

We assess the robustness of our model across diverse

datasets obtained from various geographical locations. Our

analysis involves three datasets sourced from distinct coun-

tries, namely China, Indonesia, and Taiwan. The performance

metrics presented in Table-5 highlight our model’s effective-

ness on these geographically diverse datasets. Notably, we
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FIGURE 7. The outcomes of the integrated Gradcam for clear model interpretation, revealing influential areas to strengthen confidence in decision-making.

observe a considerable performance drop when training the

model on our data and testing it on datasets from different

geographical locations, emphasizing the nuanced differences

in data distribution. However, through meticulous fine-tuning

on diverse geographical data, our model successfully regains

its performance, showcasing its adaptability and generaliza-

tion capabilities.

3) Computational Cost Analysis

We conducted a comprehensive analysis, comparing the

training, validation, and inference times of our model against

21 benchmarkmodels. Table-6 presents a clear demonstration

of the superior performance and efficiency of our model,

surpassing all other models listed by achieving exceptional

results with minimal training, validation, and inference times.

G. VARYING LIGHT INTENSITY

We compared the performance of our model with all 21

benchmark architectures under varying light intensities. To

adjust image brightness, we increased and decreased the

intensity by 20%. Figure-8 illustrates examples of normal,

brighter, and darker versions of an instance. To empirically

validate the performance, we pursued two approaches. (1)

Firstly, we trained all the models on normal data and tested

them on lighter or darker data, resulting in lower performance

across the board. This outcome was expected, as the models

were not trained on similar data and therefore struggled with

recognition. (2) Secondly, fine-tuning the models on brighter

and darker data enabled all models to resume effective oper-

ation.

FIGURE 8. Visualizing diverse light intensity transformations: (Left) darker
with decreased intensity, (Right) brighter with increased intensity,
(Middle) unaltered.

Table-7 elucidates the empirical results across diverse light

intensities for all models. Our model demonstrates unwa-

vering performance consistency across normal, brighter, and

darker data, underscoring its efficacy. Particularly notewor-

thy is its outperformance of various convolutional-based and

transformer-based methods, showcasing competitive perfor-

mance among other benchmarks. Moreover, it significantly

outshone all models in parameter size, marking a notable

advancement in efficiency.
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Location Before Fine-tuning (%) After Fine-tuning (%)

Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score

Indonesia 81.75 0.8244 0.8211 0.8116 97.91 0.9865 0.9791 0.9811

Taiwan 68.81 0.7135 0.6728 0.6864 96.19 0.9708 0.9399 0.9539

China 60.11 0.5224 0.5336 0.5169 91.05 0.9202 0.9043 0.9099

TABLE 5. Comparison of model performance before and after fine-tuning on different geographical data.

Type Model Parameters (M) Time per Epoch (S)

Training Validation Test

C
o
n
v
o
lu
ti
o
n

MNASNet 3.1 17.9333 ±1.311 4.3667 ±0.705 3 ±0

SqueezeNet 0.73 15.7 ±1.663 4.7333 ±1.27 3 ±0

AlexNet 57.02 14.3 ±1.83 6.4 ±2.568 2 ±0

VGG 128.78 32.3333 ±1.138 8.4667 ±1.731 4 ±0

ResNet50 23.51 50.1333 ±0.58 8.6 ±1.663 5 ±0

DenseNet121 6.95 38.7 ±0.61 7.1667 ±0.932 5 ±0

ConvNext 27.82 58.5 ±2.271 8.2333 ±1.09 5 ±0

InceptionV3 25.12 57.9333 ±1.161 10.9667 ±0.932 7 ±0

ResNeXt50 22.99 50.3667 ±0.705 8 ±0.692 5 ±0

MobileNetV2 2.23 19.2 ±0.61 4.7333 ±1.5 3 ±0

EfficientNetV2 21.46 41.4 ±1.153 7.5333 ±1.351 4 ±0

MobileNetV3 4.2 16.6333 ±1.351 4.4667 ±1.27 4 ±0

RegNet 3.9 17.8 ±0.461 4.5 ±1.153 4 ±0

ShuffleNetV2 1.25 12.3667 ±1.27 4.2333 ±1.27 3 ±0

EfficientNet 7.8 29.8667 ±0.705 5.9667 ±0.352 3 ±0

GoogleNet 5.6 19.8 ±0.922 4.7667 ±0.96 3 ±0

T
ra
n
sf
o
rm

er

SwinTransformer_base 27.52 48.1667 ±0.58 8.4333 ±0.705 5 ±0

SwinTransformerV2_base 27.58 56.4 ±2.224 9.7 ±1.057 6 ±0

VisionTransformer_base 85.8 112.2 ±2.619 16.2333 ±1.311 10 ±0

VisionTransformer_large 303.3 427.4667 ±1.62 60.5 ±5.222 16 ±0

MaxViT 30.41 74.8333 ±0.48 11.9667 ±0.58 8 ±0

Ours 0.18 7.5333 ±0.352 2.5667 ±0.352 1 ±0

TABLE 6. Comparative analysis of training, validation, and inference times for our model and 21 benchmark models.

H. EXPERT SYSTEM

We deploy our proposed model through a website and an

android app. To do so, an open API has been developed

which is essentially a gateway between server and web or app

interface.

1) Application Programming Interface (API)

An API is a set of programming code that allows data

to be exchanged between two or more software products,

like websites and apps. It is quicker, flexible, secured and

responsive. We develop an open API that is accessible for

everyone. It takes an image as query and returns the crop

name, disease name, and disease details. Figure 9 illustrates

the endpoint of our API.

We deploy our proposed model and kept it on the server.

The website and the android app interact with the pre-trained

model via the API. As a result, the user’s device uses very

little memory which makes it very convenient from the user’s

perspective. For instance, when a user uploads an image to

our website or app, the API takes the image as an input query.

Then it sends the image to the server and makes a prediction

about it using the model. Finally, it returns the prediction of

the model from the server to web or app interface.

2) Web Interface

A web user interface, often known as a Web app, allows

a user to use a web browser to interact with data or software

on a web server. A web app is platform independent as well.

As a consequence, we have seen a huge increase in popularity

of web-based application in recent years. Websites are flex-

ible as it can be accessed through browser application (web

browser) from both computer and mobile devices. Figure 10

depicts the interface of our developed website.

As previously stated, the website communicates with the

server via the API. The website’s interface is simple enough

for someonewith only a rudimentary understanding of brows-

ing websites to use. A user would simply upload an image

from the device by clicking theChoose file button, navigating

to the desired image location, and clicking the Submit but-

ton. The predictions will be displayed on the website, along

with other pertinent information such as crop name, disease

details, and possible next steps. Figure 11 depicts the disease
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Type Model Parameters (M) Accuracy (%)

Darker Brighter Normal Average
C
o
n
v
o
lu
ti
o
n

MNASNet 3.1 66.58 ±3.667 69.62 ±6.231 72.348 ±8.668 69.516 ±6.189

SqueezeNet 0.73 88.115 ±1.228 92.2 ±2.134 92.912 ±2.038 91.076 ±1.8

AlexNet 57.02 64.35 ±3.252 84.305 ±7.593 93.525 ±5.219 80.727 ±5.355

VGG 128.78 92.785 ±1.505 95.834 ±1.672 97.5267 ±1.18 95.382 ±1.452

ResNet50 23.51 92.405 ±4.272 98.41 ±0.208 99.29 ±1.361 96.702 ±1.947

DenseNet121 6.95 94.82 ±4.082 98.76 ±1.003 99.5 ±0.296 97.693 ±1.794

ConvNext 27.82 98.71 ±0.0346 99.465 ±0.605 99.6017 ±0.445 99.259 ±0.362

InceptionV3 25.12 98.76 ±1.003 99.54 ±1.472 99.642 ±0.28 99.314 ±0.918

ResNeXt50 22.99 97.41 ±2.041 99.565 ±0.0173 99.664 ±0.257 98.88 ±0.772

MobileNetV2 2.23 98.995 ±1.816 99.585 ±0.605 99.712 ±0.21 99.431 ±0.877

EfficientNetV2 21.46 99.11 ±0.208 99.41 ±0.421 99.82 ±0.147 99.447 ±0.259

MobileNetV3 4.2 98.935 ±0.813 99.465 ±0.19 99.82 ±0.147 99.407 ±0.383

RegNet 3.9 99.23 ±1.418 99.82 ±0.208 99.832 ±0.21 99.627 ±0.612

ShuffleNetV2 1.25 99.055 ±0.813 99.273 ±0.17 99.832 ±0.21 99.387 ±0.398

EfficientNet 7.8 99.525 ±0.398 99.766 ±0.423 99.8467 ±0.175 99.713 ±0.332

GoogleNet 5.6 98.405 ±1.02 99.633 ±0.31 99.902 ±0.192 99.313 ±0.507

T
ra
n
sf
o
rm

er

SwinTransformer_base 27.52 22.0733 ±10.146 25.11 ±10.377 27.924 ±10.877 25.036 ±10.467

SwinTransformerV2_base 27.58 62.705 ±0.0173 66.195 ±1.747 70.9 ±1.35 66.6 ±1.038

VisionTransformer_base 85.8 89.645 ±4.731 96.41 ±0.208 98.89 ±1.072 94.982 ±2.004

VisionTransformer_large 303.3 93.724 ±2.21 97.7 ±1.418 99.94 ±0.0931 97.121 ±1.24

MaxViT 30.41 98.5067 ±0.489 99.87 ±0.0346 99.95 ±0.125 99.442 ±0.216

Ours 0.18 99.2833 ±0.641 99.71 ±0.138 99.808 ±0.286 99.6 ±0.355

TABLE 7. Comparison of model performance in terms of accuracy under different light intensity transformations.

FIGURE 9. API endpoint

detection process for rice leaf disease.

Website also provides extra information pertaining to rice

leaf diseases. For instance, it has a section which contains the

reasons of a disease and the remedies. A user can obtain these

information from the website as well. In navigation bar, an

option for API is included. Users can find useful information

pertaining to the API that is working behind the website.

3) APP Interface

Due to the affodability and availabilty, smartphones have

now become ubiquitous in developing countries. Conse-

quently, android application can play a significant role in

improving the model’s usability. Figure 12 illustrates our

developed android app interface and steps for predicting rice

or leaf diseases using it.

We develop the app considering low resource devices and
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FIGURE 10. Web interface

FIGURE 11. (Left) The web interface for rice leaf disease detection. (Middle) Uploaded an image from the device. (Right) Get predictions for the uploaded
image.

its users. We kept the interface simple, so that, users can use

it without any supervision. The interface directly redirects a

user to the main page. The user gets an option for taking a

picture or selecting an image from the gallery via the app.

After capturing or selecting the appropriate image, the user

can send it for prediction by clicking the Check button.

Once the image is sent, the API receives the image and the

results obtained will be returned to the app interface. The app

requires very little space as the model does not run on the

user’s device. Hence, users with low configured devices will

be able to use the app smoothly.

VI. DISCUSSION
We conducted a comprehensive evaluation of our model,

comparing it with 21 established benchmark models utilizing

a spectrum of convolution and transformer based architec-

tures, each varying in trainable parameters from 73,000 to

303.3 million. The performance of our model was rigorously

assessed against different environmental situations including

varying light intensity, camera angle, varying distances, dif-

ferent image quality and images with natural background. We
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FIGURE 12. APP interface

also tested our model with images from different geographic

locations. This analysis aimed to demonstrate the robustness

and generalizability of the models across a broad range of

scenarios. Our model demonstrates high performance under

different situations. Moreover, our model shows a much su-

perior performance in terms of the trainable parameters of the

model. This makes our model useful to be operate on edge de-

vices and in offline mode, particularly in remote areas where

internet connectivity is limited or unreliable. Furthermore,

our developed API can be leveraged for annotation purposes,

effectively addressing the challenge of data scarcity.

One of the limitations of our model is that it can predict five

rice leaf diseases. Other rice leaf diseases as well healthy rice

leaves cannot be predicted by this model. In future, we plan

to overcome these challenges by collectingmore relevant data

and training with dCNN.

VII. CONCLUSIONS AND FUTURE WORK
Rice leaf disease detection is an inevitable task to increase

production. Early identification of rice leaf diseases will

assist farmers in saving their harvest from getting affected

by diseases. Existing methods for rice leaf disease detection

are found to be rather ineffective for several reasons. From

a pragmatic viewpoint, the solution needs to be operational

within resource-constrained environments. This means the

model would need to work with fewer parameters and be as

light as possible. This paper presents a lightweight dCNN

based model for detecting five of the most common rice leaf

diseases including brown spot, tungro, bacterial blight, sheath

blight, and bacterial blast. We compare the performance of

ourmodel with 21 benchmark architectures and 14 concurrent

methods. The extensive experimental outcomes validate the

effectiveness of our method and demonstrate efficiency in

detecting diseases which in turn will help the farmers to

save the production losses at an early stage. The nature of

our proposed method is end-to-end. It achieves competitive

performance with benchmark architectures with much lower

asymptotic complexity and shows superior performance with

existing methods. We enhance an existing dataset by man-

ually collecting data and annotating them by experts. This

study brings forward more varieties of rice leaf diseases and

a fine-tuned dCNN model, following an end-to-end manner,

which gives accurate performance with significantly lower

asymptotic complexity. Additionally, the subsequent research

develops an integrated application to fit in low-end devices

which includes an API, an android APP and a website.

The activities in the project builds upon much of the find-

ings generated from a field study conducted with agricultural

communities in rural Bangladesh. A range of challenges were

identified, and access to expertise was one of them. The activ-

ity described in this paper aims to address this need within the

community, where farmers could benefit from the availability

of expert guidance on disease and treatment. Therefore, future

work in the project would involve conducting evaluations

with farmer communities to understand how the app performs

in real world contexts. This would also involve conducting

user studies to understand usability of the applications and

scalability of the API.
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