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Abstract 

 

Creativity is widely considered a skill essential to succeeding in the modern world. Numerous 

creativity training programs have been developed, and several meta-analyses have attempted 

to summarize the effectiveness of these programs and identify the features influencing their 

impact. Unfortunately, previous meta-analyses share a number of limitations, most notably 

overlooking the potentially strong impact of publication bias and the influence of study 

quality on effect sizes. We undertook a meta-analysis of 169 creativity training studies across 

five decades (844 effect sizes, the largest meta-analysis of creativity training to date), 

including a substantial number of unpublished studies (48 studies; 262 effect sizes). We 

employed a range of statistical methods to detect and adjust for publication bias and 

evaluated the robustness of the evidence in the field. In line with previous meta-analyses, we 

found a moderate training effect (0.53 SDs; unadjusted for publication bias). Critically, we 

observed converging evidence consistent with strong publication bias. All adjustment 

methods considerably lowered our original estimate (adjusted estimates ranged from 0.29 to 

0.32 SDs). This severe bias casts doubt on the representativeness of the published literature in 

the field and on the conclusions of previous meta-analyses. Our analysis also revealed a high 

prevalence of methodological shortcomings in creativity training studies (likely to have 

inflated our average effect), and little signs of methodological improvement over time — a 

situation that limits the usefulness of this body of work. We conclude by presenting 

implications and recommendations for researchers and practitioners, and we propose an 

agenda for future research. 

 

Keywords 

Creativity training, meta-analysis, publication bias, study quality, methodological 

improvement 
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Public Significance Statement 

 

Creativity is considered an essential skill in many contexts, leading to the development of 

numerous training programs aimed at improving this skill. We examined five decades of 

creativity training studies (169 studies). Using a range of meta-analytic techniques, we found 

converging evidence consistent with publication bias. Moreover, our analysis revealed a large 

number of studies with methodological shortcomings. Both of these findings suggest that 

creativity training may be less effective than previously thought. In view of these findings, 

we proposed a set of recommendations to assist researchers and practitioners in interpreting 

findings from the creativity training literature, and we outlined directions for future research 

to increase the informativeness of creativity training studies. 
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The Impact of Creativity Training on Creative Performance: A Meta-Analytic Review 

and Critical Evaluation of Five Decades of Creativity Training Studies 

 

Creativity is defined as the generation of novel and useful ideas (e.g., Amabile, 1996; 

Sawyer, 2006; Sternberg & O’Hara, 1999). It is often viewed as a foundational stage of the 

organizational innovation process — the process of developing and commercializing creative 

ideas (Amabile, 1988; West, 2002). Understandably, employers rank creativity as one of the 

top skills necessary to succeed both in today’s workplaces and in the workplaces of the future 

(Bellanca & Brandt, 2010; IBM Corporation, 2010; World Economic Forum, 2018). Interest 

in creativity is not limited to organizations, as demonstrated by the large amount of effort that 

high-performing education systems (such as Finland, Australia, Singapore, and Canada) 

dedicate to teaching creativity (Durham Commission, 2019), as well as the recent inclusion of 

creativity as one of the key outcomes measured by the OECD’s Program for International 

Student Assessment (PISA, 2022). Creativity is also listed as a key skill in solving the 

sustainable development challenges outlined by the United Nations (UN General Assembly, 

2015).  

Due to the importance of creativity in a range of contexts, enhancing creativity has 

been a prime concern for organizations, educators, and policymakers. In organizations, many 

strategies have been developed with the aim of enhancing employees’ creativity, such as 

establishing a creative climate, offering incentives, and providing training to enhance 

creativity (Anderson & West, 1998; Collins & Amabile, 1999; Eisenberger & Shanock, 

2003). Among these strategies, providing training is one popular approach to improve 

creativity (Birdi, 2016). In UK organizations, for example, 10.8% of the 14,040 businesses 

surveyed in the 2019 UK Innovation Survey reported investing in training for innovation 

activities (UK Innovation Survey, 2019)2, a decision that involves substantial costs (on 

average, 1.7% of the companies’ total expenditures). More broadly, the Eurostat’s 

Community Innovation 2016 Survey showed that 44.6 % of the surveyed EU innovative 

enterprises engaged in innovation-related training activities. Similarly, in the countries 

surveyed in the UNESCO Institute for Statistics Innovation Data Collection Report (2017), 

the average proportion of innovative-active firms using innovation training was 44.7%.  

 
2 Creativity is defined as the generation of novel and useful ideas (Amabile et al., 1996). Innovation also 

includes the implementation of those ideas. Innovation training is often considered a mix of creativity and 

implementation skills (Birdi, 2016; Fischer & Afifi, 2013). 
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Given the large and growing interest in improving creativity, the prevalence of 

creativity training programs as a means to achieve this aim, and the expenses often associated 

with their delivery, it is crucial to ensure that creativity training programs are effective.  

Using rigorous meta-analytic methods, we review the existing creativity training literature to 

(a) assess how effective creativity training programs are, (b) identify the methodological 

features that influence the programs’ effectiveness, and (c) evaluate how robust the evidence 

surrounding creativity training effectiveness is. We believe that this effort is timely. The 

recent development in research practices and meta-analysis techniques have cast doubt on a 

range of previously well-established phenomena — often suggesting that these phenomena 

are less impressive than previously thought (e.g., the effect of cognitive training, Gobet & 

Sala, 2022), and, in some cases, non-existent (e.g., ego-depletion effect, Carter et al., 2015; 

growth mindset, Macnamara & Burgoyne, 2023; nudging effect, Maier et al., 2022). Findings 

from the present study will provide a more accurate estimate of the average effect size of 

creativity training, help researchers identify methodological gaps in the current literature, as 

well as inform their effort to develop theories and effective training programs — efforts that 

require a large body of robust evidence (Eronen & Bringmann, 2021; Nosek et al., 2022). Our 

survey of creativity training research will also help practitioners make more informed 

decisions when selecting approaches to enhance creativity and calibrate their expectations 

about the impact of delivering such approaches. 

 

Different Forms of Creativity Training  

Creativity is a complex psychological process characterized by a multitude of internal 

and external components, including individuals’ creative thinking ability, personality, 

motivation, and environment (for a review, see Hennessey & Amabile, 2010). Expectedly, 

different forms of creativity training focusing on different core components of creativity have 

been developed. For instance, when reviewing 67 creativity training courses, Bull et al. 

(1995) identified 134 distinct techniques used to enhance creativity, e.g., promoting openness 

to new experiences, increasing psychological understanding of creative processes, and setting 

a safe climate for creativity.  

Numerous studies have evaluated the effectiveness of creativity training. The typical 

paradigm of these studies involves comparing a group receiving the training (training group) 

to a group not receiving the training (control group) on post-training measures of creativity, 

with or without the use of a pretest to adjust for pre-training between-group differences. 

Given the multifaceted nature of creativity, different measures have been employed to 
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evaluate the training effectiveness. These measures can be broadly organized into two 

categories: non-performance- and performance-based measures. Non-performance-based 

measures include, for example, self-efficacy and level of motivation (e.g., Amabile et al., 

1994; Tierney & Farmer, 2002). Performance-based measures often include divergent 

thinking, creative problem solving, and the generation of creative products (e.g., Guilford, 

1967; Mednick, 1962; Torrance, 1966). It is worth noting that when assessing divergent 

thinking performance, researchers typically measure multiple dimensions of the construct; the 

three most common being fluency (i.e., quantity of the ideas generated), flexibility (i.e., 

variety of the ideas generated), and originality (i.e., uniqueness of the ideas generated) (see 

Reiter-Palmon et al., 2019 for a review).  

To our knowledge, five meta-analyses3 (Ma, 2006; Rose & Lin, 1984; Scott et al., 

2004; Tsai, 2013; Yasin & Yunus, 2014) have summarized evidence relating to the 

effectiveness of creativity training and explored the factors impacting the effect sizes, such as 

which types of training are most effective in enhancing creativity, whether creativity training 

generates similar effects on different outcome measures, and whether intervention outcomes 

differ as a function of different study characteristics. We describe various features of these 

five meta-analyses in Table 1. 

 

Effectiveness of Creativity Training: Findings of Previous Meta-Analyses  

The five previous meta-analyses of creativity training have uniformly reported 

moderate to strong positive effects of creativity training on creativity. For example, Rose and 

Lin (1984) summarized the findings of 46 studies using the Torrance Test of Creative 

Thinking (TTCT) — a common measure of divergent thinking — to assess the effect of 

creativity training and reported an average effect size of d = 0.47. Scott et al. (2004) and Ma 

(2006) extended Rose and Lin’s (1984) work by including studies using a wider range of 

creativity measures and estimated the average effect sizes to be d = 0.64 (Scott et al., 2004) 

and d = 0.76 (Ma, 2006)4. Meta-analyses examining the effect on specific populations 

reported even larger effect sizes: d = 1.02 in the field of technology and engineering (Yasin & 

Yunus, 2014) and d = 0.81 for adult learners (Tsai, 2013). Previous meta-analyses also 

 
3 We focused on meta-analyses that specifically examine the effectiveness of creativity training. As a result, we 

did not consider, for example, the recent meta-analysis on creativity enhancement methods in adults by Haase et 

al. (2023) due to its large proportion of studies (> 50%) evaluating non-training approaches (e.g., drugs). 
4 Ma (2006) reported two average effect sizes, one with and one without aggregating multiple effect sizes 

belonging to the same study, before combining them across studies to handle effect size dependency. The one 

reported here is the average effect size based on aggregated effect sizes, and the one based on unaggregated 

effect sizes was d = 0.77. 
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explored the factors moderating the impact of creativity training. See supplemental material 

Table S1 for a detailed description of the moderators evaluated in previous meta-analyses. 

Scott et al. (2004) observed that creativity training seemed to have a bigger impact on 

divergent thinking and creative problem solving than on other outcome measures (e.g., 

generation of creative products, and creative attitude and behavior). Among the different 

dimensions of divergent thinking, originality showed the largest improvement from creativity 

training compared to other dimensions such as fluency and flexibility (Rose & Lin, 1984; 

Scott et al., 2004). Ma (2006) and Scott et al. (2004) also explored the moderating effects of a 

number of training and study characteristics on training effectiveness. Scott et al. (2004) 

observed that training based on a cognitive framework generated, on average, larger effect 

sizes than training based on a non-cognitive framework. They also observed that longer 

training tended to be associated with larger effects. In terms of study design, Scott et al. 

(2004) found that studies of higher methodological quality (e.g., studies using a pretest and 

studies having a control group) tended to generate smaller effect sizes and that larger studies 

tended to be associated with smaller effect sizes. Moreover, Ma (2006) reported that adults 

benefited more from creativity training than younger participants (e.g., students of elementary 

and high schools).  

As shown, previous meta-analyses provide converging evidence that creativity 

training is an effective way to enhance creativity and identified a number of factors 

associated with training effectiveness. Some of these meta-analyses are highly influential. For 

example, at the time of writing, Scott et al.’s (2004) meta-analysis, one of the most 

comprehensive meta-analyses in this field in terms of the scope and number of studies 

included, has been cited a total of 1604 times (195 times since 2022) according to Google 

Scholar. However, almost two decades have passed since the publication of this meta-

analysis, and as such it may not accurately reflect the current state of the field. Possibly due 

to limitations in the meta-analytic methods available at the time, past meta-analyses are also 

subject to a number of limitations, some of which could have biased — perhaps substantially 

— some of their findings. It is plausible, for example, that past meta-analyses might have 

overestimated the overall effectiveness of creativity training. 

The average effect sizes of creativity training programs reported in previous meta-

analyses (which range from d = 0.47 to 1.02) are substantially larger than what is typically 

observed in social sciences research. For example, when reviewing 747 educational 

intervention trials (totaling 1942 effect sizes), Kraft (2020) observed a mean effect size of d = 

0.16. In psychology, Lovakov and Agadullina (2021) extracted 6447 effect sizes from 134 
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meta-analyses and found a median effect size of d = 0.36. Although these average effect sizes 

are not specific to creativity training, their substantial difference from those reported in past 

meta-analyses of creativity training raises the question of whether the previously documented 

average effects of creativity training may have been overestimated. We present below a 

number of methodological limitations found in previous meta-analyses of creativity training 

that may have impacted their findings.  

Limitations of previous meta-analyses of creativity training. Previous meta-

analyses of creativity training present methodological limitations that could potentially 

impact their conclusions. 

Assessment of Publication Bias. Publication bias — i.e., studies with statistically 

significant findings in the expected direction are more likely to be published than those with 

negative or null findings — can, when unaccounted for, lead meta-analyses to substantially 

overestimate the effect of interest (e.g., Lipsey & Wilson, 1993; Thornton & Lee, 2000). It 

can also distort their conclusion, for example, obscuring the influence of certain moderators 

(Munafò et al., 2018). Inflated effect size estimates could cause researchers and practitioners 

to hold unrealistic expectations as to the effectiveness of creativity training, eventually 

hampering the development of the field. For example, researchers may underpower future 

replication studies if they use the inflated estimate to determine sample size, reducing the 

chance of successful replication and, consequently, making it difficult to explore the 

mechanism underlying the effect. For practitioners, the misleading evidence would interfere 

with their ability to make informed decisions; it could lead to disappointment and potentially 

lead them to question the usefulness of this body of work. Thus, it is important to examine 

the presence and extent of publication bias in creativity training.  

The field of creativity training could be particularly susceptible to publication bias. 

One key reason is that studies evaluating creativity training tend to be small. The average 

sample size of studies included in the meta-analysis of Scott et al. (2004)5 was N = 60.14, 

below the sample size generally recommended in education research (e.g., the What Works 

Clearinghouse (2020) recommends a total sample size of at least 350 participants). In general, 

small (or underpowered) studies are less likely to detect a significant effect (if there is one to 

be found), and when they detect a significant effect, the effect found is likely an 

 
5 This value was computed by dividing the total number of participants (N = 4210) by the number of studies (N 

= 70). 
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overestimation of the true effect (Ioannidis, 2005, 2008). When combined with publication 

bias, underpowered studies can lead to a severe overestimation of the true effect size.  

Also, by design, studies of creativity training tend to be noisy as they are typically 

conducted in clustered and hard-to-control settings (e.g., classrooms). Null findings from 

small and noisy studies are harder to present as convincing evidence of no effect because of 

the often-large uncertainty surrounding estimates of impact, reducing their chance of being 

published. Moreover, some creativity training programs are developed commercially and 

evaluated by the developers themselves, a situation that might give researchers an additional, 

financial incentive not to publicize null or negative findings. Together, these reasons suggest 

that the field of creativity training could potentially be characterized by severe publication 

bias.  

Unfortunately, previous meta-analyses did not extensively consider the potential 

influence of publication bias. One key limitation of previous meta-analyses is the scarcity of 

data from unpublished studies. As shown in Table 1, the number of included unpublished 

articles is low, both as an absolute figure and as the proportion of the total number of studies 

included. Only Rose and Lin’s (1984) meta-analysis, published more than 35 years ago, 

included more than six unpublished studies. The omission of unpublished studies, in the 

presence of publication bias, can lead to an overestimation of the effect of interest (e.g., Lane 

& Dunlap, 1978). In addition to the limited inclusion of unpublished studies, none of the 

previous meta-analyses reported testing or correcting for publication bias (Ma, 2006; Rose & 

Lin, 1984; Tsai, 2013; Yasin & Yunus, 2014)6. 

Overall, given the likelihood of a substantial publication bias in creativity training 

research, and the potentially large influence it may have had on the conclusions of previous 

meta-analyses, we dedicate an important part of the present meta-analysis to estimating the 

influence of this bias. 

Accounting for Effects’ Precision. Also noteworthy, contrary to now more standard 

ways of computing meta-analytic averages, previous meta-analyses did not consider the 

precision (i.e., sample size) of the studies in their calculation of the average estimate of the 

impact of creativity training. In other words, estimates from small (less precise) and large 

(more precise) studies were given equal weight in the overall effect sizes calculation. In 

 
6 Scott et al. (2004) assessed the potential for publication bias by computing the fail-safe N statistics (an 

estimation of the number of missing studies with null effects needed to nullify the observed average effect). 

However, this method has been widely criticized for being grounded on contentious assumptions and for 

understating the severity of publication bias (Becker, 2005; Ferguson et al., 2012). 
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addition to not using all the available information effectively (Borenstein et al., 2009), this 

omission could potentially exacerbate the overestimation of the average effect size in the 

presence of publication bias, as small studies tend to be more prone to this bias (Sterne et al., 

2000).  

Methodological Issues Associated with the Analysis of Moderators. Both Ma (2006) 

and Scott et al. (2004) conducted moderator analysis to assess the influences of study 

characteristics on effect size. As shown in supplemental material Table S1, Scott et al. (2004) 

explored an impressive number of moderators (i.e., > 40). Yet, a limitation of their analysis is 

that they dichotomized many of the moderators that are continuous in nature, e.g., publication 

year and sample size. Although dichotomization typically simplifies analyses and 

interpretation, it often results in a loss of information and statistical power (Altman & 

Royston, 2006). Findings can also vary substantially depending on the cut-off value used 

(Kraemer et al., 2004). These limitations may have impacted the sensitivity of Scott et al.’s 

(2004) analysis and the robustness of their results. Moreover, they did not evaluate the unique 

impact of those dichotomized moderators while controlling for the influence of the other 

moderators measured — as such, the effects reported may be due in part to the moderators’ 

correlations with other factors. Given the high plausibility of some moderators being 

correlated (e.g., sample size and total training time as it is often more practical to evaluate 

long interventions on a smaller sample), the findings reported by Scott et al. (2004) may have 

overstated or understated the importance of certain moderators. In addition, the statistical 

significance of the effects of many moderators examined was not reported.  

By comparison, Ma (2006) only examined a very limited number of moderators (i.e., 

only 6) but did report whether their effects were statistically significant. Nonetheless, many 

effect sizes in Ma's analysis originated from the same studies, and it is unclear how the 

dependency between these effect sizes was handled. This issue can dramatically impact the 

precision of estimates and statistical comparisons, potentially leading to misleading 

conclusions (Borenstein et al., 2009; Hedges, 2009). As in Scott et al. (2004), Ma (2006) also 

did not test the unique contribution of each individual moderator measured.  

Other Methodological Limitations. A number of other limitations could impact the 

validity of existing meta-analyses’ conclusions. One is the inclusion of studies with 

heterogeneous designs. Scott et al. (2004), for example, included both studies with and 

without a control group, the latter type generally yielding larger and potentially inaccurate 

effect sizes (Cheung & Slavin, 2013). Studies focusing exclusively on atypical populations 

were also included in previous meta-analyses. For example, both Ma (2006) and Scott et al. 
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(2006) included studies that involved only gifted students or only students with learning 

disabilities. Homogeneous populations are likely to underestimate the variation in the general 

population (and thus increase standardized measures of an intervention’s effect), impacting 

the generalizability of the findings. 

Because of these limitations, the results of previous meta-analyses may not reflect the 

effectiveness of creativity training in a way that is informative to most researchers and 

practitioners. In fact, some of these limitations may have led previous meta-analyses to 

overestimate, perhaps greatly, the impact creativity training programs are likely to achieve in 

practice. Practitioners and researchers using the results of these meta-analyses to inform their 

work may, as a result, develop inaccurate expectations and misplaced confidence in the 

effectiveness of creativity training. As such, it is important to update and extend previous 

meta-analyses of creativity training in an effort to provide a more accurate picture of the 

effectiveness of these programs.  

 

Concerns About the Quality of Creativity Training Studies 

 A number of researchers have expressed concerns about the quality of studies 

evaluating creativity training programs. For example, reviewing 22 evaluations of creativity 

training programs from the field of organization science, Valgeirsdottir and Onarheim (2017) 

noted that the studies often lacked a pretest and a control group and had small sample sizes 

— features that limit the credibility of the causal estimates of an intervention effect (i.e., 

internal validity; Boot et al., 2013; Lonati et al., 2018). These concerns are not new: more 

than four decades ago, Mansfield et al. (1978) drew comparable observations after reviewing 

studies evaluating creativity training programs in wide use at the time. These review reports 

raise important issues, but focused only on a subset of creativity studies within a certain 

period. Do those concerns generalize beyond those subsets, and has research quality 

improved over time? Part of the present study aims at addressing these questions.  

 

The Present Study 

In this study, we conducted a meta-analysis on the effectiveness of creativity training 

programs, assessing publication bias. We also evaluated the methodological quality of the 

included studies, tracked improvements over time, and examined how quality influences 

effect sizes. 
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Table 1  

Features of Previous Meta-Analyses of Creativity Training 

Meta-analysis Population Year included 

No. of Articles Excluded 

studies with no 

control group 

Test for 

publication 

bias 

Correct for 

publication 

bias 

Mention the 

use of weights 

in estimation  

Average  

effect size d Unpublished Published 

Rose and Lin, 1984 General 1960 to 1972 33 (72%) 13 (28%) Yes No No No 0.47 

Scott et al., 2004 General  1965 to 2000 6 (14%) 38 (86%) No  Noa No No 0.64 

Ma, 2006 General 1970 to 2003 3 (9%) 30 (91%) Yes No No No 0.76 

Tsai, 2013 Adult 1989 to 2006 1 (9%) 10 (91%) Yes No No No 0.81 

Yasin and Yunus, 2014 
Technology and 

Engineering  
2000 to 2012 3 (19%) 13 (81%) Yes No No No 1.02 

Note. A positive effect size (d) means that the group receiving creativity training performed better than the control group.  

a Compared the effect sizes between large (average d = 0.35) and small studies (average d = 1.00).  
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Estimation of the Average Effect Size 

We first examined the effect of creativity training on creative performance and took 

several steps to address the limitations of previous meta-analyses. To minimize bias caused 

by mainly relying on published evidence, we have included a considerable number of 

unpublished studies (48 out of 169 studies; 262 out of 844 effect sizes). We also conducted a 

series of tests to investigate the presence of publication bias and correct for it if necessary. 

We excluded studies with no control group as having a control group is often considered a 

necessary condition for a study to properly estimate the causal impact of an intervention 

(What Works Clearinghouse, 2020). Unlike previous meta-analyses (Ma, 2006; Scott et al., 

2004), we also excluded studies focusing solely on atypical populations. In terms of coding, 

we avoided dichotomizing continuous variables, e.g., publication year. When possible, we 

coded them as continuous variables, and when impractical, we categorized them into multiple 

levels. In terms of analysis, we used robust variance estimation (RVE; Hedges et al., 2010; 

Tanner-Smith & Tipton, 2014), a recently developed meta-analytic approach, to handle effect 

size dependency when synthesizing effect sizes and examining the influence of moderators 

on effect sizes. Compared to the traditional approaches used in previous meta-analyses (i.e., 

aggregating dependent effect sizes), RVE considers all the effect sizes in a single meta-

analysis model, thus minimizing the loss of information (Hedges et al., 2010; see Method 

section for more details). 

Moderator Analysis 

In addition to estimating the average effect size, we also explored the impact of a 

range of study features on effect size. We included many of the moderators explored in 

previous meta-analyses, but excluded some, such as the depth and the difficulty of the 

training materials, due to their high subjectivity in coding and the frequent absence of 

relevant information in the included studies (see supplemental material Table S1 for excluded 

moderators and the rationale for their exclusion). Moreover, we included new moderators that 

could be coded reliably and that have been shown to influence effect size, such as the level of 

randomization and whether the outcome measure is researcher-made or not (Cheung & 

Slavin, 2016; Wilson & Lipsey, 2001). We categorized the included moderators into three 

groups: (a) sample characteristics, (b) training characteristics, and (c) study characteristics. 

Sample Characteristics. 

Participant Age. Previous meta-analyses reported inconsistent results regarding the 

effect of creativity training on different age groups. Scott et al. (2004) categorized 

participants into two groups (younger than 14 vs. 14 or older) and reported similar effect 
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sizes between groups. Ma (2006) split participants into five age groups (kindergarten, 

elementary school students, high school students, college students, and adults) and found a 

larger training effect for adults than younger participants. Because many included studies 

were conducted on students across various grade levels within a school, yet only reported the 

aggregated effect (preventing us from coding age as a continuous variable), we followed 

Ma’s granular categorization and re-examined how age group moderates effect size. 

Training Characteristics. 

Training Content. Scott et al. (2004) reported that training based on a cognitive 

framework generated larger effect sizes than training based on non-cognitive frameworks 

(e.g., motivation and personality). This meta-analysis also examined this issue, comparing the 

effectiveness of training targeting only cognitive skills, only non-cognitive skills, or a 

combination of both. 

Total Training Time. It is typically expected that more training time results in a 

greater training effect. According to the meta-analysis of Scott et al. (2004), there was a 

positive bivariate correlation between training time (in minutes) and training effectiveness. 

However, Scott et al. (2014) did not report enough details to determine the degree to which 

this correlation differs from what would be expected by chance. In this meta-analysis, we 

examined if there was a positive link between total training time and effect size by including 

total training time as a potential moderator.  

Training Duration (i.e., The Time Interval Between the First and the Last Training 

Session). In addition to total training time, one could argue that a more spread-out training 

would allow, to a certain extent, more time for knowledge and skills to be consolidated and 

thus lead to a larger effect, i.e., the spacing effect (Ebbinghaus, 1964). We also included this 

variable in our moderator analysis. 

Study Characteristics. 

Study Precision. Small, less precise studies often report larger effect sizes (i.e., small-

study effects, Sterne et al., 2000). Scott et al. (2004), for example, found that the average 

effect size was considerably higher for small studies (i.e., studies with a below-average 

sample size) than for larger studies. Multiple causes can account for this effect: small studies 

may be more prone to publication bias, or they may share methodological features that tend 

to generate larger effect sizes (e.g., evaluating more intensive interventions; Sterne et al., 

2001). Scott et al. (2004) attributed the effect size difference to methodological differences 

between small and large studies and did not test for publication bias. In the present meta-

analysis, we included the standard error of the effect size (a common measure of study 
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precision) to evaluate if there is a relationship between effect size and study precision. 

Furthermore, we explored whether the association between effect size and study precision 

remains after controlling for a number of study characteristics. We also used the standard 

error of the effect size to estimate the proportion of properly powdered studies in our sample 

when evaluating the quality of the existing evidence. 

Randomization: Many creativity training studies have assigned existing clusters of 

individuals (e.g., classrooms) to either the training or control groups, but analyzed their data 

at the individual level (ignoring clustering). This approach is known to yield larger effect 

sizes, potentially due to uncontrolled baseline differences between clusters (e.g., Cheung & 

Slavin, 2016). We examined this issue by comparing such studies (which we label non-

random assignment) with those that randomly assign individual participants to conditions 

(i.e., random assignment). Ma’s (2006) meta-analysis of creativity training did not detect a 

noticeable impact of the type of randomization used; however, this may be attributed to the 

limited statistical power of this contrast in their meta-analysis. The current meta-analysis re-

examined the impact of this factor on the effectiveness of creativity training. We also 

considered this factor when evaluating the quality of the evidence in the field. 

Type of Control Group. Different types of control groups have been employed in 

creativity training studies. Whereas some studies offered an alternative, non-creativity, 

training to participants in the control group (i.e., active control group), some employed an 

inactive control group in which participants only maintained their usual activities. Studies 

with inactive control groups have the potential to overstate training effectiveness because the 

training effect may be conflated with the novelty effect induced by altering the participants’ 

usual activities (Mohr et al., 2009). Accordingly, meta-analyses of interventions in other 

domains have shown that the control group type often moderates the training effect (e.g., 

Friese et al., 2017). The type of control group was included as a potential moderator and as a 

measure of study quality when evaluating the quality of the evidence in the field. 

Use of a Pretest. Scott et al. (2004) considered the use of a pretest as an indicator of 

study quality because it helps disentangle treatment effects from effects due to pre-existing 

group differences. They found that studies using a pretest-posttest design reported smaller 

effect sizes than those using a posttest-only design. We included this as a potential moderator 

in the present meta-analysis. We also considered the use of a pretest as a measure of study 

quality when evaluating the quality of the evidence in the field. 

Type of Outcome Measure. There are various ways to measure creative performance. 

Scott et al. (2004) categorized the outcome measures into divergent thinking, creative 
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problem solving, performance (e.g., the generation of creative products), and creative attitude 

and behaviors. They reported that effect sizes on divergent thinking and creative problem 

solving were larger than on other outcome measures. In contrast, Ma (2006) did not observe 

notable differences between different types of outcome measures. To further examine this 

question, we included the type of outcome measure as a moderator.  

Origin of Outcome Measure. Research has frequently shown that studies using 

researcher-made measures tend to yield larger effect sizes than studies using independent 

measures such as standardized tests (e.g., Cheung & Slavin, 2016; Wilson & Lipsey, 2001), 

perhaps due to researcher-made measures being more aligned with the content of the 

intervention (What Works Clearinghouse, 2020). We explored whether this effect is also 

present in the creativity training literature. 

Training to Criterion. It is reasonable to expect effect sizes to be larger when the 

tasks used to measure performance are similar to the activities completed during the training 

(i.e., training to criterion). Nonetheless, Scott et al. (2004) found that studies using measures 

similar to training activities did not generate larger effect sizes than those using dissimilar 

measures. The present meta-analysis re-examined whether the similarity between training and 

assessment tasks moderates the effect sizes.  

Posttest Timing. The interval between the end of training and the posttest varies 

across creativity training studies. The posttest is sometimes given immediately after training 

or delivered several days or weeks later. Longer time lags may result in smaller effect sizes 

due to learning decay (Bailey et al., 2020; Taylor et al., 2009). Nevertheless, Scott et al. 

(2004) did not find such an effect. We included this moderator in our analysis to re-examine 

this issue. 

Publication Year. Effect sizes reported in studies tend to decline over time, and such 

decline has been observed in many fields (e.g., Medicine: Ioannidis, 2008; Psychology: 

Protzko & Schooler, 2017). To examine the impact of publication year, Scott et al. (2004) 

divided the studies into two groups (pre-1980 studies vs. 1980-and-after studies) and found 

comparable effect sizes between these two groups of studies. In this meta-analysis, we also 

included publication year as a moderator, which we treated as a continuous variable. 

Publication Status. Comparing the effect size between unpublished and published 

studies is another way to estimate the extent of publication bias. Previous meta-analyses of 

creativity training did not examine if there were systematic differences between published 

and unpublished effect sizes. In this meta-analysis, we examined the impact of publication 

status on effect size. 
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The Effect of Creativity Training on Divergent Thinking. In addition to 

conducting moderator analysis on the whole sample of studies, we also carried out a separate 

analysis focusing on the effectiveness of creativity training on divergent thinking, given that 

divergent thinking is often conceptualized as a fundamental component of creative thinking, 

as well as being a key focus of many creativity training programs (Guilford, 1967; Scott et 

al., 2004). Previous meta-analyses suggested that creativity training has a strong impact on 

divergent thinking performance (Rose & Lin, 1984; Scott et al., 2004). Among the different 

dimensions of divergent thinking performance (e.g., fluency, flexibility, and originality), 

creativity training tended to have a larger positive impact on measures of originality than on 

the other outcome measures, such as fluency and flexibility (Rose & Lin, 1984; Scott et al., 

2004). We re-assess this question in the present meta-analysis. 

Prevalence of Studies Employing Rigorous Methodology. Apart from combining 

and comparing effect sizes across studies, this meta-analysis also aimed to identify the 

prevalence of rigorous research practices in the field of creativity training. We examined the 

proportion of studies in our sample that (a) performed randomization at the individual level, 

(b) employed an active control group, (c) used a pretest, and (d) had sufficient statistical 

power (to detect a range of plausible true effect sizes) — conditions known to influence the 

extent to which a study can provide a credible casual estimate of an intervention effect (i.e., 

internal validity). We also examined whether this proportion tended to increase over time and 

whether the average effect of creativity training changed when considering only studies of the 

highest quality. In addition, we looked at the number of studies that have adopted practices 

that can further enhance the strength of the evidence (studies reporting a priori power 

analysis, replication studies, and studies that preregistered their protocol). 

 

Method 

 

Literature Search and Inclusion Criteria 

We searched five electronic databases (Business Source Premier, ERIC, ProQuest 

Dissertation & Theses, PsycARTICLES, PsycINFO, and Web of Science Core Collection) to 

identify articles containing one of the following key terms in the abstract or the title: 

“creativity training,” “creative thinking training,” “creative problem-solving training,” 

“creative problem solving training,” “creativity intervention,” “creative thinking 

intervention,” “creative problem-solving intervention,” “creative problem solving 

intervention,” “creativity program,” “creative thinking program,” “creative problem-solving 
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program,” or “creative problem solving program.”7 All databases were searched from 1970 

to June 2022. We also checked the reference lists of previous meta-analytic and systematic 

reviews for relevant studies and used Google Scholar to search within papers citing these 

reviews to identify articles that contain the key terms. Additionally, key journals in creativity 

research: The Creativity Research Journal, Journal of Creativity Behavior, Psychology of 

Aesthetics, Creativity, and the Arts, and Thinking Skills and Creativity, were searched to 

locate articles containing any of the key terms. To reduce the impact of publication bias, we 

searched conference proceeding and preprint databases (ArXiv, ERIC, Procedia, OSF 

preprint, and Web of Science) for unpublished articles that contain the key terms; we also 

sent out a call for unpublished work (see OSF link: https://osf.io/8z3k5) to the professional 

networks of the research team (sent on 21st and 23rd of June-2022), as well as the members of 

APA Division 10: Society for the Psychology of Aesthetics, Creativity and the Arts (sent on 

27th of June-2022). 

In total, we identified 450 articles. We screened the titles and abstracts of these 

articles for relevance to the present work. Of these, 154 articles were excluded. The full texts 

of the remaining articles (n = 296) were obtained and assessed for eligibility according to the 

following inclusion criteria: 

● Focuses on the effect of training specifically designed to enhance creativity. 

● Focuses on the effect of creativity training on individual creativity. Studies examining 

training effectiveness on team creativity were excluded. 

● Focuses on typical populations. Studies only focusing on atypical populations, e.g., 

gifted children and individuals with learning difficulties, were excluded. 

● Includes a control group. As the inclusion of a control group is often considered a 

necessary feature to establish the efficacy of an intervention, studies without a control 

group and studies comparing different types of creativity programs were excluded.  

● Measures the effect of creativity training on creative performance. Studies using only 

non-performance-based outcome measures (e.g., self-efficacy and motivation) were 

 
7 In line with other meta-analyses on creativity training, we excluded “innovation training” 

from our search terms. Innovation training studies, commonly conducted in organizational 

settings (Amabile, 1988), often exhibit distinct features not aligned with our inclusion 

criteria. For instance, they often rely on team performance measures and lack control groups 

(e.g., Nielsen & Miraglia, 2017). As such, including the term “innovation training” could 

have led to a non-representative set of studies. Furthermore, methodological differences 

between innovation and creativity training, such as differences in participants’ age, could bias 

our conclusions. 
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excluded. For studies employing a mix of performance- and non-performance-based 

creativity outcomes, only performance-based outcomes were considered. 

● Reports the information needed to calculate an effect size and associated uncertainty 

(see section Estimation of Effect Sizes for details). 

Based on these criteria, 149 of 296 articles were excluded. Of the remaining 147 

articles, 105 were journal articles, 34 were PhD dissertations, seven were conference 

proceedings, and one was a grant report. For multiple versions of the same research study 

(e.g., dissertation and journal article), only the version published as a journal article was 

coded. Some articles (24 out of 147) reported multiple independent studies (e.g., Chiu, 2015). 

Ultimately, 169 independent studies were identified. Figure 1 presents the flowchart that 

outlines the search and selection process. Supplemental material Table S2 indicates which 

articles were excluded and provides the reasons for exclusion. In supplemental material Table 

S2, we also indicated which articles were included in previous meta-analytic and systematic 

reviews. 

 

Figure 1 

PRISMA Flow Diagram Outlining the Stages of the Search and Selection Process 

 

Note. n = number of articles; k = number of studies; m = number of effect sizes; N = number of participants. 
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Coding Procedure 

We developed a coding protocol to extract the following information from the studies. 

● Identifying Information. Authors, title, and publication year. 

● Publication Status. This was coded categorically (Unpublished vs. Published). PhD 

dissertations, conference proceedings, preprints, and research reports were coded as 

“Unpublished.” Studies published in a peer-reviewed journal were coded as 

“Published.”  

● Age Group. This was coded categorically based on participants’ grade levels. There 

were five levels: (a) Preschool/Kindergarten, (b) US Grade 1-8, (c) US Grade 9-12, 

(d) University Students, and (e) Adults. These categories were drawn from Ma 

(2006).  

● Training Content. This was coded categorically based on the content of the training. 

There were three levels: (a) Non-cognitive (i.e., training focusing on non-cognitive 

components, e.g., personality, motivation, and emotion); (b) Cognitive (i.e., training 

focusing on cognitive components, e.g., creative thinking and idea generation skills, 

memory, and attention); and (c) Combined (i.e., training focusing on both cognitive 

and non-cognitive components). 

● Total Training Time (in Minutes). This was coded continuously based on the 

overall amount of training measured in minutes. We estimated this based on the 

number of training sessions and the duration of each session. If the study was a 

classroom study and only reported the number but not the length of each lesson, we 

assumed the lesson length to be 50 minutes. A small number of studies only presented 

participants with a set of instructions (e.g., about how to be creative), without 

specifying the training time. We assumed training time in these studies to be 5 

minutes. 

● Training Duration (in Days). This was coded continuously based on the days 

between the first and last training sessions. If the study only reported the number of 

months, we assumed 4.33 weeks per month (i.e., 52 weeks/12 months). Training 

programs lasting less than a day were coded as one day. 

● Randomization. This was coded categorically. Studies were coded as “Random” if 

individuals were randomly assigned to different conditions. Studies were coded as 

“Non-random” if assignment to conditions was based on pre-existing clusters (e.g., 

classrooms). If the assignment was unspecified, it was coded as “Unspecified.” 
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● Type of Control Group. This was coded categorically (Active vs. Inactive). Control 

groups that received non-creativity training were coded as “Active”; Control groups 

that did not receive any additional training and continued to maintain their usual 

activities were coded as “Inactive.”8  

● Use of a Pretest. This was coded categorically (Posttest-Only vs. Pretest-Posttest). If 

studies measured pretest performance, they were coded as “Pretest-Posttest.” 

Otherwise, they were coded as “Posttest-Only.” 

● Type of Outcome Measure. This was coded categorically based on the type of 

measure used. There were three categories (a) Divergent thinking, (b) Creative 

problem solving, and (c) Creative product. This categorization was based on Scott et 

al. (2004). 

● Origin of Outcome Measure. This was coded categorically (Researcher-made vs. 

Independent). Measures developed for the purposes of the study were coded as 

“Researcher-made”; Pre-existing measures were coded as “Independent”; If no 

external source was mentioned, the measure was coded as “Researcher-made.”  

● Training to Criterion. This was coded categorically (Yes vs. No) based on whether 

the training program included only exercises that were very similar to the posttest 

measures. For example, if the training program included only divergent thinking 

exercises and the divergent thinking test was the posttest measure (e.g., Franklin et al., 

1977), the training program was coded as training to criterion.  

● Posttest Timing. This was coded categorically based on the days between the end of 

training and the posttest. There were four levels: (a) Same day, (b) Between 1 and 7 

days, (c) 8 days or longer, and (d) Unspecified. These categories were adapted from 

Uttal et al. (2013).  

● Modality of Divergent Thinking Measures. This was coded categorically. For 

studies using a divergent thinking test as a posttest measure, the modality of the 

divergent thinking test was coded as (a) Verbal, (b) Figural, (c) Combined, and (d) 

Other/unspecified.  

● Dimension of Divergent Thinking Measures. This was coded categorically. For 

studies using a divergent thinking test as a posttest measure, the dimension of 

divergent thinking measured was also coded as (a) Overall; (b) Fluency; (c) 

 
8 A small number of studies had more than one control group, i.e., active control group and inactive control 

group, but only one treatment group (e.g., Below, 1986). In such cases, the active control group was considered. 
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Flexibility; (d) Originality; and (e) Other dimensions, which included, for example, 

how elaborate the ideas generated were.  

● Use of a Delayed Posttest. This was coded categorically based on whether the study 

included a delayed posttest. Given the very small number of studies with a delayed 

posttest, we did not compute the effect size associated with the delayed posttest for 

statistical analysis. 

● Power Analysis. This was coded categorically based on whether the study included a 

priori power analysis or not. 

● Replication. This was coded categorically based on whether the study reported 

replicating a previous study or not. We looked at studies that contained the term 

“replicat*” to assess whether it was a replication of a previous study. This method 

was similar to that used in Makel and Plucker (2014). 

● Preregistered. This was coded categorically based on whether the study reported 

being preregistered or not. 

● Study Location. This was coded categorically based on the continent where the study 

was conducted: (a) Asia, (b) Australia, (c) Europe, (d) North America, (e) South 

America, and (f) Unspecified. If the study location was not mentioned, but all authors 

were from the same continent, we assumed that continent to be the location of the 

study. Otherwise, we coded the study location as unspecified. For studies conducted 

online with no mention of restriction on the participants’ location, we coded the study 

location as unspecified. 

● Information Needed to Compute Effect Size Estimate and Associated 

Uncertainty. Sample size of the treatment and control groups, means and standard 

deviations, or other statistical information (e.g., t-values, F-values, p-values) was 

needed to compute effect sizes and associated variances. 

 

The coding was carried out by both the first and second authors. Together, they coded 

50% of the studies (87 in total). For the remaining 50%, the first author initially screened the 

studies to identify the general sections containing information relevant to each moderator and 

effect size calculation. After this initial screening, both the first and second authors coded the 

relevant information independently. To measure interrater reliability, we calculated Cohen’s 

kappa for each categorical moderator and the intraclass correlation coefficient (ICC) for each 

continuous moderator. The interrater reliability indices ranged from 0.89 to 1, suggesting 
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high agreement. Any disagreement was settled through discussion among the authors (see 

supplemental material Table S3 for the interrater reliability index for each moderator). 

Estimation of Effect Sizes  

Computing Effect Sizes and Variances. We computed the standardized mean 

difference between the training and control groups (Cohen’s d) for each outcome measure 

and used it as the effect size index in the present meta-analysis. Depending on the study 

design (posttest-only or pretest-posttest), different equations were used to compute the effect 

size.  

For studies with a posttest-only design, the effect size was computed by dividing the 

mean difference between the training and control group means by their weighted pooled 

standard deviation (Morris, 2008): 

 

 

 

If only adjusted posttest Means and SDs (adjusted for pretest) were provided, the 

effect size was computed by dividing the adjusted mean difference between the training and 

no-training group by their weighted pool standard deviation: 

 

 

 

For a pretest-posttest design, the effect size was computed by dividing the difference 

of mean improvement between the training group and the control group by their weighted 

pooled pretest standard deviation (Morris, 2008): 

 

 

 

If studies only reported the total sample size and did not specify the size of each 

group, the sample was evenly divided between groups. If means and standard deviations were 
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not provided, effect sizes were calculated from t-value, F-value, χ2, or p-value. If only a p-

less-than value was reported, instead of an exact p-value, the p-less-than value was treated as 

an exact p-value. For the few studies that only provided statements of significant or non-

significant differences between the training and control groups, we assumed p = .05 or p 

= .50, respectively (Cooper et al., 2009). This procedure was used only when the direction of 

the effect was indicated; otherwise, the studies were excluded. Once the effect sizes were 

estimated, we estimated their variances using the equation (Lipsey and Wilson, 2001)9:  

 

 

 

Correction for Small-Sample Bias. We converted the effect sizes d to unbiased ones 

(Hedges’ g) by multiplying each effect size d with a correction factor J. We also applied a 

similar correction to effect size variances, multiplying each variance by the factor J2 (Hedges, 

1981): 

  

 

 

Most studies (82%) provided multiple and dependent effect sizes due to multiple 

outcome measures evaluated on the same participant or multiple training groups sharing the 

same control group. To handle effect size dependency, we conducted the meta-analysis with 

robust variance estimation techniques (RVE, Hedges et al., 2010; Tanner-Smith & Tipton, 

2014), which we will discuss later in this section.  

 

Outlier Detection 

Prior to the main analysis, we performed a set of diagnostics to identify influential 

outliers10. Because these procedures assume independence between effect size estimates, they 

were performed on effect sizes aggregated at the study level. Studies identified as having 

 
9 Eight studies (44 effect sizes) reported only the F-value, or the adjusted means and standard deviations 

associated with ANCOVA. For these studies, we used the formula recommended by Borenstein (2009) to 

estimate variance. 
10 The diagnostics are the externally standardized residuals, DFFITS values, Cook's distances, covariance ratios, 

leave‐one‐out estimates of the amount of heterogeneity, leave‐one‐out heterogeneity test statistics, hats value, 

and weight. 
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extreme results were excluded from the analyses. We first used the R-package “MAd” (Del 

Re & Hoyt, 2014) to compute the aggregated effect size and its variance for each study while 

taking into account the correlation between within-studies effect sizes. Given that most of the 

studies did not report this correlation, we used the suggested value of r = .50 (Wampold et al., 

1997). We then used the R-package “metafor” (Viechtbauer, 2010) to perform the diagnostic 

tests on aggregated effect sizes. We also performed the same diagnostic tests using a range of 

correlation values (r = 0, .20, .40, .60, .80, 1) as a sensitivity analysis to ensure that the results 

were not sensitive to the value of the assumed correlation.  

 

Meta-Analytic Model with RVE 

We used robust variance estimation techniques (RVE; Hedges et al., 2010; Tanner-

Smith & Tipton, 2014) to deal with effect size dependency in our sample. These techniques 

assign a weight to each effect size based on its precision, taking into account effect size 

dependency. More specifically, RVE uses ρ, an estimate of the common correlation between 

dependent effect sizes, to compute effect size weights. In this study, we used the suggested 

value of ρ = .80. We also conducted a sensitivity analysis with a range of plausible 

correlations (ρ = 0, .20, .40, .60, .80, and 1) to ensure that the value of ρ did not influence the 

results meaningfully (see supplemental material Table S4). We used the R-package 

“robumeta” (Fisher & Tipton, 2015) to construct random-effects meta-regression models with 

RVE to synthesize and compare effect sizes.  

 

Overall Effect Size 

We constructed an intercept-only-random-effects meta-regression model with RVE to 

compute the weighted average effect size and its standard error (Fisher & Tipton, 2015). For 

comparison, we also computed the overall effect size using the traditional approach of 

aggregating effect sizes (see Borenstein et al., 2009). We followed the aggregation method 

detailed in the Outlier Detection section above. We used the R-package “metafor” to 

construct random-effect meta-regression models to estimate the overall effect size and its 

standard error (see supplemental material Table S5). The results obtained were virtually 

identical to those generated by the RVE approach. Thus, we only reported the results of the 

RVE approach in the main text.  

 

 

 

https://acamh.onlinelibrary.wiley.com/doi/full/10.1111/jcpp.12381#jcpp12381-bib-0108
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Publication Bias 

Publication bias refers to situations where the published literature is not a 

representative reflection of the overall research evidence (Rothstein et al., 2005). It occurs 

when studies are more likely to be published if they report favorable and statistically 

significant findings, such that published effect sizes are systematically different from the 

unpublished ones; and this bias tends to be more likely to affect small studies (Sterne et al., 

2000). If publication bias exists, the averaged effect size estimate largely based on published 

studies is likely to be inflated because of the underrepresentation of non-significant or 

negative findings. To reduce the impact of publication bias on the meta-analytic results, we 

conducted a thorough search to identify relevant unpublished studies. We also undertook a 

series of analyses to evaluate and, if necessary, correct for publication bias in our sample.  

Detecting Publication Bias. We used three methods to evaluate the presence of 

publication bias quantitatively. First, we tested if there was a systematic difference between 

published and unpublished effect sizes. To do so, we constructed a random-effects meta-

regression using the RVE weighted effect size as the dependent variable and the publication 

status (i.e., published vs. unpublished) as the predictor variable to examine if there was a 

significant association between the two.  

Second, we examined if small studies with negative or null findings were 

underrepresented in our sample, an observation that is often taken as suggestive evidence of 

publication bias (Egger et al., 1997; Sterne et al., 2001). To examine this, we created a funnel 

plot of the unbiased effect size estimates against their precision (i.e., standard error). We then 

assessed its asymmetry, focusing on the potential absence of small studies with negative or 

null findings (the lower-left corner of the plot). More specifically, we performed Egger’s test 

to formally evaluate funnel plot asymmetry by regressing the weighted effect sizes on their 

standard errors (Egger et al., 1997). If publication bias exists and causes the omission of 

small studies with negative or null findings, effect sizes from small studies (i.e., less precise, 

with larger standard error) would tend to be larger than those from large studies, and a 

positive relation between effect size and standard error would be expected. We conducted 

Egger’s test within the RVE framework for handling effect size dependency (Rodgers & 

Pustejovsky, 2021).  

It should be noted that Egger’s test assumes that publication bias operates based on 

the size of the effect rather than its statistical significance. The test also only offers an all-or-

none decision on whether publication bias exists and does not quantify the evidence for the 

presence vs. absence of publication bias. To address these issues, we used a third approach — 
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robust Bayesian meta-analysis method (RoBMA, Maier et al., 2022) — to assess and quantify 

the evidence for publication bias. RoBMA draws inference by simultaneously considering 

multiple meta-analytic models based on different assumptions (e.g., publication bias acting 

on the magnitude or on the significance level of the effect) and computes a model-averaged 

Bayes factor to quantify the evidence for the presence vs. absence of publication bias. We 

used the R-package “RoBMA” (Bartoš & Maier, 2020) to conduct the analysis. As RoBMA 

does not account for the dependency of within-study effect sizes, we conducted the analysis 

on aggregated effect sizes. As a test of robustness, we also performed the analysis on 

randomly selected effect sizes (one per study). The results were similar to those on 

aggregated effect sizes (see supplemental material Table S6). We only reported the results of 

RoBMA conducted on aggregated effect sizes here.  

Correcting for Publication Bias. If our analyses suggest the presence of a substantial 

publication bias, the overall effect size estimate will be corrected for publication bias. There 

are different correction methods, each making different assumptions and having different 

limitations (Carter et al., 2019; Inzlicht et al., 2015). Therefore, as a test of robustness, we 

employed four different correction methods and evaluated whether they yielded similar 

estimates. The correction methods used were PET-PEESE (Stanley & Doucouliagos, 2007), 

trim-and-fill (Duval & Tweedie, 2000), RoBMA (Maier et al, 2022), and Top10% (Stanley et 

al., 2010).  

The first method, PET-PEESE, estimates the corrected overall effect size by 

regressing the effect sizes on their standard errors (PET) and variances (PEESE). The 

intercept of the regression model, which represents the effect size when standard error or 

variance is equal to zero (akin to an infinite sample size), could be interpreted as the 

corrected effect size estimate (Stanley & Doucouliagos, 2007). The PEESE intercept is often 

viewed as a more reliable estimate when the PET intercept is statistically significant at α = 

0.10; otherwise, the PET is considered the more reliable estimate (Stanley, 2008; Stanley & 

Doucouliagos, 2014; although see e.g., Inzlicht, 2015; Reed, 2015 for different views). We 

used the R-package “metafor” (Viechtbauer, 2010) to perform the PET-PEESE analysis. The 

second method, trim-and-fill, estimates the number of missing studies that might exist in the 

meta-analysis based on the funnel-plot asymmetry and estimates a new overall effect size 

with the imputed missing studies (Duval & Tweedie, 2000). We used the R-package “meta” 

(Balduzzi et al., 2019) to conduct the trim-and-fill analysis. Note that both PET-PEESE and 

trim-and-fill correct for publication bias by modeling the relationship between effect sizes 

and standard errors. There are other bias-correction methods based on the distribution of p-
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values (Simonsohn et al., 2014). To take both models into consideration, the third method, 

RoBMA, combines these different bias-correction models to form a model-averaged adjusted 

estimate. The last correction method, Top10%, estimates the overall effect size based on the 

top 10% of most precise studies in terms of standard error (Stanley et al., 2010; van Aert et 

al., 2019). 

As PET-PEESE, trim-and-fill, and RoBMA assume independence among effect sizes, 

we performed these bias-correction methods on aggregated effect sizes. We also performed 

them on randomly selected effect sizes (one per study) as a test of robustness and obtained 

similar results. We presented the results based on aggregated effect sizes in the main text. For 

the results based on randomly selected effect sizes, see supplemental material Table S7. For 

the Top10% method, we selected the 10% most precise studies in terms of the standard errors 

of the aggregated effect sizes. We then constructed a meta-regression model with RVE to 

estimate the average effect size of these most precise studies. 

 

Moderator Analysis 

The Influence of Study Characteristics on Effect Size. We conducted a moderator 

analysis to investigate the potential source of between-studies heterogeneity of the effect 

sizes. The following moderators were examined: Participants’ Age Group, Training Content, 

Total Training Time, Training Duration, Study Precision (i.e., standard error of the effect 

size), Randomization, Type of Control Group, Use of a Pretest, Type and Origin of Outcome 

Measure, Training to Criterion, Posttest Timing, Publication Year and Status (see the section 

Coding Procedure for the description of these moderators). To examine the relation between 

each moderator and effect size, we constructed multiple meta-regression models, each 

regressing the RVE weighted effect size on one single moderator. We then included all the 

moderators in a single meta-regression with RVE to examine the unique influence of each 

moderator.  

The moderators Total Training Time and Training Duration were log-transformed 

(base 2) to reduce skewness. All the categorical moderators were dummy coded. For 

categorical moderators with more than two levels (e.g., Type of Outcome Measure), we used 

the R-package “clubSandwich” (Pustejovsky, 2016) to conduct an omnibus F-test to 

determine if there was a statistically significant difference among all levels of the moderator.  

The Effect of Creativity Training on Divergent Thinking. Given that divergent 

thinking is the basis of many creativity training activities and is often considered a 

fundamental aspect of creativity, we constructed a meta-regression model examining the 
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effect of creativity training on divergent thinking performance. We tested if creativity 

training would have differential effects for different dimensions of divergent thinking. Only 

studies measuring divergent thinking performance were included in this analysis. We focused 

on the fluency, flexibility, and originality of the ideas generated because they are the core 

dimensions of divergent thinking. We constructed a meta-analysis model with the RVE 

weighted effect size as the dependent variable and the dimension of divergent thinking as the 

predictor variable. The modality of the measure (verbal vs. figural), along with the significant 

moderators identified by the moderator analyses on the whole sample, were included as 

predictor variables to control for their potential influence on effect size.  

 

Estimating the Proportion of Studies Employing Rigorous Methodology  

 To assess the methodological quality (i.e., internal validity) of the studies in our 

sample, we examined the proportion of studies employing the following rigorous 

methodological features: (a) randomization at the individual level11, (b) use of an active 

control group, (c) use of a pretest, and (d) adequate statistical power. Whether a study has 

adequate statistical power depends on the size of the effect it plans to examine. Given that the 

true effect of creativity training is unknown, we calculated the proportion of studies that have 

at least 80% power for detecting plausible effect size estimates (e.g., the overall effect size 

estimated by this meta-analysis and the average effect corrected for publication bias). This 

calculation was achieved by using the standard error of the aggregated effect size estimate 

from each study. 

 To determine whether there is an improvement in study design over time, we 

performed logistic regressions to examine if publication year predicts whether studies (a) are 

randomized at the individual level, (b) use an active control group, and (c) use a pretest. We 

also conducted a correlation analysis to examine whether publication year predicts the 

standard error of the effect size (a measure of sample size) and performed a sensitivity 

analysis to determine if the average effect size estimate changes when only considering the 

highest-quality studies in our sample. We also calculated the proportion of replication and 

preregistered studies so as to evaluate the progress of the field in response to the recent call 

for more rigorous research practices.  

 

 
11 Given that all included studies analyzed the data at the individual level, without considering clustering, the 

absence of individual-level randomization presents an issue. 



To appear in Psychological Bulletin 

 

30 

Transparency and Openness 

 This meta-analysis was not preregistered. All data, analysis code, and the open call for 

unpublished data sent to professional networks and members of APA Division 10 can be 

found here: https://osf.io/8z3k5. The list of all articles accessed for eligibility and reasons for 

exclusion, interrater reliability score for each moderator, and sensitivity analyses are 

available in the supplemental material. 

 

Results 

 

Characteristics of Included Studies 

A total of 174 studies met the inclusion criteria. Among them, five studies (totaling 56 

effect sizes) were excluded because they were identified as influential outliers. The final 

sample included 169 studies and 844 effect size estimates, an average of 4.99 effect sizes per 

study. Eighty-four percent of these effect sizes (712 of out the 844 effect sizes) were positive. 

The total number of participants was 18486, and the median number of participants per effect 

size was 53. Tables 2 and 3 present the descriptive statistics for the included studies.  

 

Table 2  

Descriptive Statistics for Included Studies 

Categorical Characteristics Number of Studies Number of Effect Sizes 

Overall 169 844 

Sample Characteristics   

Age Group   

Preschool/Kindergarten 15 73 

US Grade 1-8 59 355 

US Grade 9-12 9 31 

University Students 68 313 

Adults 18 72 

   

Training Characteristics   

Training Contenta   

Non-Cognitive 8 20 

Cognitive 122 590 

Combined 52 234 

   

Study Characteristics    

Randomization   

Non-Random 74 351 

Random 82 445 

Unspecified  13 48 
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Table 2 (continued)   

Type of Control Group   

Inactive 110 548 

Active 59 296 

   

Use of a Pretestb   

Posttest Only 61 288 

Pretest-Posttest 108 556 

   

Type of Outcome Measurea, b   

Divergent Thinking 137 685 

Creative Problem Solving 30 76 

Creative Product 29 74 

   

Origin of Outcome Measurea   

Researcher-Made 43 125 

Independent  136 719 

   

Training to Criteriona   

No 150 725 

Yes  25 119 

   

Posttest Timing   

Same Day 68 314 

Between 1-7 Days 42 229 

8 Days or Longer 8 49 

Unspecified  51 252 

   

Publication Yearc   

1970-1979 29 203 

1980-1989 22 128 

1990-1999 26 159 

2000-2009 25 74 

2010-2022 67 280 

   

Publication Status   

Unpublished 48 262 

Published 121 582 

   

Use of a Delayed Posttest   

No 146 710 

Yes 23 134 

   

Power Analysis   

No  158 779 

Yes 11 65 
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Table 2 (continued)   

Replication   

No  160 786 

Yes 9 58 

   

Preregister   

No 168 831 

Yes 1 13 

   

    Study Location    

North America 97 497 

Asia 39 132 

Europe 26 169 

Australia 2 5 

South America 1 24 

Unspecified 4 17 

   

Continuous Characteristic Median M (SD) 

Training Characteristics   

Total Training Time (in Minutes) 360 730.63 (1182.70) 

   

Training Duration (in Days) 21 52.62 (83.99) 
a Some studies appeared in multiple categories. Thus, the sum of the number of studies from all the categories was larger 

than 169. 
b Two studies used multiple types of outcome measures (Divergent thinking and creative problem solving) but reported only 

the overall effect (2 studies; 9 effect sizes). They were excluded when counting the number of effect sizes for each outcome 

measure.  
c Publication Year was organized into 5 categories only for ease of presentation. It was kept as a continuous variable in the 

moderator analysis. 

 

 

Table 3 

Number of Studies by Outcome Measure Combinations 

 

 

Outcome Measure Combinations Number of Studies (%) 

One outcome measure  

Divergent Thinking only 111 (66%) 

Creative Problem Solving only 13 (8%) 

Creative Product only 19 (11%) 

Two outcome measures  

Divergent Thinking + Creative Problem Solving 16 (9%) 

Divergent Thinking + Creative Product 9 (5%) 

Creative Problem Solving + Creative Product 0 (0%) 

Three outcome measures  

Divergent Thinking + Creative Problem Solving + Creative Product 1 (1%) 
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Overall Effect  

Using meta-regression with RVE, the overall effect size estimate was g = 0.53, p 

< .001, 95% CI [0.47, 0.59], 95% PI [-0.58, 1.63], suggesting a positive effect of creativity 

training on creative thinking. This estimate is slightly smaller but still similar to the average 

effect sizes reported in previous meta-analyses on the same topic (Scott et al., 2004: d = 0.64; 

Ma, 2006: d = 0.76), all falling into the range of medium-to-strong effect sizes according to 

Cohen’s benchmark criteria (Cohen, 1988). Keeping the outliers in our analysis only had a 

marginal impact on the average effect size (with outliers: average effect size g = 0.58, p 

< .001, 95% CI [0.51, 0.66], 95% PI [-0.68, 1.85]). Our meta-analysis reported a substantial 

amount of heterogeneity in the effect sizes (I2 = 87.34%, τ = 0.56), suggesting systematic 

differences between the studies in our sample. We conducted a moderator analysis to explore 

the potential sources of the between-studies variances. Prior to the moderator analysis, we 

undertook a series of analyses to detect and, if necessary, correct for publication bias. 

 

Detecting Publication Bias 

We evaluated the presence of publication bias in three ways. First, we examined if the 

published effect sizes differed systematically from the unpublished ones. Second, we 

performed Egger’s regression test to examine funnel plot asymmetry. Third, we used 

RoBMA to compute a Bayes factor to quantity the evidence for publication bias. 

Published vs. Unpublished Studies. We constructed a meta-regression with the RVE 

weighted effect size as the dependent variable and publication status (0: unpublished, 1: 

published) as the predictor variable. A significant effect of publication status was found, 

estimated coefficient, B = 0.19, p = .006, indicating that published studies yield significantly 

larger effects than unpublished studies (published studies: g = 0.58, SE = 0.04; unpublished 

studies: g = 0.38, SE = 0.06; see Table 4). The published and unpublished studies had similar 

sample sizes and comparable proportions of studies (a) randomizing at the individual level, 

(b) having an active control group, and (c) employing a pretest (see Table 5). Thus, observed 

differences in effect size seem unlikely due to differences in these methodological features, 

which have been suggested to impact effect size. 
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Table 4 

Overall Effect Size Estimate by Publication Status 

 

Note. k = number of studies; m = number of effect size estimates. A positive effect size (g) means that the group receiving creativity training 

performed better than the control group.  

 

Table 5  

Study Features of Published and Unpublished Studies 

 

 

Funnel Plot and Egger’s Regression Test. We also examined if small studies with small or 

negative effects were underrepresented in our sample. Figures 2a and 2b present the funnel 

plot of the effect sizes by their standard errors. Consistent with publication bias, there was a 

lower number of small or negative effect sizes from small studies (the lower-left corner of the 

plot). To formally test for funnel plot asymmetry, we conducted Egger’s test by constructing 

a meta-regression with the RVE weighted effect size as the dependent variable and the 

standard error of the effect size as the predictor variable. If publication bias exists such that 

small studies with null or negative findings are often omitted, effect sizes found in small 

studies should tend to be larger than those found in large studies. In line with publication 

bias, there was a positive association between effect size and standard error, B = 

1.76, p < .001, suggesting that small studies (i.e., larger standard error) tended to yield larger 

effects (see Table 6).  

One might argue that the relation between effect size and standard error does not 

necessarily indicate publication bias. For instance, the asymmetry could result from 

 k m I2 τ g SE 95% CI 95% PI p 

All Studies 169 844 87.34% 0.56 0.53 0.03 0.47, 0.59 -0.58, 1.63 < .001 

Unpublished 48 262 72.77% 0.40 0.38 0.06 0.27, 0.50 -0.42, 1.19 < .001 

Published 121 582 89.53% 0.60 0.58 0.04 0.51, 0.65 -0.61, 1.77 < .001 

 

Diff. between the 

two groups

Design Features χ2 test

Randomization 
χ

2
(1, 169) = 0.373, 

p = .541

Active control group
χ2(1, 169) < 0.001, 

p = 1.000

Pretest
χ

2
(1, 169) = 0.09, 

p = .769

Median M SD Median M SD
Wilcoxon rank sum 

test

Participants per effect size 49.08 71.84 61.76 56 107.2 209
W  = 2468,               

p  = 0.129

35% 35%

67% 63%

Unpublished studies Published studies

Proportion of studies Proportion of studies

44% 50%
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differences between small and large studies due to inherent heterogeneity among the studies 

(e.g., Lau et al., 2006). Larger studies may, for example, evaluate shorter training programs 

(due to the cost of implementing long programs in large samples), which in turn could yield 

smaller effects. To examine this possibility, we included the standard error of the effect size, 

along with a range of study features (e.g., training duration and total training time), in the 

moderator analysis. After controlling for these features, the association between effect size 

and standard error remained statistically significant (see the “Moderator Analysis” section for 

details). Similarly, researchers conducting studies that are, by design, likely to yield small 

effects may have recruited larger samples to achieve sufficient statistical power (Kühberger et 

al., 2014). This situation could also lead to a relationship between effect size and standard 

error. Although possible, this explanation appears unlikely in the current context because 

only a small proportion of the studies (11 out of 169; less than 7%) justified their sample size 

on the basis of a power analysis (see Table 2). Perhaps more importantly, these two 

alternative explanations are difficult to reconcile with the fact that the relationship between 

standard error and effect size was observed only in published studies (published studies: B = 

2.33, p < .001; unpublished studies: B = 0.88, p = .111; see Table 6). This situation aligns 

more closely with what would be expected if the relationship was the result of publication 

bias. 

RoBMA. We also quantified the evidence for the presence of publication bias using 

robust Bayesian meta-analysis (RoBMA, Maier et al., 2022), and the results indicated that 

our data were 64.56 times (BF10 = 64.56) more likely under the model assuming the presence 

of publication bias than under the model assuming no publication bias. We conducted the 

same analyses, one for published and one for unpublished effect sizes. Consistent with the 

presence of publication bias, we found very strong evidence of publication bias but only for 

published studies (published studies: BF10 =575.84; unpublished studies: BF10 = 0.97). 

In sum, we found that published studies reported larger effect sizes than unpublished 

studies, and the results of Egger’s test suggest funnel plot asymmetry. RoBMA also revealed 

very strong evidence for the presence of publication bias. These different approaches present 

converging evidence to suggest the presence of publication bias in our sample of studies.  
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Figure 2a 

Funnel Plot (Non-Aggregated Effect Sizes) 

 

Note. Each circle represents a non-aggregated effect size. 
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Figure 2b 

Funnel Plot (Effect Sizes Aggregated at the Study Level) 

 

Note. Each circle represents an effect size aggregated at the study level. 
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Table 6 

RVE Meta-Regression Model with SE as the Predictor 

 

 

 

Correcting for Publication Bias  

Given that publication bias can inflate the overall effect size estimate in a meta-

analysis, four methods — PET-PEESE, trim-and-fill, RoBMA, and Top10% — were used to 

correct for the potential overestimation (see Table 7 for the summary). 

 

Table 7 

Effect Size Estimate Corrected for Publication Bias 

 

Note. A positive effect size (g) means that the group receiving creativity training performed better than the control group.  
a 95% credible interval.  
b our data were 11.7 times more likely under the model assuming the presence of an effect than under the model assuming 
no effect. 

 

The first method produces two corrected estimates: PET and PEESE. Typically, the 

PET estimate is favored over PEESE when its p-value is larger than 0.10. Here, we chose to 

focus on the PEESE estimate considering: (a) the notable difference between the PET and our 

other correction method estimates, (b) the fact that the PET’s p-value barely passed the 

threshold of 0.10, and (c) the PET's known tendency to underestimate effect sizes when 

heterogeneity is high—as is the case in our meta-analysis. Our decision aligns with the 

recommendations of Inzlicht et al. (2015) and Reed (2015).  

      

RVE Meta-Regression Model with  

SE as the Predictor Variable 

Studies Included k m I2 τ B SE B df t p 

All Studies 169 844 86.65 0.55 1.76 0.41 55.6 4.34 < .001 

Unpublished 48 262 72.03 0.39 0.88 0.53 23.5 1.66 .111 

Published 121 582 88.81 0.59 2.33 0.47 33.2 4.93 < .001 

Note. k: number of studies; m = number of effect size estimates; B: unstandardized coefficients of the predictors. 

 

 
Estimated Overall Effect Size 

Method used g SE τ 95% CI 
p-value or 

Bayes Factor 

No correction 0.53 0.03 0.56 0.47, 0.59 p < .001 

PET 0.14 0.09 0.31 -0.03, 0.31 p = .103 

PEESE 0.32 0.05 0.31 0.23, 0.42 p < .001 

Trim-and-fill 0.30 0.04 0.50 0.23, 0.37 p < .001 

RoBMA 0.29 / 0.29 0.00, 0.48a BF10 = 11.70b 

Top10% 0.30 0.10 0.71 0.09, 0.50 p = .007 
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The second method, trim-and-fill, imputed 52 additional studies. In accordance with a 

publication bias towards positive results, all imputed studies fall into the category of negative 

effects. Figure 3 presents the funnel plot of study-level aggregated effect sizes by their 

standard errors, including both observed studies and imputed studies. The adjusted overall 

effect size was gadjusted = 0.30, SE = 0.04, p < .001, 95% CI [0.23, 0.37], which was similar to 

the PEESE estimate. RoBMA estimated the adjusted effect size to be gadjusted = 0.29, 95% 

credible interval [0.00, 0.48], BF10 for the presence of the effect = 11.70. Last, we constructed 

a meta-regression with RVE to estimate the overall effect size from the 10% most precise 

studies (Top10%). Seventeen studies (number of effect sizes = 115) were identified as the 

10% most precise studies. The average effect size estimate was gadjusted = 0.30, p = .007, 95% 

CI [0.09 0.50]. It is important to note that the top 10% most precise studies all examined the 

effect of creativity training with cognitive components. Hence, the adjusted estimate may not 

be as representative as those generated by other methods. Still, the Top10% estimate was 

very similar to the estimates derived from the other methods, also within the range of small 

effect sizes.  

 

Figure 3  

Funnel Plot (Study-Level Aggregated Effect Sizes), Including Both Original and Imputed 

Effect Sizes 

 

Note. The vertical solid line represents the corrected average effect size, and the two dashed lines 

represent the 95% confidence intervals around the corrected average effect size. 
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Moderator Analysis 

There was a large amount of heterogeneity among the effect sizes (I2 = 87.34, τ = 

0.56), suggesting the presence of moderators. The publication bias analysis identified the 

standard error of the effect size and publication status as two significant moderators of effect 

size. We conducted the following analyses to explore if certain study features could further 

explain the heterogeneity among effect sizes.  

Meta-Regression with a Single Moderator. First, we examined the impact of the 

moderators one at a time by constructing separate meta-regression models with RVE for each 

moderator (see supplemental material Table S8). As mentioned earlier, Standard Error and 

Publication Status were significant moderators of effect sizes (Standard Error: B = 1.76, p 

< .001; Publication Status: B = 0.19, p =.006). Our results also show a statistically significant 

and positive relationship between Total Training Time and effect size, B = 0.03, p = .035. 

None of the remaining moderators were significant.  

Meta-Regression with Multiple Moderators. Because some of the moderators may 

be correlated, their effects (or lack thereof) may be due to their correlations with other 

moderators. To examine their unique contribution, we included all the moderators in a single 

RVE meta-regression model (see Table 8). The positive effect of Total Training Time 

observed earlier was attenuated after controlling for the other factors, p = .556. In contrast, 

the effect of Training Content became larger and significant, p = .024, with combined 

training and cognitive training studies reporting larger effect sizes than non-cognitive training 

studies (combined vs. non-cognitive, p = .011; cognitive vs. non-cognitive: p = .022). There 

was no significant effect size difference between the cognitive and the combined training (p 

= .241). Standard Error and Publication Status were still statistically significant. Again, both 

moderators were positively associated with effect size (Standard Error: B = 2.55, p < .001; 

Publication Status: B = 0.29, p = .002). These relationships, which are consistent with 

publication bias, remained robust even after controlling for all the other moderators.  
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Table 8 

Results of the RVE Mixed-Effects Meta-Regression Model with Multiple Moderators 

 

 

 
Note. Due to missing values only 725 effect sizes from 142 studies were included. I2= 88.34; τ = 0.69.  

Moderators (Reference Group) B SE B Statistics p 

Intercept -1.26 5.14 t(50.05) = -0.25 .807 

     

Sample Characteristics     

Age Group (Preschool/Kindergarten)   F(4, 34.1) = 0.44 .780 

US Grade 1-8 0.08 0.12 t(22.69) = 0.69 .495 

US Grade 9-12 0.05 0.26 t(15.95) = 0.19 .854 
University Students -0.05 0.14 t(25.29) = -0.40 .689 

Adults -0.13 0.18 t(27.35) = -0.72 .476 

     

Training Characteristics     

Training Content (Non-Cognitive)   F(2, 21.80) = 4.43 .024 

Cognitive 0.40 0.15 t(9.88) = 2.72 .022 

Combined 0.49 0.16 t(10.72) = 3.04 .012 

     

Log-transformed Total Training Time 0.02 0.03 t(33.77) = 0.59 .558 

     
Log-transformed Training Duration -0.01 0.04 t(41.98) = -0.33 .745 

     

Study Characteristics     

   Standard Error 2.55 0.64 t(35.19) = 3.95 < .001 

     

Randomization (Non-Random)   F(2, 27.60) = 0.69 .512 

Random -0.11 0.10 t(56.89) = -1.02 .313 

Unspecified 0.03 0.17 t(16.33) = 0.19 .854 

     

Type of Control Group (Inactive)     
Active -0.06 0.09 t(52.80) = -0.70 .489 

     

Use of a Pretest (Posttest only)     

Pretest-Posttest -0.07 0.10 t(49.04) = -0.73 .468 

     

Type of Outcome Measure (Divergent Thinking)   F(2, 40.60) = 0.60 .553 

Creative Problem Solving -0.12 0.11 t(28.83) = -1.10 .280 

Creative Product -0.07 0.14 t(39.61) = -0.53 .602 
     

Origin of Outcome Measure (Researcher-Made)     

Independent -0.17 0.11 t(36.35) = -1.60 .119 
     

Training to Criterion (No)     

Yes 0.04 0.10 t(35.74) = 0.40 .694 

     

Posttest Timing (Same day)   F(3, 33.1) = 0.54 .659 

Between 1-7 Days -0.06 0.11 t(46.41) = -0.53 .597 

8 Days or Longer -0.13 0.15 t(14.24) = -0.87 .397 

Unspecified 0.04 0.11 t(49.90) = 0.33 .741 

     
Publication Year < 0.01 < 0.01 t(50.92) = 0.14 .893 

     

Publication Status (Unpublished)     

  Published 0.29 0.09 t(52.28) = 3.22 .002 
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Effects of Creativity Training on Divergent Thinking Measures  

We also examined the impact of creativity training on three core dimensions of 

divergent thinking (i.e., fluency, flexibility, and originality of the ideas generated). Eighty-six 

studies — totaling 407 effect sizes — were included in this analysis. We constructed a meta-

regression model with the RVE weighted effect size as the dependent variable and the 

dimension of divergent thinking as the predictor variable. Apart from the modality of divergent 

thinking (i.e., verbal vs. figural), we also included the standard error of the effect size, the 

publication status, and the total training time as predictor variables because they were identified 

as significant moderators in the single or multiple-moderator analyses for the whole sample. 

We did not include training content as a predictor variable, even though it was a significant 

moderator in the multiple-moderator analysis, because only a sparse number of studies that 

used divergent thinking tests as outcome measures examined non-cognitive training in this sub-

sample (2 out of 86 studies). We present the results of our moderator analyses in supplemental 

material Table S9 where moderators were evaluated one at a time and in Table 9 where they 

were evaluated all together. As shown in Table 9, the effect sizes for fluency, flexibility, and 

originality were not statistically significantly different from each other, F = 0.62, p = .540. This 

finding does not support the previously made suggestion that creativity training has a larger 

impact on originality than on the other dimensions of divergent thinking (Rose & Lin, 1984; 

Scott et al., 2004).  

 

Table 9 

Results of the RVE Mixed-Effects Meta-Regression Model (Divergent Thinking Measure Only) 

 

Moderator (Reference category) B SE B Statistics p 

Intercept -0.33 0.23 t(30.4) = -1.41 .170 
     

Standard Error 1.68 0.54 t(22.0) = 3.10 .005 

     

Publication Status (Unpublished)     

Published 0.27 0.11 t(36.1) = 2.40 .022 
     

Total Training Time (log-transformed) 0.03 0.01 t(24.7) = 2.03 .053 

     

Dimension (Fluency)   F(2, 68.2) = 0.62 .540 

Flexibility 0.07 0.09 t(57.0) = 0.85 .397 

Originality 0.05 0.05 t(79.2) = 0.92 .361 

     

 Modality (Verbal)     

Figural -0.14 0.08 t(62.1) = -1.72 .091 
Note. Number of studies = 86. Number of effect sizes = 407. I2 = 90.74; τ = 0.71. 
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Prevalence of Studies Employing Rigorous Methodology  

We evaluated the quality of the studies on a range of methodological features and 

identified several issues. We describe each of them in turn. 

 Low Proportion of Studies Randomizing at the Individual Level, Using an Active 

Control Group, and Using a Pretest. We examined the proportion of studies randomizing at 

the individual level, using an active control group, and using a pretest. Of 169 studies, 82 

(49%) performed randomization at the individual level, 59 (35%) used an active control 

group, and 108 (64%) used a pretest. Only 18 of these 169 studies (11%) had adopted all 

three features. We constructed four logistic regression models with publication year as the 

predictor variable to examine whether the proportion of studies adopting these 

methodological features increased over time. None of the models were significant, all p 

> .307, suggesting that the proportion of studies employing these design features did not 

change over time (see supplemental material Table S10 for results). Figure 4 presents the 

number of studies employing these design features over time. 

Low Proportion of Adequately Powered Studies. We also estimated the proportion 

of adequately powered (80% or above) studies for a range of effect size estimates (see Figure 

5). According to our results, only 30% of the studies had enough power to detect an effect 

size of d = 0.53, the unadjusted estimate of the overall effect size. For effect sizes of d = 0.29 

and 0.32, i.e., the lowest and highest estimate of the adjusted effect sizes, the proportion fell 

to 5% and 7%, respectively. These low figures imply that the vast majority of the included 

studies had insufficient sample sizes. When examining both sample size and randomization at 

the same time, we noticed a lack of large-scale randomized trials. For example, only 1 out of 

the 82 studies randomizing at the individual level met the minimum sample size (N = 350) 

recommended by the What Works Clearinghouse (2020) for generating moderate to strong 

evidence for educational interventions.  

The low proportion of adequately powered studies is unsurprising given the 

prevalence of this issue in other fields and the fact that studies in our sample rarely (< 5%) 

justified their sample size on the basis of a power analysis. We also examined whether the 

number of adequately powered studies increased over time. We correlated the standard error 

of the aggregated effect size (a measure of study precision) with publication year and found a 
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weak and non-significant relationship between them12, r = - .01, p = .860, suggesting no 

improvement over time.  

 

Figure 4 

Number of Studies with Randomization at the Individual Level, Active Control Group, and 

Pretest Over Time 

 

 
12 To account for effect size dependency, we performed the correlation analysis on the aggregated study-level  

effect sizes. 
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Figure 5 

Proportion of Adequately Powered Studies for a Range of Assumed True Effect Sizes 

 

 

 

To further explore the relationship between study quality and the impact of creativity 

training, we computed the average effect size using studies meeting at least 1, 2, or 3 of the 

following quality criteria (no study met all four criteria): 

• Randomization at the individual level. 

• Use of an active control group. 

• Use of a pretest. 

• Sufficient statistical power to detect an effect size of 0.3 SDs or above—a value 

consistent with most of our adjusted effect size estimates (see Table 7). 

As indicated in Table 10, only 19 out of 169 (11%) satisfied three criteria. When only 

considering the highest quality evidence in our sample (studies meeting three criteria), the 

average effect was notably lower (g = 0.28, p < .001). These effects were further reduced 

after adjusting for publication bias (ranging between g = 0.09 and 0.13; see supplemental 

material Tables S11 and S12 for details). 
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Table 10 

Effect Size Estimates by Number of Met Quality Criteria 

 

 

Low Proportion of Direct Replication. Replication studies help determine if an 

observed effect is real or not. Despite the importance of this effort, only 9 of the 169 studies 

included in our meta-analysis reported being replication studies. Interestingly, the majority (7 

out of 9) were published before 2010, suggesting no recent progress towards improving 

replicability.  

Near Absence of Preregistered Studies. Preregistration is often viewed as an 

effective way to prevent selective reporting, a questionable research practice common in 

studies containing multiple outcome measures — a feature shared by many studies in our 

sample (on average, studies reported 4.99 effect sizes). Unfortunately, preregistration was 

uncommon: only one study in our dataset (i.e., Ritter et al., 2020) reported preregistering 

their protocol. Selective reporting may have occurred in some of the studies we considered.  

For example, although fluency, flexibility, and originality are recognized as the core 

dimensions of verbal divergent thinking (Runco & Jaeger, 2012), over 40% of the studies (29 

out of 72) using this test to assess training effectiveness reported only a subset of these 

dimensions, or focused on different, less common dimensions entirely (see supplemental 

material Table S13). This evidence, although inconclusive, is suggestive of selective 

reporting. 

 

Discussion 

 

In this meta-analysis and critical evaluation of the creativity training literature, we 

considered 169 studies conducted between 1970 and 2022, totaling 844 effect sizes. Close to 

one-third (262 effect sizes) were extracted from unpublished studies. We used random-effects 

meta-analysis with robust variance estimation (RVE) to synthesize and compare these effect 

Number of criteria met k m I
2
 τ g SE 95% CI 95% PI p  

All studies 169 844 87.34% 0.56 0.53 0.03 0.47, 0.59 -0.58, 1.63 < .001 

At least 1 of the 4 criteria 156 782 87.97% 0.57 0.53 0.03 0.46, 0.59 -0.59, 1.65 < .001 

At least 2 of the 4 criteria 84 480 90.66% 0.67 0.47 0.04 0.39, 0.55 -0.86, 1.80 < .001 

At least 3 of the 4 criteria 19 129 61.40% 0.30 0.28 0.06 0.15, 0.42 -0.36, 0.92 < .001 

All 4 criteria 0 0 / / / / / / / 

Note. k = number of studies; m = number of effect size estimates. A positive effect size (g) means that the group receiving creativity training 
performed better than the control group. The 4 criteria: (1) randomization at individual level, (2) use of an active control group, (3) use of a 

pretest, and (4) sufficient statistical power to detect an effect size of 0.3 or above. 
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sizes while taking into account within-study dependency. We also quantified the extent of 

publication bias and surveyed the prevalence of study features that influence the credibility of 

creativity training studies and their usefulness for decision makers. 

 

Overall Effect Size and Publication Bias 

We found that the overall effect of creativity training, uncorrected for publication 

bias, was large and significantly greater than zero, g = 0.53, p < .001, 95% CI [0.47, 0.59], 

95% PI [-0.58, 1.63]. This estimate is very similar to those reported in existing meta-analyses 

of creativity training programs. Importantly, however, we found converging evidence 

consistent with substantial publication bias, suggesting that this estimate is inflated. First, we 

observed a large (and significant) difference between effect sizes from published and 

unpublished studies, with published studies reporting larger effect sizes than unpublished 

ones (g = 0.58 vs. g = 0.38, p = .006). This difference remained large (and significant) even 

after controlling for all the other moderators coded (see Table 8), suggesting that the 

difference is unlikely due to factors other than publication status.  

Second, in keeping with publication bias, we found a strong positive relationship 

between effect size and standard error, implying that smaller studies, which are often more 

prone to publication bias, tended to report larger effect sizes. Again, the relationship 

remained strong even after controlling for all other coded moderators (see Table 8). Also 

consistent with publication bias, the relationship between effect size and standard error was 

observed only in published studies and not in unpublished studies (see Table 6). 

Third, a Bayesian analysis that quantifies the likelihood of publication bias under a 

range of meta-analytic models and assumptions (i.e., robust Bayesian meta-analysis, 

RoBMA) revealed strong support for the presence of publication bias (BF10 = 64.56, 

suggesting that our data is 64.56 times more likely under the assumption that publication bias 

was present). Again, the evidence for publication bias was much greater in published than 

unpublished studies (BF10 = 575.84 and BF10 = 0.97, respectively). Together, all three 

methods produced evidence consistent with the presence of publication bias. 

We used four different methods to estimate the effect of creativity training programs 

while correcting for publication bias. The findings of all four methods converged to suggest 

that the average effect size is considerably lower than our original estimate, likely between 

0.29-0.32 SDs (PEESE: g = 0.32, p < .001; trim-and-fill: g = 0.30, p < .001; RoBMA: g = 

0.29, BF10 =11.70; Top10%: g = 0.30, p = .007; see Table 7), a substantial departure (i.e., a 

39% to 45% reduction) from our original, uncorrected, estimate.  
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Despite this reduction, these adjusted effects remained statistically greater than zero, 

distinguishing our findings from other areas such as ego-depletion (Carter et al., 2015) and 

growth mindset (Macnamara & Burgoyne, 2023), where adjusted effects were statistically 

non-significant. Furthermore, our adjusted effects are large when benchmarked against the 

typical developmental change in creativity over time (Said-Metwaly et al., 2020) and the 

typical effect size observed in educational interventions (Kraft, 2020). However, our 

estimates might still be on the higher side, as factors other than publication bias could 

contribute to overestimation. For example, as we demonstrated earlier, focusing solely on the 

highest quality studies further reduces the average effect size. 

 

Moderator Analysis 

Our study also revealed a large amount of variation across studies (I2 = 87.37%, τ = 

0.56). We conducted a moderator analysis to explore which sample, training, and study 

characteristics were potentially moderating effect sizes. As mentioned earlier, both Standard 

Error (i.e., study precision) and Publication Status (published vs. unpublished) were strongly 

associated with effect size, likely due to publication bias. Training Content also moderated 

effect size —training programs that included cognitive components, either alone or in 

combination with non-cognitive components, were associated with larger effect sizes than 

non-cognitive training programs (see Table 8). This pattern of results is consistent with Scott 

et al.’s (2004) observation that effective creativity training tended to be based on a cognitive 

framework. Also, similar to Scott et al.’s (2004) meta-analysis, we observed a positive 

bivariate relationship between Total Training Time and effect size. However, this relationship 

was weak and only significant when ignoring the contributions of the other moderators.  

Many of our findings do not align with those of past meta-analyses of creativity 

training. For example, unlike Scott et al. (2004), we did not find larger effect sizes for 

divergent thinking and creative problem solving than for creative product. We also did not 

observe that studies using a pretest were associated with smaller effect sizes than studies 

using a posttest-only design (B = -0.07, p = .10), a difference that was very large in Scott et 

al. (2004) meta-analysis (pre-post: 0.54 SDs, posttest only: 1.01 SDs). We also did not 

observe that creativity training programs were more beneficial for older participants, as 

suggested in Ma’s (2006) meta-analysis — in contrast, the pattern in our meta-regression 

appears to be in the opposite direction (although this was not significant). We observed little 

difference between the effect sizes associated with the three core dimensions of divergent 

thinking (i.e., fluency, flexibility, and originality), which is somewhat at odds with the 
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findings of Rose and Lin (1984) and Scott et al. (2004) that creativity training has a stronger 

impact on originality than on fluency and flexibility.  

These discrepancies between our findings and those of previous meta-analyses may 

be due to our larger sample of studies (which include more recent and more unpublished 

studies), the use of modern meta-analytic methods that take into account the nested nature of 

the effect sizes, as well as the differences in inclusion criteria, such as our exclusion of 

studies with no control group. 

Some findings from our moderator analysis also depart from the training literature 

more generally. For example, publication year, a significant moderator in many fields — 

where older studies tend to report larger effect sizes (e.g., Ioannidis, 2008; Protzko & 

Schooler, 2017) — was not associated with effect size in our meta-regression models. As 

shown in Figure 4, this may be due to the field being slow to adopt more rigorous research 

practices which tend to reduce effect sizes. 

Several study quality indicators, such as randomization at the individual level, use of 

an active control group, and use of a pretest, were also not significant moderators in our 

analysis, which might suggest that study quality does not influence effect size—countering 

the common observation that higher quality studies are associated with smaller effect sizes 

(e.g., Cheung & Slavin, 2016; Cuijpers et al., 2010). However, study quality is multifaceted, 

often best represented by a combination of features rather than isolated ones (Higgins et al., 

2011). When considering only the highest quality evidence in our sample (studies meeting 

three quality indicators), the average effect (g = 0.28, p < .001; see Table 10) was notably 

lower than our original estimate (g = 0.53, p < .001). This substantial reduction is consistent 

with higher study quality being associated with smaller effect sizes and suggests that 

researchers aiming for a precise evaluation of the training effect should prioritize high-quality 

studies; otherwise, their results will likely be inflated. Nevertheless, readers should bear in 

mind that this analysis was based on a very small sample (19 studies), and there is no clear 

consensus about the criteria for determining research quality (Slavin, 2008; Valentine, 2019).  

The effects of other moderators also deviated from what is expected in the training 

literature. For example, the origin of outcome measures (researcher-made vs. independent), 

which were found to be significant moderators in a large-scale meta-analysis of educational 

interventions (645 studies, Cheung & Slavin, 2016), was not significantly associated with 

effect size. We suspect that the reason why many of our moderators were not associated with 

training effectiveness may be partly due to some effects of publication bias not being 

captured in our analyses — publication bias, like other types of selection biases, can 



To appear in Psychological Bulletin 

 

50 

substantially bias estimates of associations (e.g., Munafò et al., 2018). Another potential 

reason is the high proportion of low-quality studies. In our sample, only 19 studies (out of 

169) met at least 3 of the 4 quality indicators (no study met all four indicators). The 

additional variability introduced by low-quality studies (due to their higher vulnerability to 

confounding factors) may also have masked the effect of some moderators in our analysis. 

Given these influences, readers should avoid concluding that our non-significant moderators 

do not have an important impact on the effectiveness of creativity training. For instance, 

although age could be an important moderator, publication bias may mean that smaller effect 

sizes from certain age groups remained unpublished, thereby obscuring the true relationship 

between age and training effectiveness. A similar situation could arise if study quality tends 

to be lower in studies focusing on certain age groups. 

 

Methodological Limitations of Studies in the Field 

 Another goal was to survey the methodological rigor of creativity training literature. 

A number of studies have explored this aspect of the field (e.g., Mansfield et al., 1978; 

Valgeirsdottir & Onarheim, 2017), but often in a qualitative fashion, with small samples 

covering short periods of time — features that prevent, for example, exploring changes in 

methodological rigor over time. We were particularly interested in quantifying the prevalence 

of features limiting the internal validity of the creativity training literature, the advancement 

of underlying theories, and the relevance to practitioners. 

Internal Validity. We identified a number of methodological limitations that can 

pose important threats to the internal validity of creativity training studies. 

Type of Control Group. Although all studies included have a control group, only a 

minority (35%, see Table 2) had an active control group (i.e., a control group that receives an 

alternative non-creativity training rather than no training). The absence of an active control 

group makes it difficult to control for the impact of motivation and expectation for 

improvement on the outcome measures (Boot et al., 2013). Given the significant influence of 

these two factors on creativity (e.g., Amabile, 1996; Carmeli & Schaubroeck, 2007; Tierney 

& Farmer, 2004), the absence of an active control group can severely undermine the 

credibility of the causal claims made in these studies. 

Randomization and Pretest. Also problematic is how randomization was achieved. 

Close to half of the studies in our sample (44%, see Table 2) randomized clusters of 

participants (e.g., classrooms) — rather than individuals — into the experimental and control 

conditions, despite analyzing the data at the individual level. This practice is known to 
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underestimate (often substantially) the uncertainty associated with an effect size. Moreover, 

this also causes the treatment effect to be confounded with differences in the characteristics 

between clusters (e.g., the intervention effect being confounded with a teacher effect when 

the clusters are led by different teachers) when the number of clusters is small — like most 

studies in our sample. Furthermore, 36% of studies in our sample did not conduct a pretest to 

examine pre-existing differences between the control and experimental groups (see Table 2). 

The use of a pretest is particularly important for studies that randomize clusters of 

participants to ensure that the observed effect is not due to pre-existing between-clusters 

differences (What Works Clearinghouse, 2020).  

 Statistical Power and Replication. Coding studies’ effect sizes and associated 

uncertainty also allowed us to evaluate how many of them were statistically underpowered. 

Statistical power is important. Underpowered studies produce highly variable estimates of 

effect, and when paired with publication bias, can result in severe overestimation of their 

effects. This is particularly important in the present case. In our sample, only 7% of the 

studies have a power of 80% or above to detect an effect size of 0.32 SDs, the highest 

adjusted effect size estimate (see Figure 5 for the proportion of adequately powered studies 

for a range of plausible effect sizes), raising further concerns about the robustness of the 

creativity training literature. Limited statistical power can be mitigated by replication. Indeed, 

studies following the same procedures can be combined to increase power (e.g., Goulet & 

Cousineau, 2019). Unfortunately, in our sample of 169 studies, only 9 (5%) reported being 

replication studies. 

Pre-Registration. We also considered the number of preregistered studies. An 

important reason to preregister studies is to prevent selective reporting bias where researchers 

selectively report results consistent with their research objective, a practice that inflates effect 

sizes (e.g., Simmons et al., 2011). Such practice is common in studies using multiple outcome 

measures (e.g., John et al., 2012), and may have occurred in some of the studies we surveyed. 

For example, a large number of studies (72 out of 169) used a verbal divergent thinking test, 

a measure that evaluates creative thinking skills on three dimensions (i.e., fluency, flexibility, 

and originality; Runco & Jaeger, 2012), yet over 40% reported only a subset of these 

dimensions, or focused on different, less common dimensions entirely (see supplemental 

material Table S13 for more details). Although there are multiple reasons why researchers 

may not have reported scores on the three core dimensions, only preregistration could 

convincingly rule out selective reporting. In our sample, only one study (Ritter et al., 2020) 
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reported preregistering their protocol before data analysis. Having more preregistered studies 

would alleviate concerns over selective reporting. 

Methodological Improvement Over Time. Finally, one might rightfully suggest that 

the issues highlighted above were more common in old than in new studies, and thus our 

results do not accurately reflect the quality of the more recent literature. Indeed, studies in our 

meta-analysis span more than five decades (1970 to 2022), during which there have been 

many changes in research practices. Despite this, our analysis found virtually no 

methodological improvement over time (see Figure 4 and supplemental material Table S10), 

suggesting that the field is slow in adopting more rigorous research practices. 

 

Research Gaps 

Our review of the creativity training literature identified several research gaps. These 

gaps limit conclusions about the generalizability and persistence of the effects of creativity 

training. Such limitations impede the identification of boundary conditions for creativity 

training effectiveness (essential for advancing our understanding of the underlying 

mechanisms) and reduce the literature's usefulness for practitioners. 

Predominance of Divergent Thinking Test as the Sole Measure of Creative 

Performance. Despite the consensus that creative thinking is a multidimensional construct 

(Brophy, 1998; Hommel, 2012; Runco, 2007), 85% of the studies in our sample (143 out of 

169) used a single instrument to evaluate training effectiveness (see Table 3 for more details). 

Among these studies, 78% (111 out of 143) used a divergent thinking test as their sole 

measure of creativity. This could be problematic not only because divergent thinking test 

performance could be easily influenced by factors unrelated to creative thinking ability, e.g., 

test instructions, scoring methods, and test settings (Acar et al., 2020; Hattie, 1980; Plucker et 

al., 2011), but also because divergent thinking is just one of many creative processes that 

make up creative thinking (Brophy, 1998; Hommel, 2012; Runco, 2007). Said-Metwaly et al. 

(2022) reviewed 70 studies examining the relationship between divergent thinking 

performance and real-life creative achievement and estimated their correlation to be r = .17, a 

weak association. Using only divergent thinking tests to evaluate training effectiveness limits 

our knowledge about the impact of creativity training programs (beyond divergent thinking) 

and their relevance to practitioners.  

Under-Representation of Key Populations. As indicated in Table 2, a majority of 

the studies in this meta-analysis focused on young children (i.e., US Grade 1-8) and 

University students. Although promoting creative thinking is a prime concern for 
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organizations and educators (PISA, 2022; World Economic Forum, 2018), non-student adults 

and secondary school students (the target population of the PISA) are currently 

underrepresented in the field of creativity training. As such, our average estimate of the effect 

of creativity training may not generalize to these two populations, again limiting the 

relevance of these findings to practitioners. This concern may be less pronounced for the 

adult group, considering that a large portion of the included studies targeted university 

students (who are predominantly adults), and there seems to be no compelling reason why the 

impact of creativity training would differ between these two adult populations. 

Rarity of the Delayed Posttest. Decision makers are likely to care about how long-

lasting the effect of training would be. Thus, it is also important to examine the persistence of 

the effect over time. Unfortunately, in our sample, only a small fraction of studies (14%, 23 

out of 169 studies; see Table 2) conducted a delayed posttest to explore the persistence of the 

training effect over time. Understanding when the effect of creativity training fades out could 

also provide valuable insights into the mechanisms underlying the training effect.  

 

Implications 

Our findings have implications for both researchers and practitioners.  

Implications for Researchers Evaluating Creativity Training Programs. Our 

findings highlight a number of issues with the current state of creativity training literature. 

Key amongst these issues is the lack of statistical power. Researchers should conduct power 

analysis and assume realistic effect size estimates. In our samples, studies that conducted 

power analysis often assumed the true effect size to be medium to strong (0.5 SDs or above). 

This may be partly due to the large effect size estimates reported in previous meta-analyses 

(ranging from 0.47 to 1.02 SDs). Our meta-analysis suggests that these effect size estimates 

are inflated to a notable degree. As such, researchers should assume much smaller effect sizes 

for power analysis, such as our adjusted estimates (which ranged from 0.29 to 0.32 SDs). 

  Another critical issue relates to the internal validity of creativity training studies. For 

example, we observed a large proportion of studies randomizing at the cluster level (e.g., 

classroom) but analyzing the data at the individual level, as well as studies using passive 

control groups and not conducting a pretest. In our analysis, no studies met all four of our 

quality criteria, and only 19 (11%) met three out of four criteria (see Table 10 for more 

details). Also disappointing was the lack of notable improvement in study quality over time 

(see Figure 4). Adopting more rigorous practices would increase the credibility of creativity 

training literature, facilitating the development of theories and effective interventions (Eronen 
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& Bringmann, 2021). More preregistration and replication studies, which are still not 

common practices in the field, would further enhance the credibility of this body of work. We 

anticipate that when a sizable pool of high-quality studies (ideally registered reports) 

becomes available, issues related to low quality and publication bias will diminish, making 

the identification of influential moderators more fruitful. Importantly, when planning these 

more rigorous studies, researchers should anticipate smaller effect sizes and increase their 

sample size accordingly. 

Our survey of creativity training research also revealed gaps in the literature. To 

increase the usefulness of the evidence to practitioners of creativity training research, future 

studies should aim to better understand its generalizability (for example, by using multiple 

measures of creative performance) and to evaluate the persistence of the effects over time (for 

example, by using multiple assessment points). Also, given the increasing interest in 

improving creative thinking in secondary school students (i.e., US Grade 9-12; PISA, 2022) 

and adults (World Economic Forum, 2018), researchers should conduct more studies to 

assess the impact of creativity training on these two populations, which are currently 

underrepresented in the field. Addressing these gaps is also likely to facilitate understanding 

of the mechanisms underlying the effect of creativity training. 

Implications for Practitioners and Researchers. Given our results, we believe that 

practitioners and researchers should be particularly careful when interpreting findings from 

creativity training literature. As shown, published effects are likely to be inflated. We found 

substantial evidence consistent with publication bias — a bias that was not considered in 

previous meta-analyses — along with a high proportion of studies with methodological 

limitations (e.g., no active control group, low statistical power, and lack of preregistration and 

replication). These issues are likely to inflate effects in the creativity training literature. 

Practitioners and researchers should adjust their expectations in light of these concerns. 

Moreover, considering that most studies surveyed had small sample sizes (median sample 

size per effect size was 53), most effects are highly imprecise (i.e., surrounded by large 

confidence intervals). For this reason, when comparing effect sizes, practitioners and 

researchers should also consider study precision. Ideally, when selecting a training program, 

practitioners and researchers should attempt to replicate the effect before scaling it up. If not 

feasible, more weight should be given to large studies with robust designs. Finally, in light of 

the suggestive evidence of strong publication bias identified in our meta-analysis, researchers 

and practitioners should be aware that for every study reporting positive results they 
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encounter, there might be a substantial number of studies reporting negative or null findings 

that remain hidden. 

 

Limitations of the Present Study 

Our findings must be interpreted in light of the following limitations. The first relates 

to the generalizability of our results. To maximize the relevance of our findings to typical 

populations, we intentionally excluded atypical groups (e.g., gifted students), thus limiting 

the generalizability of our findings to these populations. Moreover, we only considered 

performance-based outcome measures. We made this decision due to the small number of 

non-performance-based outcomes (such as change in attitude) found in past meta-analyses 

and in our initial screening of the literature, and due to our belief that improving creative 

performance is researchers’ and practitioners’ primary concern. As such, our findings may 

not apply to such measures. Similarly, we excluded studies using team-level outcome 

measures, again limiting the generalization of our findings to these outcomes. Relatedly, we 

only included studies reported in English, which again limits the generalizability of our 

findings. For example, as shown in Table 2, most of our studies were conducted in 

populations that are often considered Western, Educated, Industrialized, Rich, and 

Democratic (i.e., WEIRD populations, Henrich et al., 2010). 

Second, although we used different methods to identify and correct for publication 

bias, these methods make different and untestable assumptions, and none of them can 

quantify the extent of publication bias with certainty. Kvarven et al. (2020), for instance, 

found that adjusted effect sizes are sometimes much larger than those found in rigorous 

replication studies. Whether a similar trend would be observed in the field of creativity 

training remains to be determined.  

Third, creativity training is inherently complex, with outcomes potentially influenced 

by numerous factors like participants' motivation, personality, trainer's experience, and 

preparation. Many of these factors, however, could not be included in our moderation 

analyses due to their subjective nature and limited reporting in the literature. Consequently, 

influential moderators may have been omitted from our analyses. 

 

Conclusions 

In summary, by evaluating five decades of creativity training studies, this meta-

analysis found a positive effect size of creativity training. However, we also found 

converging evidence consistent with substantial publication bias in the field and our original 
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effect size estimate was considerably reduced once correcting for this bias. Furthermore, 

despite recurring calls for improving the methodological quality of creativity training studies, 

we identified numerous methodological shortcomings within the current literature and no 

sign of improvement over time — a situation that limits the credibility and usefulness of this 

body of work and hinders theoretical development in the field. We argue that researchers 

evaluating creativity training should, as a priority, improve the methodological quality of 

their studies. Additionally, practitioners and researchers should be careful when interpreting 

current findings in the field.  
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