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Design Tools for Electrochemical Supercapacitors

Using Local Absolute Stability Theory
R. Drummond, S. Zhao and S. R. Duncan

Abstract—In this paper, system properties of a
physics-based model of a supercapacitor are computed
using a local Lyapunov analysis and the solution of
linear matrix inequalities. By considering the model as
a Lurie system, bounds are computed for the resistance,
capacitance, stored and dissipated energies for a charg-
ing profile, model stability, maximum reachable set
with an input current impulse and the maximum volt-
age such that the potential difference across the double
layer never exceeds the electrolyte overpotential. The
bounds computed in this paper will aid the designers of
supercapacitors, as the effect on the system properties
caused by changes to the physical parameters can now
be estimated. The theoretical results predicted by the
analysis are compared to experimental data.

Index Terms—Supercapacitors , Absolute Stability
Theory, Energy Storage, Nonlinear Systems.

I. Introduction

This paper introduces a method for designing energy
storage devices known as electric double layer superca-
pacitors. The proposed approach uses Lyapunov analysis
to give bounds on the energy properties of a nonlinear
physics-based model of a supercapacitor. The variation
of these bounds as functions of the model physical pa-
rameters is investigated and compared to experimental
results in [48] and [11]. The methods introduced in this
paper will help designers, as they directly relate the impact
of changes in the physical parameters, such as porosity
and diffusion coefficient, to the electrical properties that
describe the performance of the device. These properties
determine the energy, power and safety of the supercapac-
itor, which are important for users. Introducing a system-
atic method for computing these properties, based upon
the ideas of systems theory, provides a new methodical
approach for supercapacitor design.
Electric double layer supercapacitors, often simply re-

ferred to as supercapacitors, can provide high power for
applications such as hybrid vehicles, electric load levelling,
wind turbines and photo voltaic cells [39]. By storing
electrical energy electrostatically on porous electrodes
with high specific surface areas, supercapacitors combine
the benefits of capacitors (high power densities and low
influence of temperature and ageing effects) with batteries
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(higher energy densities) giving a ‘hybrid’ device that has
unique energy storage properties [23, 24]. The typical con-
struction of a supercapacitor is shown in Figure 1, with two
porous electrodes immersed in an ionic electrolyte, where
the electrodes are separated by an electrically insulating
separator to prevent short circuiting. Current collectors
attached to the outer ends of the electrodes transfer
current to and from the system. Charge is transferred
through the device by the current and flux of electrolyte
ions, with the electrical potential acting as a potential field
that drives these fluxes.
The development and application of electrical energy

storage devices, such as supercapacitors, has revolu-
tionised many technology sectors including transport, per-
sonal electronics and grid storage, and has led to an
increased demand on the performance of these devices. Im-
provements in performance have generally been achieved
through advancements in electrochemistry, for example
through the design of more advanced electrodes [49]. This
approach requires exhaustive electrochemical testing to
iterate towards a design with potentially long rest periods
between tests to redesign the device. Recently, electro-
chemical models have been applied to energy storage de-
vices to improve this design process by making predictions
about the system properties so that an improved design
can be achieved with fewer experiments [34]. Compared to
the ‘experiment based’ optimisation approach based upon
experimental testing, this ‘model based’ approach is faster
and considers a wider range of potential designs.
Most existing studies on the design of electrochemical

energy storage devices have focused on lithium ion bat-
teries. For example, [45] characterised the degradation of
lithium ion batteries using impedance spectroscopy, [27]
considered the optimal electrode length and porosity and
[14] optimized the utilisation of the active material in a
lithium ion electrode. The optimal grading of electrode
porosity for lithium ion batteries was considered in [15, 6].
Physical models of lithium ion batteries have also been
used to develop optimal charging profiles both for reducing
mechanical stress in the battery [43] and for reducing age-
ing effects [41]. In [42], the impact of the electrode design
on capacity fade is investigated. Optimising physical model
parameters for specific charging profiles to maximise the
stored energy [7] and to minimise the Ohmic losses [33]
have also been developed. By contrast, the design of
supercapacitors has received less attention, with recent
results including [22] and [16]. In [37], an equivalent circuit
model was used for the design of supercapacitors and
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Figure 1: The standard construction of a supercapacitor.

the heat management of a supercapacitor for an electric
vehicle application was outlined in [1]. These works show
the growing importance that models, optimisation and
systems analysis have in the field of energy storage.

One of the drawbacks of model based design is that the
quality of the predictions depend upon the quality of the
model. For this reason, a “good” model that effectively
describes the device dynamics for a range of operating
regimes is required. There are two main types of superca-
pacitor models: equivalent circuit (EC) and physics based
(PB) models. EC models are fast and simple to imple-
ment, but they are local models and their model states
have little physical meaning [51]. Physics based models
use conservation and diffusion equations to describe the
movement of ions due to electrical forcing. As these models
are described by partial differential equations, they are
in general more complex to solve than EC models, but
they have the advantage that the model states have a
physical interpretation [12]. This means that PB models
are generally more descriptive than EC models, since they
provide predictions of the physical state of the device.
Additional physical relationships of interest, such as tem-
perature dependence [8], can also be readily incorporated
into a PB model, although the extra information provided
by these models comes at the expense of increased model
complexity. Since the goal of this paper is to relate the
supercapacitor’s physical parameters to its performance,
only PB models are considered.

Several physics-based models of supercapacitors have al-
ready been developed in the literature. The PDE transport
equations and boundary conditions for a supercapacitor
were introduced in [48] and the implementation of this
model was studied in [2, 10]. A reduced order model of
the model presented in [48] was developed in [38] and an
analytical solution for constant current and EIS charging
was described in [40] for a similar PB model. Models
capable of capturing additional physical phenomena, in-
cluding temperature [8] and self-discharge [31], have also

been developed. In the related field of lithium ion batteries,
the Newman model [30] has become widely adopted. This
model is more complicated than most equivalent superca-
pacitor models such as [48], but it is based on many similar
relationships including ion transport and Ohm’s law [3].

In this paper, methods from systems analysis and con-
trol theory [21, 4] are applied to a PB supercapacitor
model, whose PDEs are discretised in space using the spec-
tral collocation method [10]. These methods give bounds
for the following system properties of the model:

• Model stability, characterising the limits of the model
for safe use.

• Estimates of reachable sets for the states describing
the ionic concentration and electropotential. These
reachable sets are also related to safety as they char-
acterise the maximum deviation in the states due to
a unit impulse in energy via the current.

• Dissipated and stored energies for a charging profile to
give more accurate predictions for the state-of-charge
of the supercapacitor, which is one of the key design
metrics for an electrical energy storage device.

• Gains from current to voltage that describe the ca-
pacitance and the resistance.

• Safe maximum voltages such that electrolyte degrada-
tion is avoided. This property impacts the maximum
stored energy of a supercapacitor which is propor-
tional to the maximum voltage squared.

The bounds are computed using absolute stability the-
ory and the solution of optimisation problems involving
linear matrix inequalities (LMIs) and semi-definite pro-
gramming. Absolute stability theory is a classical con-
trol problem, which considers the stability properties of
nonlinear systems that can be expressed as the feedback
interconnection of a linear system with a nonlinearity that
is bounded around the origin by a cone [21]. A key benefit
of the theory is that the results are applicable to all non-
linearities satisfying the cone condition. As such, it allows
a wide class of nonlinear systems to be analysed using
the well understood concepts of feedback developed for
linear systems, with a popular application being saturated
systems [18]. Numerous solutions have been proposed for
the absolute stability problem, with these solutions in
general being posed either in the frequency domain or in
the time domain. Frequency domain results include some
of the original results of Kalman, Popov and Yakubovich,
who showed that if a “multiplier” could be found that
shifted the phase of the transfer function of the linear
system in a suitable manner, then it implied the existence
of a particular Lyapunov function and hence stability
could be verified [35]. This result sparked considerable
attention with numerous different forms of multipliers
then being proposed [50]. Time domain solutions to the
absolute stability problem generally involve the search for
suitable Lyapunov functions and for particular classes of
such functions, this search can be solved numerically using
fast semi-definite programming solvers [4].

Generally speaking, the solutions to absolute stability



Symbol Definition

Space and Time

t Time (s)

χ Spatial co-ordinate (m)

Model States

c(χ, t) Ionic concentration (mol m−3)

φs(χ, t) Potential in the electrode (V)

φe(χ, t) Potential in the electrolyte (V)

Model Parameters

ǫ Porosity coefficient

D Diffusion coefficient (m2 s−1)

aC Specific Capacitance (F m−2)

F Faraday constant (A mol−1)

t+ and t
−

Transference numbers satisfying t+ + t
−

= 1
dq+/−

dq
Change in ion surface concentration

with change in electrode surface charge q

σ Electrode conductivity (S m−1)

κ Electrolyte conductivity (S m−1)

R Universal gas constant (J K−1 mol −1)

T Temperature (K)

f = F
RT

A coefficient

I(t) Current (A)

SA Electrode surface area (m2)

Lelec Length of the electrodes (m)

Lsep Length of the separator (m)

L = 2Lelec + Lsep Total Length of the device (m)

Model Input/Output

i(t) =
I(t)
SA

Current density (A m−2)

v(t) Voltage (V)

Table I: List of symbols that define the electrochemical
supercapacitor model.

that are posed in the frequency domain tend to be less
conservative than those posed in the time domain. How-
ever, the time domain conditions have two main advan-
tages. The first is that they permit a local analysis as
they exploit the geometric conditions of the positively
invariant level sets of the Lyapunov functions. Secondly,
they can be extended to the case of the feedback being
multi-input/multi-output (MIMO). Even though MIMO
frequency domain stability methods have been developed,
it is less intuitive to work with these methods compared
to Lyapunov functions. In this work, a local analysis of a
MIMO nonlinear feedback system that describes the elec-
trochemistry of a supercapacitor is considered, so the time
domain approach is used. Local absolute stability theory
was developed in [17, 5] for an application to saturating
systems where it was shown that tighter results could
be obtained than those obtained for a global analysis. A
recent extension of these results was developed in [46] for
the case of the nonlinearity being slope-restricted.
The underlying theme of this paper is the characteri-

sation of electrical properties of nonlinear supercapacitor
models using local absolute stability theory. The technical
contributions extend existing results on supercapacitor
model analysis because the nonlinearities are treated in
a rigorous manner, with the results also representing one

of the few applications of local absolute stability theory
to physical systems. The analysis given here manipulates
the model equations in such a way as to allow them to be
analysed using systems theory. The main novelty lies with
the application of the theoretical tools of stability theory
to a physical system so as to reveal its natures in a manner
that incorporates the nonlinearity. As the stability theory
results and the model have been developed previously,
the analysis presented here is in a rather compact form,
with a more extensive analysis given in the accompanying
references.

The paper is structured as follows; firstly the PB model
equations will be introduced in Section II. In Section
III, semi-definite programs are proposed for bounding the
system properties of the supercapacitor model with the
theoretical results being compared to experimental data.

Notation

The symbols used to characterise the electrochemical
supercapacitor model are given in Table I. Bold font is
used to denote vectors and matrices. The solutions to the
PDEs are non-bold. For the analysis of Lurie-Postnikov
system, the notation of [4] is adopted. The L2 norm of a
signal θ is

‖θ‖2 =

√
∫

∞

0

θ(t)T θ(t) dt. (1)

The sublevel sets of a positive definite Lyapunov function
V (θ(t)) > 0 are denoted E(V, α) = {θ(t) : V (θ(t)) ≤ α}.
The time derivative of a function is often referred to
as V̇ (θ(t)) = dV (θ(t))

dt
. The identity matrix is denoted I

and the vector containing ones is 1. In a slight abuse of
notation, we may use θ to refer to the evaluation of a finite
dimensional signal at time t, i.e. θ(t), when it is clear from
the context.

II. Electrochemical Supercapacitor Model

The non-linear PB supercapacitor model that forms
the basis of the proposed design analysis will first be
introduced. The particular PB model studied in this paper
was developed in [10], which is a reformulation of the
partial differential algebraic equation system outlined in
[48]. The supercapacitor is treated as a 1D system, since
3D effects have been shown to be insignificant at the
length scale of the model [2], although, they are important
for atomistic level models. The two model domains, the
separator and the electrodes, are characterised by the
supercapacitor construction, which is shown in Figure 1.
The symbols used to define the model are given in Table
I and the parameter values for two supercapacitors of the
simulation results of Section III are given in Table II.

The three model equations from [10] that respectively
describe electrolyte diffusion, double layer charging and
a nonlinear concentration dependent version of Kirchoff’s



Parameter SAFT America Maxwell Technologies Units

Global Parameters

T 298 298 K

t+ 0.55 0.75
dq+
dq

=
dq

−

dq
-0.5 -0.5

c0 930 500 mol m−3

Electrode Parameters

κ 0.020 0.026 S m−1

D 2.09 ×10−12 3.67 ×10−11 m2 s−1

ǫ 0.67 0.67

σ 0.052 1.14 ×10−4 S m−1

aC 42 ×106 1.87 ×105 F m−2

Lelec 50 ×10−6 25 ×10−6 m

SA 2.747 2 m2

Separator Parameters

κ 0.031 5.78 ×10−5 S m−1

D 3.34 ×10−12 8.19×10−15 m2 s−1

ǫ 0.6 0.6

Lsep 25 ×10−6 10 ×10−6 m

Table II: Parameters for the supercapacitor model. The
parameters for the SAFT America and the Maxwell Tech-
nologies supercapacitors were respectively obtained from
[48] and [11].

current law are

ǫ
∂c(χ, t)

∂t
= D

∂2c(χ, t)

∂χ2
(2a)

−
aC

F

(

t−
dq+
dq

+ t+
dq−
dq

)

∂(φs(χ, t)− φe(χ, t))

∂t
,

aC
∂(φs(χ, t)− φe(χ, t))

∂t
= σ

∂2φs(χ, t)

∂χ2
, (2b)

0 =
κ RT

F
(t+ − t−)

∂

∂χ
ln (c(χ, t)) + i(t) (2c)

+ σ
∂(φs(χ, t)− φe(χ, t))

∂χ
+

(

κ
∂

∂χ
+ σ

∂

∂χ

)

φe(χ, t).

The model states are the volume averaged ionic concen-
tration c(χ, t), the electropotential in the solid electrodes
φs(χ, t) and the electropotential in the electrolyte φe(χ, t).
The model input is the current density i and the model
output is the voltage v which is the difference in electropo-
tentials between the two current collectors

v(t) = φs(0, t)− φs(L, t). (3)

The supercapacitors considered are symmetric with Lelec

being the same for both electrodes. Equation (2a) de-
scribes the diffusion of the electrolyte ions under a forc-
ing term due to the potential difference between the
solid electrode and the liquid electrolyte, known as the
double layer potential. The second model equation (2b)
describes the transient charging/discharging response of
the double layer potential driven by molar fluxes [48]. The
third equation (2c) is a version of Kirchoff’s current law
for the currents in the electrode and electrolyte phases,
which incorporates the concentration dependency of the
electrolyte current [48]. The model boundary conditions

Boundary Conditions

Current Collector/Electrode Electrode/Separator
∂c(χ,t)

∂χ
= 0 D

∂c(χ,t)
∂χ

∣

∣

∣

elec
= D

∂c(χ,t)
∂χ

∣

∣

∣

sep

∂φs(χ,t)
∂χ

= − i
σ
,

∂φs(χ,t)
∂χ

= 0

φs(0, t) = 0

∂φe
∂χ

= 0
[

κ
∂φe
∂χ

+ κ
(

t+−t
−

f

)

∂ ln(c)
∂χ

]

elec

=
[

κ
∂φe
∂χ

+ κ
(

t+−t
−

f

)

t
∂ ln(c)
∂χ

]

sep

Table III: Boundary conditions for the electrochemical
supercapacitor model. These conditions are derived from
those given in [48]. The boundaries relate to the regions
defined in Figure 1. The subscripts elec and sep respec-
tively relate to derivatives pointing into the electrode and
the separator using the notation of [48].

are given by Table III and are obtained from [48]. These
boundary conditions can be summarised as conserving the
total amount of ionic concentration in the device with all
current being transferred through the electrodes at the
current collectors and all current being transferred by the
electrolyte in the separator. Also, a reference potential is
set for the solid electrode potential at χ = 0.

A. Model Reformulation

In order to convert the logarithmic nonlinearity of (2c)
into one that is sector bounded and applicable for abso-
lute stability analysis [21], the concentration is defined
as c(χ, t) = c0 + c̃(χ, t), where c0 is the equilibrium
concentration, which is constant with respect to χ and
c̃(χ, t) is the concentration deviation. This transformation
changes (2a) and (2c) into

ǫ
∂c̃(χ, t)

∂t
=D

∂2c̃(χ, t)

∂χ2
(4a)

−
aC

F

(

t−
dq+
dq

+ t+
dq−
dq

)

∂(φs(χ, t)− φe(χ, t))

∂t
,

0 =
κ RT

F
(t+ − t−)

∂

∂χ
ln

(

1 +
c̃(χ, t)

c0

)

+ i (4b)

+ σ
∂(φs(χ, t)− φe(χ, t))

∂χ
+

(

κ
∂

∂χ
+ σ

∂

∂χ

)

φe(χ, t)

since ln(c(χ, t)) = ln(1 + c̃(χ, t)/c0) + ln(c0) and

∂c0
∂t

=
∂c0
∂χ

=
∂2c0
∂χ2

=
∂ ln(c0)

∂χ
= 0. (5)

The state-space form of the electrode dynamics are given
in (6a) while those of the separator are given in (6b), with
the differance being because φs(χ, t) does not exist in the
separator as it an electrical insulator.
The electrochemical assumptions of the model are out-

lined in detail in [48]. To summarise, the main model as-
sumptions are that porous electrode theory is employed to
describe diffusion in the electrodes [29] and dilute solution
theory is used to relax the concentration dependence of
the electrolyte parameters [28]. Capacitance is also treated







ǫ aC
F
(t

−

dq+
dq

+ t+
dq

−

dq
) 0

0 aC 0
0 0 0









˙̃c(χ, t)

φ̇s(χ, t)− φ̇e(χ, t)

φ̇e(χ, t)



 =







D ∂2

∂χ2 0 0

0 σ ∂2

∂χ2 σ ∂2

∂χ2

0 σ ∂
∂χ

κ ∂
∂χ

+ σ ∂
∂χ











c̃(χ, t)
φs(χ, t)− φe(χ, t)

φe(χ, t)



 (6a)

+







0 0
0 0

κ

(

t+−t
−

f

)

∂
∂χ

1







[

ln
(

1 + c̃(χ,t)
c0

)

i(t)

]

[

ǫ 0
0 0

] [

˙̃c(χ, t)

φ̇e(χ, t)

]

=

[

D ∂2

∂χ2 0

0 κ ∂
∂χ

]

[

c̃(χ, t)
φe(χ, t)

]

+





0 0

κ

(

t+−t
−

f

)

∂
∂χ

1





[

ln
(

1 + c̃(χ,t)
c0

)

i(t)

]

(6b)





ǫI aC
F
(t

−

dq+
dq

+ t+
dq

−

dq
)I 0

0 aCI 0
0 0 0









˙̃c

φ̇s − φ̇e

φ̇e



 =





DD̂2
c 0 0

0 σD̂2
φs

σD̂2
φs

0 σD̂φs κD̂φe + σD̂φs









c̃
φs − φe

φe



+







0 0
0 0

κ

(

t+−t
−

f

)

D̂ln c 1







[

ln
(

1 + c̃

c0

)

i(t)

]

(7a)

[

ǫI 0
0 0

] [

˙̃c

φ̇e

]

=

[

DD̂2
c 0

0 κD̂2
φe

] [

c̃
φe

]

+





0 0

κ

(

t+−t
−

f

)

D̂ln c 1





[

ln
(

1 + c̃

c0

)

i(t)

]

(7b)

as a fixed parameter, although it has been shown exper-
imentally that it varies during a charge [25]. Additional
phenomena, such as varying temperature across the device
and leakage current, have not been included. However, the
model has been shown to accurately simulate experimental
data [48, 11], whilst being in a form that is simple enough
to be amenable for system analysis.

Nonlinear partial differential algebraic equation sys-
tems, such as (6), are typically implemented with spatial
discretisation as they are, in general, too complex to
be solved analytically. The approximation of an infinite
dimensional system by a finite dimensional realisation
introduces some level of error, but the discretised sys-
tem was shown to be accurate when compared against
experimental results [10]. Due to space constraints, the
spatial discretisation procedure is not detailed here and
we refer the reader to [10] where the discretised model is
formed. In this paper, a spectral collocation approach with
Chebyshev polynomial basis functions is used with the
subdomains of the problem (the electrodes and separator)
being connected via patching so as to have a locally
smooth solution [44]. The reference [44] gives an overview
of this discretisation procedure. Applying the techniques
of [44], as in [10], to the PDE model (6) results in the
spatial differential operators involving ∂/∂χ terms being
approximated by the differentiation matrix D̂s, where the
subscript s ∈ {c, φs, φe, ln c} indicates that the matrix
accounts for the boundary terms of s when patching is
considered [44]. The use of a spectral collocation discreti-
sation means that a relatively low number (of the order
of 20) spatial discretisation elements can give an accurate
solution [10], with this being important for the resulting

optimisation problems of Section III, as the complexity of
these results grows rapidly with the size of the system.

The discretised versions of the supercapacitor model
equations (6) for the electrode and separator domains are
respectively given in (7a) and(7b). Equation (7b) can be
embedded into the structure of (7a) by expanding the state
dimension and as such only the form from (7a) will be
analysed in the following analysis. The discretised model
output is given by

v(t) =
[

0 C̃
]
[

c̃
φs − φe

]

+ C̃φe + D̃ii(t) (8)

when the boundary conditions on φs(χ, t) are considered
[48].

An expression for the algebraic vairable φe can be
obtained by solving the algebraic equation of (7a)

φe = −
(

κD̂φe
+ σD̂φs

)
−1

(9)
(

κ

(
t+ − t−

f

)

D̂ln cln

(

1 +
c̃

c0

)

+ σD̂φs
(φs − φe) + i(t)

)

.

Solving (9) requires setting a reference potential as it is
only dependent upon the potential difference φs − φe. In
the PB model (2), only potential gradients, not the po-
tential values themselves, are used to describe the system
dynamics and so an arbitrary reference can be set. For this
paper, the potential in the electrode at one of the current
collectors is set as the reference. Using the expression for
φe in (9) means that (7a) can be expressed as an ordinary
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Figure 2: The supercapacitor model expressed in a feed-
back loop with the logarithmic nonlinearity being treated
as an input.

differential equation (ODE) with structure
[
M11 M12

0 M22

] [
˙̃c

φ̇s − φ̇e

]

=

[
Â11 0

0 Â22

] [
c̃

φs − φe

]

+

[
0

B̂1

]

ln

(

1 +
c̃

c0

)

+

[
0

B̂2

]

i(t) (10a)

v(t) =
[

0 Ĉ
]
[

c̃
φs − φe

]

+ D̂ ln

(

1 +
c̃

c0

)

+ D̂ii(t).

(10b)

The matrices defining the dynamical equation (10a) are
given in the appendix with the matrices defining the
output (10b) being obtained from the discretised version
of the boundary conditions on φs(χ, t) from Table III.

The dynamical equation (10a) can be expressed as

Mẋ = Â x+ B̂ ln

(

1 +
c̃

c0

)

+ B̂ii(t) (11a)

with state vector x := [c̃T , φT
s −φT

e ]
T ∈ R

n and inverting
the “mass” matrix M leads to

ẋ = ÂM x+ B̂M ln

(

1 +
c̃

c0

)

+ B̂i,M i(t), (12a)

v(t) = Cx̃+ D̂ ln

(

1 +
c̃

c0

)

+ D̂ii(t). (12b)

Matrices M11, M22 are diagonal and full rank and hence
M is invertible. This system has the feedback structure of
Figure 2 where q = c̃/c0 = Ccx, ψ(q) = ln(1+ c̃/c0) and
IO is the mapping {ψ(q), i} → {q, v}.

B. Integrators

Because the supercapacitor is an energy storage device
that absorbs charge supplied by the current, its dynamics
include ni integrator states whose trajectories are the
integral of the current. For stability analysis, the presence
of these integrators states is problematic as they do not
exist in the L2 Hilbert space. The absolute stability of
such critically stable systems was considered [36] and
in [20] using a non-local Zames-Falb multiplier approach
where the unbounded integrator dynamics are handled by
encapsulating the integrator via a transformation of the
system feedback loop. This encapsulation operation is not
required for the analysis of the supercapacitor model as the
concentration deviation c̃/c0 = q was independent of the

integral of the current for both supercapacitors analysed
in this paper, which are described by the parameters in
Table II.
To show this independence, the eigen-decomposition of

the system (12) was taken by defining x̃ = Q−1x, where
Q is the eigenvector matrix of ÂM such that the state
space can be separated into x̃ = [xT

d , x
T
i ]

T with dynamical
states xd ∈ R

n−ni and integrator states xi ∈ R
ni . The

dynamics of this transformed system are

ẋd = Adxd +Bd ln

(

1 +
c̃

c0

)

+Bd,ii(t) (13a)

yd(t) = Cdxd +Dd ln

(

1 +
c̃

c0

)

+Dd,ii(t) (13b)

c̃ = Ccx =
[
Cc,1 Cc,2

]
[
xd

xi

]

= Cc,1xd (13c)

ẋi = Bii(t) (14a)

yi(t) = Cixi (14b)

v(t) = yd(t) + yi(t). (15)

Evaluating the integrator of (14a) means that (13c) can
be expressed as

c̃ = Ccx̃ = Cc,1xd +Cc,2Bi

∫ t

0

i(τ) dτ. (16)

For supercapacitors, the matrices Cc,2Bi = 0, so the
concentration can be expressed solely in terms of the
dynamical states and independently of the integral of the
current, i.e. c̃ = Cc,1xd. This means that the integrator
states are unobservable with respect to the concentration,
so there is not a unique mapping c̃ → xi. The indepen-
dence of c̃ with respect to the integral of i(t) means that
the supercapacitor model can be expressed in the form of
Figure 3 with IO mapping {ψ(q), i} → {q, yd} via (13)
with q = c̃/c0.
The upper subsystem of Figure 3 is labelled the integra-

tor subsystem and the lower system involving IO and the
feedback loop of ψ(q) is labelled the dynamical subsystem.
The independence on c̃ from the integral of i(t) greatly
simplifies the stability analysis of the following section, as
the dynamical and integrator systems can be decoupled
and analysed separately. As such, the energy dissipation
properties of the nonlinear dynamical subsystem can be
analysed using absolute stability theory and by considering
signals in L2.
A physical reason for the independence of the integrator

dynamics is now given by returning to the underlying
PDEs of the model. The model has two sets of dynamics;
those for the concentration (2a) and those for the poten-
tials (2b). It is now shown that the integrator dynamics
come from the electropotential dynamics (2b) and not
from (2a). By differentiating with respect to space the
expression for Ohm’s law in the solid phase [48]

σ
∂φs(χ, t)

∂χ
= i(t)− i2(χ, t), (17)
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Figure 3: The reformulated supercapacitor model loop
structure with the separation of the integrator and dy-
namical subsystems. The top linear system, known as the
integrator subsystem, integrates the current i giving a
voltage yi with C

−1 being the inverse of a capacitance. The
lower subsystem, denoted as the dynamical subsystem, is
formed of the feedback interconnection of a linear mapping
IO from the logarithmic nonlinearities ψ(q) and current
density i to the ionic concentration deviation q = c̃/c0
and a voltage yd to the nonlinearities. The voltage of the
device v is the sum of the voltages from the integrator and
the dynamical subsystems.

where i2(χ, t) is the current carried by the electrolyte, the
dynamics of the potential difference across the double layer
(2b) can be expressed as

aC
∂(φs(χ, t)− φe(χ, t))

∂t
=

∂i2(χ, t)

∂χ
. (18)

Integrating (18) with respect to space across an electrode
and noting that all the current is carried in the solid phase
at the current collector boundary (i2(0, t) = i2(L, t) =
0) and at the separator all the current is carried by the
electrolyte phase (i2(Lelec, t) = i2(Lelec + Lsep, t) = i(t))
[48] gives

aC
∂

∂t

∫ Lelec

0

(φs(χ, t)− φe(χ, t)) dχ = −i(t), (19a)

aC
∂

∂t

∫ L

Lelec+Lsep

(φs(χ, t)− φe(χ, t)) dχ = i(t). (19b)

A set of integrator states is obtained from (19), with these
states being the total potential difference across the double
layer. By contrast, the diffusion operator in (2a) means
that the concentration dynamics are not pure integrators.
This agrees with the observation that Cc,2Bi = 0 im-
plying that the dynamics of the concentration are inde-
pendent of the integral of the current. Interestingly, (19)
can be recognised as the typical dynamics of a capacitor
consisting of two flat plates separated by an insulator.
The presence of an integrator makes physical sense for

energy storage devices as these devices absorb the energy
supplied by the external current and in theory store this
energy indefinitely. In reality, supercapacitors exhibit a
small leakage current that dissipates the stored energy over

time, but this phenomenon, which is due to electric field
relaxation in the double layer, was not included in the
model.

III. System Properties

In this section, bounds on the system properties for the
PB model (13) are computed, including model stability,
the reachable set with unit energy impulse current, stored
and dissipated energies for a charging profile, gains from
current to voltage corresponding to the capacitance and
resistance and the maximum voltage without the potential
difference across the double layer exceeding the electrolyte
overpotential.
The discretised version of the dynamic state-space

model (13) can be considered as a Lurie system. Using
the notation of [4], the Lurie system has the form

ẋd = Axd +Bpp+Bww(t) (20a)

pj(t) = ψj(qj(t)), j = 1, . . . , np (20b)

q = Cqxd (20c)

z(t) = Czxd +Dpp+Dww(t). (20d)

where A = Ad is Hurwitz, Bp = Bd, Bw = Bd,i,
Cz = Cd, Dw = Dd,i, w(t) = i(t) ∈ R is the
external input, np is the number of Lurie system outputs,
z(t) = yd(t) ∈ R from (13b) is the dissipated voltage
output, q = c̃/c0 ∈ R

np which includes boundary values.
The nonlinearity ψ(q) = ln(1 + q) : Rnp → R

np is static,
memoryless, locally Lipschitz in q, decentralised with each
ψi(qj) mapping an individual qj as in

ψ(q) =
[
ψ1(q1), ψ2(q2), . . . ,ψnp

(qnp
)
]T

(21)

and locally sector bounded

ψj(qj)

qj
∈ [δj , δj ] ∀q ∈ Q ⊆ R

np (22)

with 0 ≤ δj ≤ δj .
The shifted logarithmic nonlinearity of Fig. 4 is an

unbounded nonlinearity, i.e. δj → ∞ as c̃j → −c0. To
make the Lyapunov analysis of the following section
tractable, the sector δj is constrained to a finite value
with the level sets of the Lyapunov function being con-
tained within the set detailed by the sector condition
Q = {q : q

j
< qj < qj , j = 1, . . . , np} where q

j
> −1

and qj < ∞. This means the analysis is only appropriate
for a finite domain where q ∈ Q [21]. The set of values
of xd for which the local conditions hold is defined as
Xq = {xd : q(xd) ∈ Q}.
In order to compute bounds for the system properties, a

positive definite Lyapunov function V (xd(t)) > 0 ∀xd 6= 0
whose temporal derivative is negative definite

d V (xd(t))

dt
< 0 (23)

will be defined. In this paper, the Lurie-Postnikov Lya-
punov function [4]

V (θ(t)) = θ(t)TPθ(t) +

np∑

j=1

λj

∫ Cq,jθ(t)

0

ψj(υ)dυ (24)
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Figure 4: The locally sector bounded nonlinearity ψ(qj) =
ln (1 + qj). The Lyapunov analysis is valid locally when
q
j
≤ qj ≤ qj .

will be used where P > 0, λj ≥ 0 and Cq,j denotes the
jth row of Cq [4]. The matrix form of (23) with this choice
of Lyapunov function is given in (25).

Due to the sector conditions only holding locally, a local
analysis is required. Classical results on the local analysis
of Lurie system were developed for saturated systems in
[17, 5], with more recent results given in [46, 47] and
[13] which uses dissipation inequalities to give a local
analysis using Zames-Falb multipliers. These results form
the basis of the derivation presented here, which is applied
to the Lyapunov function V (θ(t)), although, unlike [17],
this approach allows both asymmetric domains and generic
level sets to be considered. When q ∈ Q, the following
inequality is satisfied

βj(qj − qj)(qj − q
j
) ≥ 0, j = 1, . . . np (26)

with βj > 0. If also the following inequality holds

βj(qj − qj)(qj − q
j
) ≥ αj − V (xd(t)), j = 1, . . . np

(27)
then the sublevel sets of V (xd(t)) defined by E(V, α)
where E(V, α) = {xd ∈ R

n−ni | α− V (xd(t)) ≥ 0} and
α = minj=1,...,np αj are contained within the local do-
main with E(V, α) ⊆ Q.

To obtain an LMI representation for the inclusion con-
ditions of (27), a quadratic lower bound for V (xd) will be
used

V (θ(t)) = θ(t)TPθ(t). (28)

Since V (xd(t)) ≥ V (xd(t)) in the region where the sector
conditions hold, if

βj(qj −qj)(qj −qj) ≥ αj − Ṽ (xd), j = 1, . . . np (29)

holds, then (27) holds with (29) being defined by the np

LMIs

πj =

[

−βjqjqj −αj
βj

2
(qj + qj)Cq,j

CT
q,j(qj + qj)

βj

2
P − βjC

T
q,jCq,j

]

≥ 0. (30)

j = 1, . . . np.

Satisfying these LMIs means that the local domain of
the Lyapunov analysis is defined as Q0 = E(Ṽ , α) since
E(Ṽ , α) ⊆ E(V, α) ⊆ Q.
The time derivative of the Lyapunov function

(24) has quadratic form given in (25) with
Λ = diag(λ1, . . . ,λnp

) ≥ 0. The sector condition of
(22) satisfies the inequality

−(pj − δjqj)(pj − δ̄jqj) ≥ 0 ∀ j = 1, . . . , np, ∀q ∈ Q
(31)

which is satisfied if

s1(xd,p,T ) = (32)

[
xT
d pT

]

[

−CT∆T∆C CT
q

∆+∆

2
T

T ∆+∆

2
Cq −T

] [
xd

p

]

≥ 0

where ∆ = diag(δ1, . . . , δnp
), ∆ = diag(δ1, . . . , δnp

)
and T = diag(τ1, . . . , τnp

) > 0. Inequality constraints
such as (25) and (32) are combined using the S-procedure
[4, 19].
It is known that the Lyapunov function V (θ(t)) can

give conservative solutions to absolute stability problems
and that this conservatism can be reduced by relaxing the
positivity of the multiplying scalars λj , such that they are
sign-indefinite [32, 46], or by using slope information on
the nonlinearity (with the shifted logarithm nonlinearity
being locally slope restricted) [46]. In this paper, V (θ(t)) is
used as: a) it is a classical function that is well understood
[4] with the aim of this paper not being to propose new
theoretical stability results, but instead to apply existing
techniques to supercapacitor design, b) if the signs of λj

are relaxed from being positive then V (θ(t)) is no longer a
lower bound for V (θ(t)) which would complicate the local
inclusion conditions of (30), c) it was found that the added
computational effort associated with using more advanced
Lyapunov functions, such as the quadratic on x and ψ(q)
Lyapunov function with sign indefinite λj [46], did not
justify their reduced conservatism.
The following proposition gives a general semi-definite

optimisation problem structure that allows the computa-
tions of the various system properties to be compactly
described.
Proposition 1: Consider a cost function Π to be min-

imised and a quadratic M = V̇ (xd,p, w) + s1(xd,p,T ) +
Ω(z(t), w(t)) where V̇ (xd,p, w) is the time derivative of
V (xd(t)) along the trajectories of (20) as given in (25)
and Ω(w, z) characterises a current/voltage property of
interest. Feasible solutions to the semidefinite programme

min Π (33a)

s.t. P > 0, T > 0, M ≤ 0, πj ≥ 0 for j = 1, . . . np

(33b)



V̇ (xd,p, w(t)) =
[
xT
d pT w(t)

]





ATP + PA PBp +ATCT
q Λ PBw

BT
pP +ΛCqA ΛCqBp +BT

pC
T
q Λ ΛCqBw

BT
wP BT

wC
T
q Λ 0









xd

p
w(t)



 < 0 (25)

give bounds on particular system properties of the super-
capacitor model relating to stability and current/voltage
criteria. Each of these criteria is discussed separately in the
rest of this section. Standard semidefinite program solvers
such as MOSEK [26] can be used to solve the optimisation
problem. The formulations of these problems for the Lurie
system are described in [4] with a key difference being that
the analysis presented here is local.

A. Case 1: Stability

With Π = {}, Ω(z(t), w(t)) = 0 and w(t) = 0, the
solution of Proposition 1 gives a sufficient condition on
the local stability of the model. Increasing the bounds q
and q, and hence the sector conditions, until no solution
exists, defines the limits on how far the ionic concentration
can theoretically be pushed during charging.

B. Case 2: Maximum Reachable Set with Unit Energy
Impulse

With Π = trace(P ), α = 1 and Ω(z(t), w(t)) =
−w(t)2, the solution of Proposition 1 gives
an outer approximation to the local maximal
reachable set with unit energy impulse of current

Rue ,

{

xd(t) : xd(0) = 0,
∫ t

0
w(τ)2 dτ ≤ 1

}

for all

{xd, w} satisfying (20), (29) and xd(t) being the value
of xd at time t. The outer approximation of this set
is defined by Ξ = {ξ : ξTPξ ≤ 1} with Ξ ⊇ Rue . The
trajectories of the integrator subsystem can be obtained
analytically by integrating (14a) such that

xi(t)− xi(0) = Bi

∫ t

0

i(τ) dτ (34)

where xi(t) and xi(0) are the integrator states at times t
and 0.
The physical interpretation of the set Rue is that it

gives an upper bound for the maximum deviation from
equilibrium of the concentration and potentials with the
current supplying 1 Joule of energy. Input charging signals
of arbitrary energy can similarly be analysed by scaling.
Knowledge of this set is useful for safety purposes, i.e.
when the physical states are required to remain within
some limit when power is supplied to the supercapacitor.

C. Case 3: Bounds on Stored and Dissipated Energy

With Π = xd(0)
TPxd(0), w(t) = 0, α = V (xd(0)) and

Ω(z(t), w(t)) = z(t)2, the energy dissipated by the system
in returning to the equilibrium from some initial condition
xd(0) ∈ Xq

Jd =

∫
∞

0

z(τ)2 dτ (35)

is upper bounded by xd(0)
TPxd(0). No energy from the

integrator subsystem is dissipated, so (35) defines the
dissipated energy of the whole system. The energy stored
in the integrator subsystem after a charge of time t is

Ji =

∫ t

0

i(τ) dτ BT
i C

T
i CiBi

∫ t

0

i(τ) dτ. (36)

After charging, the energy stored in the supercapacitor
is given by Ji while the energy that is subsequently dissi-
pated is upper bounded by Jd. Energy storage is achieved
by the separation of the two electrodes by the electrically
insulating separator, while the dissipated energy is related
to the diffusion of the concentration. The stored energy can
be drawn from the supercapacitor at any time and should
be the property that is used to compare the energy storage
performance of different supercapacitors. The dissipated
energy is an often overlooked phenomenon and improve-
ments to state-of-charge estimation and device safety can
be made by considering its effect.
Figure 5 shows a simulation of the model with the

parameters of a SAFT America supercapacitor obtained
from [48] that are given in Table II. The charging profile
is as follows; the supercapacitor is at rest for 5s before
a 100A constant current (CC) charge is applied for 23s,
whereupon the current is removed and the device returns
to an equilibrium. Experimental data for the CC charging
period up to the point where the current was turned off,
which was also obtained from [48], is shown. The upper
bound on Jd for the rest period after 25s of the charge
obtained by solving Proposition 1 was 1.46×10−4 and the
value obtained by numerically integrating the simulation
output signal was 1.38× 10−4.

D. Case 4: Capacitance and Resistance

With Π = γd
2, α = ‖w‖2 and Ω(z(t), w(t)) = z(t)2 −

γd
2w(t)2, the L2 gain of the dynamic subsystem is upper

bounded by γd. The gain γd has the physical representa-
tion of bounding the resistance of the supercapacitor. The
gain from i to yi of the integrator subsystem is defined by

yi(t)− yi(0) = CiBi

∫ t

0

i(τ) dτ (37)

where yi(t), yi(0) are the values of yi at times t and
0. Defining the capacitance C by Q = Cvs where Q =
∫ t

0
i(τ) dτ is the transferred charge and vs(t) = yi(t) −

yi(0) is the voltage stored, the capacitance can be repre-
sented by C = (CiBi)

−1 upon consideration of (37).
One of the main advantages of EC models is that

expressions for their capacitance and resistance can be
easily obtained by resolving the circuit. Obtaining bounds
for these electrical properties as functions of the physical
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Figure 5: Simulation results and experimental data of the
SAFT America supercapacitor. The data and the model
parameters were obtained from [48] . The supercapacitor
was rested for 5s before a 100A current was applied for
23s. After this charge, the current was removed and the
voltage returned to an equilibrium.

parameters provides a design method for constructing
supercapacitors with certain resistance and capacitance
properties.

Figure 6a shows experimental data and simulation re-
sults of the voltage response of a supercapacitor from
Maxwell Technologies with part number P0100 P270T01,
when subjected to the square wave charging profile of
Figure 6b. The model parameters values are given in Table
II. The experimental data was obtained from [11] and the
bounds q, q characterising the local domain were obtained
from the simulation. The L2 gain from the simulation
was γd,sim = 0.3065 while the upper bound obtained by
computing Proposition 1 with a 15 state discretisation of
(2) was γd = 0.3108. The value of the capacitance was
C = 1/0.86 = 1.16.

The conservatism of the computed bound for γd is due to
the inherent conservatism of absolute stability theory and
the satisfaction of the local inclusion conditions. Increasing
the limits q and q where the local sector conditions hold
leads to a larger sector condition that gives a less accurate
representation of the logarithm, and hence increases con-
servatism. However, increasing the bounds also leads to
less stringent conditions on the geometry of the Lyapunov
function imposed by the local inclusion conditions of (30),
reducing conservatism.

The variation of the the resistance γd and capacitance
C as functions of the electrode length Lelec are shown
in Figure 7 for the Maxwell Technologies supercapacitor.
This figure shows conflicting design objectives have to be
considered when designing supercapacitors, with devices
that have low resistances but high capacitances being
desired.
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Figure 6: Simulation results and experimental data from
[11] for the square wave charging of the Maxwell Technolo-
gies supercapacitor.

E. Maximum Voltage Limits

Finally, an upper bound on the supercapacitor voltage
is computed such that the potential difference across
the double layer does not exceed the overpotential [23].
The main limitation holding back the implementation of
supercapacitors is their low energy densities, defined as

E =
1

2
Cv2. (38)

Low maximum operating voltages, enforced to prevent de-
composition of the electrolyte, are one of the reasons why
this energy density is low [23]. For aqueous electrolytes,
such as that used in [48], if the potential difference between
the electrode and the solvated ion is greater than 1.27 V,
then the solvated ions undergo the overall reaction

2H2O(l) → 2H2(g) + O2(g) (39)
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Figure 7: Variation in the L2 gain of the dynamical
subsystem, describing resistance, and the capacitance as
functions of the electrode lengths for the Maxwells Tech-
nologies supercapacitor.

transitioning from a liquid to a gas. This causes the
charges in the electrolyte and the electrode to no longer
be separated and a short circuit occurs.

To compute this maximum voltage, the term
κ ∂φs(χ, t)/∂χ is added and subtracted to the algebraic
constraint (2c) such that it can be expressed as

∂φs(χ, t)

∂χ
=−

κ

σ + κ

∂(φe(χ, t)− φs(χ, t))

∂χ
(40)

−
κ(t+ − t−)

f(κ+ σ)

∂ ln(c(χ, t))

∂χ
−

i(t)

σ + κ
. (41)

Substituting this expression into the definition of the

200 400 600 800 1000
Current (A)

2.6

2.8

3

3.2

v
m
a
x
(V

)

Figure 8: The maximum voltage of the SAFT America
supercapacitor such that potential across the double layer
never exceeds the overpotential as a function of current I.

voltage from (3) gives

v = φs(0, t)− φs(L, t) (42a)

= −

∫ L

0

∂φs(χ, t)

∂χ
dχ (42b)

=
κ

σ + κ
(φe(χ, t)− φs(χ, t))

∣
∣
∣
∣

χ=L

χ=0
︸ ︷︷ ︸

(a)

+
2i(t)Lelec

σ + κ
︸ ︷︷ ︸

(b)

(42c)

+
κ(t+ − t−)

f(κ+ σ)
ln(c(χ, t))

∣
∣
∣
∣

χ=L

χ=0
︸ ︷︷ ︸

(c)

.

This algebraic relation for the voltage expressed in terms
of the boundary values of the states has been split into
three components: (a) the potential difference across the
double layer, (b) the series resistance term and (c) the
charge carried by the ions. This expression shows that the
voltage is linearly dependent upon the maximum potential
difference across the double layer and the current i. The
maximum value of the logarithmic term in (42c) depends
upon the extremal values of the interval c(χ, t) ∈ [c, c],
since the image of this set under the function ln(c(χ, t)) is
concave when c > 0. The following optimisation problem
computes the maximum voltage with a limit on the double
layer potential difference

vmax = max
c(χ,t),φs(χ,t),φe(χ,t)

v(c(χ, t), φs(χ, t), φe(χ, t))

(43a)

subject to (9), |φs(χ, t)− φe(χ, t)| ≤ 1.27, c(χ, t) ∈ [c, c]

and BCs(c(χ, t), φs(χ, t), φe(χ, t)). (43b)

To ensure that the optimisation searches over the
physically real subset of the state-space, the alge-
braic equation (9) and state boundary conditions
BCs(c(χ, t), φs(χ, t), φe(χ, t)), are included in (43) as



equality constraints and an inequality condition is enforced
to ensure that the potential difference across the double
layer never exceeds 1.27 V at any point in the domain. This
constrained, nonlinear optimisation problem can be solved
for the discretised problem using standard MATLAB
solvers such as “fmincon” and Figure 8 shows the variation
of this maximum voltage as a function of the current I
for the case of the SAFT America supercapacitor. The
quoted maximum voltage of the supercapacitor given by
the manufacturers is 2.8 V [48]. The results of (43) are
close to this manufacturing limit, however, it shows that
this is a conservative limit as the maximum voltage is ac-
tually dependent upon the current profile, suggesting that
more reasonable limits could be implemented for known
charging conditions. It is pointed out that the PDE model
does not have a detailed description of the double layer
but instead uses porous electrode theory, which assumes
that the electrode can be treated as a single homogenised
phase. The double layer is a physical phenomenon that is
not well understood, especially in complex geometries such
as porous media [23], which means that the analysis of
(43) may not capture local effects occurring in the double
layer. The benefits of increasing the maximum voltage
of the supercapacitor are significant as a doubling of the
voltage results in a quadrupling of the maximum energy,
as described by (38).

F. Absolute Stability Theory for Energy Storage Devices

Although this work has considered electrochemical su-
percapacitor models, the approach has many features that
make it attractive for analysing and understanding other
forms of electrochemical energy storage systems. Firstly, it
is noted that absolute stability theory was partly inspired
by the notion of passivity in circuit analysis, and the
presented approach links these two classic approaches
through the electrochemistry. Robustness is a core concept
in absolute stability theory, which can accommodate the
approximations and parameterisations of the complex PB
electrochemical models. This robustness comes at the
expense of conservatism that could be overcome by using
more advanced Lyapunov functions [46]. The analysis
could also be extended to time-varying systems, allowing
supercapacitor degradation to be considered. Lastly, since
most energy storage devices are known to be passive, the
proposed approach can be applied to models of other
devices such as the Newman model for Li-ion batteries
[9] whose main nonlinearities are the OCV curve and the
Butler Volmer equation, which can both be represented by
sector conditions.

IV. Conclusion

Bounds for the system properties of a physics-based
supercapacitor model have been computed in this paper.
By treating the model as a Lurie system, bounds for the
dissipated and stored energies after charging, gains from
current to voltage corresponding to the capacitance and
the resistance, model stability, maximum reachable set

with unit energy impulse current and limits on the maxi-
mum voltage such that the potential difference across the
double layer never exceeded the electrolyte overpotential
were computed. These bounds were obtained by solving
several optimisation problems involving linear matrix in-
equalities and semi-definite programmes.
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Appendix

The matrices forming the discretised version of the
electrochemical supercapacitor model are

M =

[
M11 M12

0 M22

]

=

[
ǫI aC

F
(t−

dq+
dq

+ t+
dq

−

dq
)I

0 aCI

]

(44)

Â =

[
Â11 0

0 Â22

]

(45)

=





DD̂2
c 0

0 σD̂2
φs

(

I −
(

κD̂φe
+ σD̂φs

)
−1

σD̂φs

)





B̂ =

[
0

B̂1

]

(46)

=

[
0

−
(

σκ t+−t
−

f

)

D̂2
φs

(

κD̂φe + σD̂φs

)
−1

D̂ln c

]

B̂i =

[
0

B̂2

]

=

[
0

−σD̂2
φs

(

κD̂φe + σD̂φs

)
−1

]

. (47)
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