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Abstract: In unmanned aerial vehicle (UAV) photogrammetry, the qualities of three-dimensional
(3D) models, including ground sample distance (GSD) and shaded areas, are strongly affected by
flight planning. However, during flight planning, the quality of the output cannot be estimated,
as it depends on the experience of the operator. Therefore, to reduce the time and cost incurred
by repetitive work required to obtain satisfactory quality, a simulator, which can automatically
generate a route, acquire images through simulation, and analyze the shaded areas without real
flight, has been required. While some simulators have been developed, there are some limitations.
Furthermore, evaluating the performance of the simulator is difficult owing to the lack of a validation
method. Therefore, to overcome the limitations, target functions, which can plan flights and can detect
shaded areas, were set, developed, and validated in this study. As a result, a simulator successfully
planned a flight and detected shaded areas. In this way, the simulator was validated to determine the
applicability of its performance. Furthermore, the outputs of this study can be applied to not only
UAV photogrammetry simulators but also other 3D modeling simulators.

Keywords: shaded area; simulator validation; UAV 3D modeling; UAV photogrammetry; UAV
simulator

1. Introduction
1.1. Background

The introduction of virtual reality and augmented reality technologies has increased
the demand for three-dimensional (3D) models [1–8]. Among the various 3D modeling
techniques, unmanned aerial vehicle (UAV) photogrammetry has the advantages of time
and cost efficiency [1,4–13].

The 3D modeling procedure using UAVs can be divided into the following three
main parts: Flight planning, flight and image acquisition, and image processing. Sev-
eral studies on each process have been conducted to obtain a low-cost, high-precision 3D
model [1,4,14,15]. Studies on optimal path planning to obtain a high-quality 3D model
have been conducted in the flight planning section [16–22]. For image acquisition, optimal
imaging techniques have been developed [4,11,23,24]. Furthermore, concerning image pro-
cessing, studies have been conducted to improve the image registration accuracy [11,25–27].

In the process of 3D modeling using UAVs, the efficiency of both image acquisi-
tion and image processing closely depends on the flight planning stage, including path
planning [11,18,22]. The optimal flight path of a UAV varies depending on the object’s struc-
tural characteristics and the surrounding environment [1,19–22]. As a result, the optimal
flight path cannot be applied to all target objects, and path planning remains dependent on
the operators’ skill level. While operators cannot check the quality of the 3D model during
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the flight path-planning process, they can create a 3D model through image processing
after acquiring an image along the planned flight path. If the quality of the 3D model does
not satisfy the requirements, the operator should repeat the same process of flight planning,
aerial image acquisition, and image processing until the model quality is satisfactory. This
entails the repeated expenditure of time and money. A simulator that allows the operator
to estimate the quality of the model in advance during the planning stage is required to
reduce these unnecessary expenses.

While various simulators have been developed for UAV aerial photogrammetry, they
still have some limits. Some, for example, support only nadir photogrammetry above the ob-
ject, but not oblique photogrammetry alongside the object [28,29]. Others can plan the path
automatically but cannot check the quality of the outcome without real flight [16,29–32].
Most of the simulators are in this category, such as Pix4D, Map Pilot, Atlas Flight, Tap2Map,
UgCS, Mission Planner, APM Planner as well as MAVProxy. These simulators are incapable
of detecting shaded areas or need a real flight to detect shaded areas. Some are limited
in their ability to secure exact spatial objects for simulation [4,33,34]. DJI GS Pro and
Drone Harmony are in this category. Therefore, it is difficult to find a simulator that can
automatically design the path and check the quality of the 3D model from the planning
step without actual flight [35].

To overcome these limitations, Kim et al. developed a simulator that can plan the
flight path and check the shading area of a 3D model in advance [36,37]. The simulator
can check the quality of the 3D model before flying and supports both nadir and oblique
shooting. Its efficacy has also been reported in a previous study [37]. This study focused on
the developed simulator’s operational algorithm and the implementation of its functions.
However, the validation was limited to its implementation; an examination of the algorithm,
a mathematical model that serves as the simulation’s foundation, or its proper operation
was not included. Therefore, the performance of the simulator was not evaluated.

As a result, despite the increasing demand for 3D modeling and need for UAV pho-
togrammetry for efficient 3D modeling, the lack of development and verification of an
appropriate simulator greatly hinders the utilization and advancement of UAV photogram-
metry. Therefore, in this study, we developed and validated a UAV photogrammetry
simulator that can calculate modeling resources, detect shaded areas, and estimate the
quality of the output.

1.2. Objectives and Scope

The purpose of this study is to develop and validate a UAV photogrammetry simulator
for 3D modeling. The specific objectives of this study are the development of a UAV
simulator for 3D modeling and validation of the developed simulator. The scope of this
study does not include verifying the simulator’s efficiency.

2. Materials and Methods

To develop and validate the simulator, it is necessary to clearly define the functions
to be established, validation items, and the process that can represent the performance.
Furthermore, the performance indicators for validation should be valid and objective.
Figure 1 shows the procedure used in this study.

2.1. Development of UAV Photogrammetry Simulator for 3D Modeling
2.1.1. Target Function

To develop the simulator, target functions were set as the requirements, and the user
interface and user experience were designed. The main purpose of the simulator is to
develop an optimal flight plan. To achieve this objective, the simulator should correctly
choose waypoints to meet quality indicators, such as the ground sample distance (GSD)
and overlap, and should make the operator check the output quality. Table 1 demonstrates
the essential functions of the simulator and details of each function.
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Table 1. Functions and details for the UAV photogrammetry simulator.

Function Detail

Layer control • Layer pan/tilt/zoom

Shape file control • Shape file import

2D/3D map synchronization • 2D/3D map synchronization

Map control • Map pan/tilt/zoom

Point cloud control • Point cloud import

Path generation

• Path layer generation

• Automatic altitude measuring

• Parameter setting

• 2D/3D path visualization

Flight simulation • Simulation according to generated path

• Path export as a mission file or a waypoints file

Shaded area detection
• Z-buffer ray generation

• Visual analysis

2.1.2. Architecture

The basic structure of the simulator follows the one reported by Kim et al. [36,37]
because it is the most recently developed simulator and the only one designed specifically
for shaded area detection. The system architecture was designed as shown in Figure 2. It
consists of a component to use the map service of the portal, database storing information
on other spatial information, actual UAV hardware or software in the loop (SITL), and
a simulator.

The portal map service module refers to the map service provided by portals, such
as V-world, Naver, and Daum in the form of a tile map. The corresponding map service
is called through the Portal Map Connector. The database stores spatial information,
including two-dimensional (2D) geographic information system (GIS) data, raster data,
3D model data, and metadata, which are not provided by the portal services, to manage
the data. The simulator can be applied to an actual or virtual UAV. When applied to an
actual UAV, the simulator transmits route information to the UAV using the Micro Air
Vehicle Link (MAVLink) protocol. The UAV moves along the route information and sends
a log recording the actual photo-taking progress to the simulator. In the case of using a
virtual UAV through SITL, the route is transmitted through the MAVLink protocol and the
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recording log is also transmitted. However, because this is performed through a virtual
UAV rather than a real one, a MAVLink converter is used instead of the MAVLink interface.
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The simulator uses the portal map connector to import spatial information from the
portal and the XDO converter to convert V-world XDO files. The GIS data imported from
the portal and those from the database are displayed on the screen in 2D and 3D form using
the 2D map viewer and 3D map viewer. Before proceeding with flight simulation, the flight
area of interest is set through GIS data management, and the UAV profile is applied through
the UAV profile manager. The actual UAV flight is performed by the waypoint manager,
and the UAV is simulated by the SITL connector and the Ground Control Station Simulator
(GCS-S) executer. The simulator can detect the shaded area through GCS-S analysis.

2.1.3. Development Environment

A development environment was established for functional development. Because
the simulator developed in this study is based on the Windows operating system, the
development environment was established in Windows 10 pro, Microsoft, U.S.

Open Scene Graph was used as a tool to visualize 3D spatial objects, and Potree was
used for point clouds. Open Scene Graph is an open-source, high-performance 3D toolkit
used by application developers in fields, such as visual simulation, games, virtual reality,
scientific visualization, and 3D modeling. It is developed using standard C++ and OpenGL
and works on all Windows platforms and other platforms. The simulator developed in this
study was created with C++, Delphi, and OpenGL.

2.1.4. Automatic Path Planning for Flight

The simulator automatically creates a path to fulfill output qualities such as GSD,
forward overlap, side overlap, and camera tilt with respect to focal length, sensor size, and
image size. Figure 3 illustrates the process of automatic path planning and the parameters
used in nadir and oblique photography. The path planning process comprises creating a
convex polygon, determining the distance from the object, determining the course, and
determining the shooting waypoints. The path design requires the following inputs: Object
model, GSD, focal length, sensor size, image size, forward overlap, side overlap, and
camera tilt.

In the creating a convex polygon step, the built polygon is made convex by filling
the concave part of the 3D model. UAVs find it difficult to access the concave parts, and a
risk of accidents exists. Thus, the polygon is converted to convex to prevent accidents in
real flight.



Appl. Sci. 2022, 12, 4454 5 of 17Appl. Sci. 2022, 12, x FOR PEER REVIEW 5 of 18 
 

 
Figure 3. Overall process of automatic path planning in the simulator. 

In the creating a convex polygon step, the built polygon is made convex by filling the 
concave part of the 3D model. UAVs find it difficult to access the concave parts, and a risk 
of accidents exists. Thus, the polygon is converted to convex to prevent accidents in real 
flight. 

Figure 4a illustrates the flight path in nadir photography; the nadir path follows the 
zigzag shape on a plane with a certain distance D from the top of the object. Figure 4b,c 
demonstrate the oblique path that has a buffer distance D from the convex polygon of the 
object while moving floor by floor. For both nadir and oblique photography, Dm is the 
distance between the photo-taking points within the same strip, and Ds is the distance 
between the strips. 
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Figure 4a illustrates the flight path in nadir photography; the nadir path follows the
zigzag shape on a plane with a certain distance D from the top of the object. Figure 4b,c
demonstrate the oblique path that has a buffer distance D from the convex polygon of the
object while moving floor by floor. For both nadir and oblique photography, Dm is the
distance between the photo-taking points within the same strip, and Ds is the distance
between the strips.

The distance between the object and UAV is calculated to determine the distance from
the object step using focal length, sensor size, and image size. The distance D is given by
Equation (1), where s is the length of the sensor, G is the GSD, f is the focal length, and p is
the number of pixels.

D =
G· f ·p

s
(1)

In the course setting stage, the interval between two consecutive strips is determined.
The strip direction in nadir photography is the same as the UAV’s yaw direction. Therefore,
the x-axis component of the camera, the width of the sensor (sw), the focal length in the
x direction (fx), the distance (D) from the object, and the side overlap (as) are used. The
distance (Ds) between strips in the nadir is given by Equation (2).

Ds = D
sw

fx
(1 − as) (2)

In oblique photography, the strip direction is perpendicular to the UAV’s yaw direction.
Thus, the y-axis component of the camera, the height of the sensor (sh), the focal length in
the y direction (fy), the distance (D) from the object, and the side overlap (as) are used. The
distance (Ds) between strips in the object is given by Equation (3).

Ds = D
sh
fy
(1 − as) (3)
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If visual line of sight (VLOS) flight should be applied, the minimum height (Hs) from
the land surface can be set to secure the sight. In this case, the minimum height (Hs) can be
higher than the object height.

In the waypoints stage, the waypoint is determined within the strip according to the
set forward overlap, which is perpendicular to the side overlap. The UAV takes images
according to the set interval (Dm) along the strip. In nadir photography, the height of the
sensor (sh), the focal length in the y direction (fy), the distance (D) from the object, and the
forward overlap (af) are used to determine the interval (Dm) between waypoints along the
strip, as given by Equation (4).

Dm = D
sh
fy

(
1 − a f

)
(4)

Similarly, in oblique photography, the width of the sensor (sw), the focal length in the
x direction (fx), the distance (D) from the object, and the forward overlap (af) are used to
determine the interval (Dm) between waypoints along the strip, as given by Equation (5).

Dm = D
sw

fx

(
1 − a f

)
(5)

2.2. Validation Methodology
2.2.1. Validation Procedure

Before the validation, validation items that can demonstrate the performance of the
simulator and be proven objectively were set. While all target functions operate correctly as
designed, some functions related to the numerical outputs should be validated in terms of
accuracy. To validate the functions, indicators are set by each function, as listed in Table 2.
The functions to be assessed are path planning, flight simulation, and shaded area detection
because these are closely related to the main purpose of the simulator and are crucial in
flight planning.
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Table 2. Functions and indicators for validation of the simulator.

Function Indicator

Path planning
• GSD accuracy
• Overlap accuracy

Flight simulation • Image coincidence rate

Shaded area detection • Shaded area detection accuracy

Figure 5 shows the validation process, which is conducted by comparing real and
virtual flight data and comparing the estimated and real outputs. Because flight simulation
and shading area detection can be performed after path planning, validation of the flight
simulation and shading area detection were conducted after validation of the path planning.
The performance validation of each function can be quantified using the corresponding
performance indicators. Each indicator is designed to be easy for users to understand.
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2.2.2. Validation of Path Planning

As the path is planned after setting the GSD and overlap as the targets, the image
obtained during real flight using the designed waypoints must satisfy them. To verify this,
the GSD and overlap are investigated.

The GSD of the image captured in real flight was compared with that set as the target.
Because of the characteristics of the object, depth exaggeration may occur, causing the GSD
to change. To remove this exaggeration, an area of interest (AOI) was defined in the object
and the GSD for the area was calculated. GSD was computed in both the vertical and
horizontal directions because the GSD of the horizontal axis and that of the vertical axis are
different.

Figure 6 illustrates line segment lk of length Lk captured. If lk has a length of pxk in
the horizontal direction and pyk in the vertical direction in the image, as shown in Figure 6,
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and the GSDs in the horizontal and vertical directions are Gx and Gy, respectively, then the
relationship between them is

Gx2·pxk
2 + Gy

2·pyk
2 = Lk

2 (6)
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If the width and height of the sensor are sw and sh, respectively, and the pixel width
and height of the image are pw and ph, respectively, then the relationship between Gx and
Gy is given by Equation (7). From Equations (6) and (7), the GSD can be calculated in each
direction.

Gy =
sh
ph

pw

sw
Gx (7)

The overlap in the captured image during real flight is compared with the overlap
set as the target. As in the GSD examination, owing to the characteristics of the object,
depth exaggeration may occur and change the overlap. To remove the exaggeration, an
AOI was placed in the object and the overlap for the area was analyzed. In this study, the
term “overlap” refers to both forward and side overlap. As a result, the examination was
conducted for two types of overlap.

2.2.3. Validation of Flight Simulation

In the validation of the simulation, the coincidence between one image captured by
the simulator and another captured by the actual flight is evaluated. This indicates the
accuracy of the acquired image in advance without actual flight in the field. Figure 7 shows
the measures used to estimate the coincidence.

In Figure 7, Is is an image obtained by the simulator, while Ir is an image obtained
by real flight. Both Is and Ir were captured at the same coordinates in the simulator and
during the actual flight. The sizes of the common area and Ir in square pixels are Ac and Ar,
respectively. The image coincidence rate Rc can be calculated using Ac and Ar after image
matching and transformation using the feature points in the common AOI.

Rc =
Ac

Ar
(8)

2.2.4. Validation of Shaded Area Detection

The shaded area detection was validated by comparing the shaded area calculated
from the actual flight with that estimated by the simulator. The validation results were
obtained by comparing the sizes of the shaded area in the actual and virtual images. The
total surface area of the object (stotal), common shaded area (sc), shaded area determined
by the simulator (ss), and shaded area determined by the actual flight (sr) were used to
calculate type-I and -II errors. The relationships between these indicators are depicted
in Figure 8. Based on the area, the shaded area detection can be validated statistically
according to the equations provided in Table 3.
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Table 3. Comparison between real flight and simulator in the detection of shaded area.

Real Flight

Shaded Area
(sr)

Pictured Area
(stotal−sr)

Simulator

Shaded area
(ss)

True positive
(sc)

False-positive
(ss − sc)

Pictured area
(stotal −ss)

False-negative
(sr − sc)

True negative
(stotal − ss − sr + sc)

2.3. Materials

The simulator, testbed, scenario, and aerial imaging equipment are the main com-
ponents of the preliminary works and materials for the test. The simulator is the subject
of the validation, while the testbed, scenario, and aerial imaging equipment serve as the
experimental environment.

2.3.1. Testbeds

To validate the performance of the simulator, the testbed should satisfy the following
conditions:

• It must be in an area where aerial photogrammetry is feasible and simple to perform
• It must not be located in a prohibited or restricted zone
• An appropriate shading area should be located within the testbed
• It should be easy to obtain spatial information, such as drawings and 3D models, of

the testbed

The Geomexsoft office building (Figure 9a) and The Research Institute for Gangwon
building (Figure 9c) satisfy all the conditions; therefore, they were selected as testbeds.
The area surrounding Seo-myeon, Chuncheon-si, and Gangwon-do, where the targets are
located, is unrestricted for UAV photogrammetry. For validation, the testbed boundaries of
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the Geomexsoft office building (Figure 9b) and the Research Institute for Gangwon building
(Figure 9d) were obtained. To validate path planning, flight simulation, and shaded area
detection, the Geomexsoft office building was used. Similarly, to validate shaded area
detection, the Research Institute for Gang-won building was used.
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2.3.2. UAV, Digital Camera, and GCS

The simulator used in this study can export the flight waypoints in the mission format
of the mission planner or JavaScript object notation waypoint format of DJI. As a result,
a UAV and GCS that support these file types are required. To obtain nadir and oblique
images, the camera must be tiltable. As a result, the DJI Phantom 4 Pro was used in this
study. The specifications of the camera from web page [38] play an important role in
determining the flight path and are listed in Table 4. Aerial photogrammetry should follow
a path that is automatically generated by the simulator. Therefore, the GCS is prepared only
for emergencies, and does not perform any controls that affect the experimental results
during the flight and acquisition of images.

2.3.3. Scenarios

Two scenarios were set to validate the simulator. One scenario was created for ver-
ification and was run by adjusting the AOI, GSD, and overlap. The AOI for simulation
and performance validation is the Geomexsoft building which is one of the testbeds in
Figure 9a,b. During the flight, the AOI was easily discernible. GSD was chosen with the sur-
rounding environment in mind, and the overlap was optimized for aerial photogrammetry
for 3D modeling [11,23,24]. Table 5 lists the specified GSDs and overlaps.
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Table 4. Specification of the digital camera used in the test from [38].

Item Specification

CMOS 1”

Pixel Size 5472 × 3078

Focal Length 8.8 mm

ISO 100–3200 (Automatic)
100–12,800 (Manual)

Shutter Speed 1/2000–8 s (Mechanical)
1/8000–8 s (Electrical)

Table 5. First test scenario for the validation of the simulator.

Item Value

GSD 2 mm

Overlap
Forward overlap 80%

Side Overlap 60%

The second scenario was created to validate shaded area detection, comparing real
flight and virtual flight regardless of the simulator’s own path planning. In this scenario,
the flight path was automatically created by Pix4D using AOI, which is the Research
Institute for the Gangwon building (Figure 9c,d). The simulator imported the flight path
from Pix4D and detected shaded areas according to the path and flight environments.

3. Results

The validation tests were conducted in the testbed on 14 April 2021 and 25 September
2021 around the Research Institute for Gangwon building and the Geomexsoft office
building, respectively.

Figure 10 illustrates automatically generated waypoints and actual waypoints for both
scenarios. Both nadir and oblique photography were considered in the first scenario. Alter-
natively, only oblique photography was considered in the second scenario to emphasize
the validation of shaded area detection.

3.1. GSD Accuracy

Figure 11 illustrates part of the images used to analyze the GSD. Table 6 displays the
designed value, mean horizontal and vertical GSD, arithmetic mean of the GSD in both
directions, errors for each value, and standard deviations for each value.

Table 6. GSD accuracy of the simulator.

Horizontal Direction Vertical Direction Arithmetic Mean of
Both Directions

Designed value (mm) 2

Estimated value (mm) 2.1519 2.5500 2.3510

Error (mm) 0.1519 0.5500 0.3510

Error rate 0.0760 0.2750 0.1755
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3.2. Overlap Accuracy

Figure 12 shows part of the image registration performed to obtain the overlap. Image
registration was performed from multiple control points, and the calculated overlap in
both directions is shown in Table 7.
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Table 7. Overlap accuracy of the simulator.

Forward Overlap Side Overlap

Designed overlap (%) 80.00 60.00

Estimated overlap (%) 78.90 64.01

Error (%) −1.1 4.01

3.3. Image Coincidence Rate

Figure 13 demonstrates a sample of the image registration and coincidence rate calcu-
lation. Table 8 shows the coincidence results for the images.
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Table 8. Image coincidence rate of the simulator and real flight.

Mean Standard Deviation
Confidence Interval (95%)

Lower Limit Upper Limit

86.78% 5.00% 83.7% 89.9%

3.4. Shaded Area Detection Accuracy

Shaded area detection was analyzed after classification into four areas, as indicated
in Figure 8 and Table 3. The first area (stotal − ss − sr + sc) is the common unshaded
area observed in both the simulator and actual flight (Figure 14a). The second (sc) is the
common shaded area (Figure 14b). The third (ss − sc) is the area determined as shaded in
the simulator but not in the actual flight (Figure 14c). The final area (sr − sc) is an unshaded
area in the simulator but a shaded area in flight (Figure 14d).
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In the first scenario, the true-positive area, sc, is 51.36 m2; the true-negative area is
2151.49 m2; the false-positive area is 39.60 m2; and the false-negative area is 85.68 m2

(Table 9). Table 10 shows the index used to validate the shaded area detection.

Table 9. Size of each area (m2) of validation measured by the simulator and the real flight.

Scenario
Object
Surface
(stotal)

Common
Shaded Area

(sc)

Shaded Area in
the Simulator

(ss)

Shaded Area in the
Actual Flight

(sr)

1 2328.13 51.36 90.96 137.04

2 9839.68 247.72 384.97 611.24

Table 10. Shaded area detection performance of the simulator.

Index Scenario 1 Scenario 2

Accuracy 0.9462 0.9491

Precision 0.5646 0.6435

Recall 0.3748 0.4053

Specificity 0.9819 0.9851

F1-score 0.4505 0.4973

Table 9 shows the second scenario in which the true-positive area (sc) is 242.72 m2, the
true-negative area is 9190.19 m2, the false-positive area is 137.25 m2, and the false-negative
area is 363.52 m2. Table 10 shows the index used for validating the shaded area detection.

4. Discussion
4.1. Evaluation of Path Planning

The path is 3D and its constituent elements can be divided into 2D planar elements and
a one-dimensional (1D) elevation element. A 2D plane element can be evaluated through a
set overlap, and the 1D height element can be evaluated through a set GSD.

The analyzed GSD is close to the target value of 2 mm. The horizontal and vertical
dimensions of the GSD may differ depending on the size of the electronics and the number
of pixels in each direction. The GSD in the horizontal direction had an error of only 0.1 mm,
as shown in Table 6, and its error rate was 7.6%. Conversely, the vertical GSD was 1.4 times
greater than the horizontal GSD, and its error rate was 27.8%. The simulator sets the height
based on the horizontal GSD; therefore, the error arose from the difference in the physical
pixel size between the two directions.

There was a slight difference between the forward and side overlaps. The error was
small in the longitudinal direction and large in the transverse direction (Table 7).

4.2. Evaluation of Flight Simulation

The purpose of the simulator is to check the images captured in advance without
the cost of actual flight. According to this viewpoint, the difference between the actual
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and simulation images has a negative impact on the simulator’s validation. Because the
shooting plan calls for an 80% forward overlap and a 60% side overlap, the overlap should
be greater than 48% if the camera is directed correctly. In this experiment, the image
coincidence reached 86%, and it was at least 83.7% within the 95% confidence interval
(Table 8). However, in some images, there were angle differences between the simulation
and real images, as shown in Figure 13, which should be improved.

4.3. Evaluation of Shaded Area Detection

The shaded area detection is an important function that allows the quality of 3D models
to be estimated in advance without an actual flight. The validation results demonstrate that
the accuracy was more than 0.94 in both scenarios, which is an extremely high value. The
precision was no less than 0.565, which was higher than the recall (0.375 and 0.405) in both
cases. This means that there is a high likelihood that an area depicted as a shaded area in
the simulator will also appear as an actual shaded area, whereas the likelihood of an actual
shaded area being detected in the simulator is low. Therefore, there is little possibility that
the shaded area would not be detected by the simulator.

5. Conclusions

This study covers the development and the performance validation of a simulator that
can detect shaded areas for 3D modeling using a UAV.

Specifically, a simulator was developed and validated for path planning, flight sim-
ulation, and shaded area detection. It was determined that path planning operates in
accordance with the target GSD and overlap. Furthermore, it was confirmed that the
images obtained through flight simulation were substantially consistent with the images ob-
tained during the actual flight. Finally, it was demonstrated that the shaded area detection
function can be used to estimate the quality of the actual product.

Nevertheless, this study suffered from several limitations. First, the validation proce-
dure in this study is not independent of the UAV positioning. Second, to demonstrate the
reliability of the simulator developed in this study, it should be applied to various UAVs,
testbeds, and scenarios. Therefore, future research should also be conducted to overcome
these limitations.

This study has a significant potential impact in its development and application of
a novel methodology to develop and validate the simulator. Finding photogrammetry
simulators for UAV 3D modeling with shaded area detection is currently difficult. How-
ever, because of the benefits of UAV aerial surveying and the demand for 3D modeling,
simulation technology is expected to advance significantly. Therefore, it is necessary to
develop and validate various simulators in the future. The findings herein are expected to
have substantial influence in this regard.
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