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Abstract: Ptychography is a form of lens-free coherent diffractive imaging now used extensively
in electron and synchrotron-based X-ray microscopy. In its near-field implementation, it offers a
route to quantitative phase imaging at an accuracy and resolution competitive with holography,
with the added advantages of extended field of view and blind deconvolution of the illumination
beam profile from the sample image. In this paper we show how near-field ptychography can be
combined with a multi-slice model, adding to this list of advantages the unique ability to recover
high-resolution phase images of larger samples, whose thickness places them beyond the depth
of field of alternative methods.
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1. Introduction

Over the past decade, a particularly robust and simple form of lens-free coherent diffractive
imaging – ptychography [1] – has become widely practiced and experimented with by researchers
in various forms of microscopy, from visible light to UV, X-rays and electrons [2–5]. The x-ray
imaging community in particular have pioneered the method and it is now implemented at many
synchrotron facilities, where it has been effectively employed in a variety of applications, from
the identification of chromosome structures [6] to the reverse-engineering of integrated circuits
[7]. Ptychography is conceptually very simple: a target sample is illuminated by a coherent
radiation beam; the radiation is diffracted, generating an interference pattern which is recorded
by a detector placed some distance “down-beam”; the sample is translated through a grid of
positions to illuminate different, although substantially overlapping areas, resulting in a dataset
comprising many, often many thousands of diffraction patterns; and finally, iterative optimisation
algorithms exploit the redundancy introduced by the overlapping illumination areas to reconstruct
from the diffraction patterns a complex-valued image, whose amplitude maps the absorption and
whose phase maps optical path length variations across the sample.

Ptychography’s headline advantage is the ultra-high resolutions it can achieve, reaching deep
sub-angstrom levels in the electron microscope [8] and, in combination with tomography [9],
hitting isotropic 3D image resolution below 20 nm [10]. These remarkable resolutions are,
however, limited to small, optically thin samples, because, like traditional forms of microscopy,
ptychography requires that the entire sample thickness lies within the Depth of Field (DoF) of
the imaging system; thicker samples cause ptychographic algorithms either to fail completely or
to heavily distort the reconstructed image. Several researchers have approximated the maximum
sample thickness, Tmax , to which ptychography can be reliably applied, both theoretically and
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experimentally [11–13]. The general relationship they agree on is given by Eq. (1):

Tmax ≤
cδr

2

λ
. (1)

Here δr represents the image resolution, λ is the beam wavelength and c is a constant, variously
reported to have a value from 1 [12] up to 5.4 [13]. Regardless of this scale factor, the thickness
limit of Eq. (1) becomes increasingly severe as the target resolution drops. In X-ray ptychography,
for example, even at hard x-ray energies Tmax falls into the 100’s of micron range as the resolution
goes beneath 100 nm. This trade-off between thickness and resolution poses a particular problem
for ptycho-tomography applications aiming to obtain statistically significant amount of data from
meaningful sample volumes, for example mapping connections in brain tissue, where neurons
only a few tens of nanometers in diameter can extend over hundreds of microns [14,15].

One way to overcome sample thickness constraints in ptychography is to incorporate a multi-
slice model into the reconstruction algorithm [11,16]. A multi-slice model approximates the

Fig. 1. A schematic illustration of the multi-slice reconstruction process. A sample of
thickness T is modelled by thin slices, each of which represents part of the sample volume
– the multi-slice algorithm solves for these slices, as well as the illuminating cone beam
wavefront. (a) The algorithm first approximates the wavefront incident upon the detector
via a chain of multiply-propagate steps through the slices, using current estimates of the
illumination wavefront and the slice contents. (b) This wavefront is modified to match the
recorded diffraction data and the result then back-propagated through the slices one by one,
updating the slice contents and the illumination wavefront at each step.
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interaction of a thick sample with a beam of coherent radiation by slicing the sample volume
into a series of 2D planes perpendicular to the beam’s direction of propagation, as shown in
Fig. 1(a). Passage of an X-ray beam through the slices is computed by multiplying the first (most
up-beam) slice by the incident illumination wavefront, to model its interaction with that volume
of the sample, then propagating, as if through free-space, to the second slice, and so forth in
a series of multiply-propagate steps until the final (down-beam) slice is reached. Multi-slice
ptychographic algorithms pass estimates of the illumination wavefront and the contents of each
slice through this forward model, revise the resulting estimate of the wavefront incident on the
detector to agree with the measured data, then reverse the multi-slice process as shown in Fig. 1(b)
– back-propagating to each slice in turn and updating the wavefronts and slice contents along the
way, via update equations identical to those used in conventional ptychography [17]. For samples
whose thickness exceeds that dictated by Eq. (1), the multi-slice model is considerably more
accurate than the standard multiplicative approximation used by 2D ptychography, which can be
thought of as the reductive case of a multi-slice model with only a single slice. Incorporating
this more accurate model within ptychographic algorithms has extended DoF by an order of
magnitude, with visible light, X-rays and in the electron microscope [18–22].

To date, the multi-slice method has been applied only in the far-field diffraction regime; our
experiments here investigate the application of the multi-slice method to near-field diffraction.
Unlike far-field ptychography, where a small, localised patch of illumination is used to ‘probe’ the
sample, near-field ptychography utilises a beam modulator, or diffuser, to generate a speckle-like
pattern that flood-illuminates the sample [23]. Whilst operating in this near-field regime does
not offer the extremely high resolution of the far-field method, it does provide two benefits.
First, a large field of view can be captured from data comprising only twenty or so diffraction
patterns, compared to many hundreds or thousands for far-field ptychography. (This is especially
advantageous for ptycho-tomography, where data collection in the far-field can take many hours.)
And second, the dynamic range requirement of the detector can be reduced because there is
no huge central diffraction peak in the data. These benefits, and several different experimental
configurations for near-field ptychography, have been reported across the wavelength spectrum
[24–26].

In this paper, we first introduce an adaptation of the original multi-slice ptychographic
algorithm, 3PIE [16], for use in the near-field. We then report results from proof-of-principle
experiments using visible light laser illumination, before translating our findings from the optical
bench to the I13 coherence beamline at the UK’s Diamond Light Source [27].

2. Near-field ptychography using a cone beam

X-ray near-field ptychography was first demonstrated by Stockmar and colleagues [23], who
used a cone beam of illumination modulated by a diffuser (a piece of sandpaper) to generate a
structured, expanding wavefront incident on a Siemens star test sample, as illustrated in Fig. 2(a).
In this geometry, the beam propagates a distance z1 from the cone apex (at the focus of up-beam
optics) to the sample, passes through, and propagates a further distance z2 to a detector. The
detector records the resulting diffraction pattern, which in this regime extends across its entire
width, D. As with conventional ptychography, a full near-field ptychographic data set comprises
a series of these diffraction patterns, collected over a grid of sample positions; work by Clare et

al. studied the technique in detail, assessing the effect of diffraction pattern speckle size and
different position grids on eventual image quality [28].

The iterative algorithms that reconstruct images from data collected in this cone beam geometry
require an appropriate forward model of the experiment, for which these early researchers enlisted
help from the Fresnel scaling theorem (FST) [29]. The FST shows that, subject to the paraxial
approximation, the cone beam geometry produces data identical to an equivalent experiment
where the incident beam is assumed planar, rather than curved, as shown in Fig. 2(b). In this
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Fig. 2. Two equivalent plane-illumination models for the cone beam geometry. a) the
cone beam arrangement: the detector is of width D, d is a representative distance at the
sample surface, z1 is the distance from the cone beam focus to the sample, and z2 is the
distance from the sample surface to the detector. b) provided the small angle approximation
is valid, the cone beam can be modelled by an equivalent plane-illumination setup, where
the detector is imagined to be smaller and positioned nearer to the sample. Both the detector
and the sample-detector distance are scaled down by the geometric magnification, given
by M0 =

z1+z2
z1

. c) a second entirely equivalent plane-illumination setup imagines the
sample-detector distance and the sample itself are scaled up by the same factor, M0.

plane-illumination geometry, both the distance from the sample to the detector, z2, and the size
of the detector, D, are shrunk by the geometric magnification, M0, of the cone beam, where:

M0 =
z1 + z2

z1
=

ztot

z1
. (2)

This equivalence means that, as far as the reconstruction algorithm is concerned, it is as if the
experiment were carried out with a structured, but flat (non-expanding) source of illumination
and with a smaller detector placed closer to the sample. This is a straightforward model to
implement digitally since it avoids the need to explicitly sample the beam curvature, which can
cause aliasing. With the help of the FST, conventional ptychographic algorithms can reconstruct
images from cone-beam data with only three minor modifications:

1. Replace the conventional far-field propagation model (a single FFT) with a two-FFT
angular spectrum propagator [30],

2. Reduce the propagation distance used in that propagator by a factor of M0, from z2 to z2
M0

,

3. Model the smaller camera by reducing the pixel pitch used in the reconstruction from dc,
the real-world pixel pitch of the detector, to dc

M0
.

The first of these changes requires some small code changes to the algorithms, but the second
and third are pre-processing steps requiring only changes to the algorithm input parameters.

Importantly for our work here, there is a less well-known second equivalent plane-illumination
geometry, shown in Fig. 2(c). Here, rather than shrinking the detector, the sample is expanded by
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M0, and rather than reducing the sample-detector distance, z2, it is increased by the same factor:
it is now as if the experiment were carried out with a larger facsimile of the sample, placed further
away from the detector. This second equivalent geometry requires similar minor adjustments to
conventional ptychographic algorithms:

1. Replace the conventional far-field propagation model with the angular spectrum propagator
as before,

2. Increase the propagation distance used in that propagator from z2 to z2M0,

3. Use Eq. (3) to convert the scan positions measured from the sample translation stage, rx,y

(in metres), to pixel offsets rm,n in the matrix representing the reconstructed sample image:

rm,n =
M0

dc
rx,y. (3)

Again, the first requirement involves small changes to the code whilst the second and third
only involve changes to the algorithm input parameters.

There are no computational differences between the two methods of implementing the FST
– their propagation kernels and thus their outputted images are identical. Only the frame of
reference changes, with the first method using the sample as the reference frame and the second
using the detector. This is inconsequential for 2D ptychography, but when it comes to multi-slice
ptychography the less well-known method of keeping the detector as the fixed frame of reference,
and therefore not having to change the pixel pitch, will prove easier to implement.

3. Multi-slice algorithm for the cone beam geometry

To adapt multi-slice ptychography for the cone beam geometry the FST must be used to propagate
not only from the sample to the detector, as in the 2D case discussed in Section 2, but also between
the slices in the multi-slice model. This additional deployment of the FST is made complicated
by the changing geometric magnification within the sample thickness: the magnification is higher
for the up-beam face of the sample, closest to the cone beam focus, decreases within the sample
volume, and reaches a minimum at the down-beam face, closest to the detector. Application of
the FST must therefore use a slightly larger magnification at the first slice than at the second slice,
and so forth. It is possible to do this through an extension of Fig. 2(b) to the multi-slice case
[31], but this involves re-interpolating the wavefronts at each slice of the object to accommodate
the changing magnifications. Instead, a simpler approach extends Fig. 2(c) to implement the
multi-magnification FST, through the equivalence of the two geometries shown in Fig. 3.

Figure 3(b) shows an equivalent three-slice model of the actual experimental geometry in
Fig. 3(a), where the slices are located at the down-beam face of the sample, a distance z2 from
the detector; an arbitrary distance dz up-beam from this; and at the up-beam face of the sample, a
distance z2 + T from the detector and a distance z1 − T from the cone apex. The magnification at
the down-beam face is M0, given by Eq. (2) as it was for the 2D case. The magnification of the
slice located dz meters up-beam of this face is given by Eq. (4):

Mdz =
z1 + z2

z1 − dz
=

ztot
ztot

M0
− dz

, (4)

with the magnification at the down-beam slice calculated by substituting dz = T .
Within the sample, the z-axis of the model in Fig. 3(b) is stretched non-linearly, such that the

physical distance between two adjacent slices in the multi-slice model increases by the product of
the magnifications of each slice. For example, illustrated in the Figure are two slices located
z2+dz and z2+T up-beam of the detector. The physical distance between these slices is T−dz and
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Fig. 3. An equivalent plane-illumination model when the sample is thicker than the depth
of field. a) shows the experimental setup, the sample thickness is T, the detector is of
diameter D, d is a representative distance on the down-beam face of the sample, rx is an
example sample translation between positions in the ptychographic scan, which moves the
sample to the location shown by the dotted line. z1 is the distance from the cone beam
focus to the down-beam face of the sample and z2 is the distance from the down-beam
face to the detector. b) shows an equivalent plane-illumination model for a), incorporating
the change in magnification within the sample volume. The distance from the detector to
the down-beam sample face is multiplied by the base geometric magnification M0. The
sample itself is imagined to be stretched both laterally and axially as shown, reflecting
the magnification changes within the sample volume. The model incorporates parallax by
scaling the ptychgraphic scan translations by the magnification at different planes, as shown
by the translation vectors to the right and the dotted outline.

the magnifications of the slices are calculated from Eq. (4) as Mdz and MT : the model therefore
implements the FST by stretching the intervening distance to (T − dz)MTMdz. This model is
consistent with the usual 2D near-field model shown in Fig. 2, in that any one of the slices in
the model can be chosen and the rest of the slices “deactivated” (maintained as free-space or
matrices of ones in the algorithm) and the result is the same as for one of the 2D algorithms,
albeit with the propagation to the detector broken into several sub-propagations.

Making use of the equivalence in Fig. 3, similar adjustments to those used to convert
conventional 2D ptychographic algorithms for cone-beam near-field data also apply to the
multi-slice case. The adjustment steps now are as follows:

1. As with the 2D modifications, use the angular spectrum propagator to propagate from the
down-beam face of the sample to the detector,

2. Increase the propagation distance used in that propagator from z2 to z2M0,

3. Multiply the propagation distances between adjacent slices in the multi-slice model by the
product of the magnifications of the two slices,

4. Set different magnifications for each slice of the multi-slice model by converting the
measured sample positions, rx,y, to pixel offsets, rk,m,n, that are different for each of the
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k = 1 . . .K slices. These offsets are calculated according to Eq. (5):

rk,m,n =
Mk

dc
rx,y, (5)

where Mk is the magnification at the plane of the kth slice, given by substituting the
corresponding slice position, dz, into Eq. (4).

Again, step 1 requires minor modification of the code, but steps 2-4 are preprocessing steps and
only require changes to the input parameters to the 3PIE algorithm; once these pre-processing
steps are carried out, the algorithm proceeds exactly as outlined in Fig. 1 and as detailed in the
original work [3]; alternative multi-slice ptychographic reconstruction algorithms can also be
modified in the same way to accommodate the cone beam geometry [11].

4. Results

4.1. Optical bench experiment and results

As an initial test of the multi-slice, near-field method and of the reconstruction algorithm outlined
in Section 3, we carried out experiments on the optical bench setup shown in Fig. 4. Here the
cone beam illumination is generated by a collimated laser beam passed through a microscope
objective lens, with structure imparted to the beam using a scotch tape diffuser. This structured
cone beam illumination wavefront, recovered during the reconstruction process, is shown in
the bottom right corner of the Figure. Having passed through the thick sample, the wavefront
propagates to the detector, which records diffraction patterns at a series of different sample
positions. An example diffraction pattern is shown in the top left corner. The test specimen

Fig. 4. A multi-slice optical ptychography setup. The beam from a fibre laser passes
through a collimating lens, then a diffuser before hitting the inverted objective lens. The
objective focuses the beam to a point, and from there the structured wavefront expands as
it propagates a distance z1 to arrive at the sample of thickness T, which is mounted on a
motorised translation stage. After passing through the sample the wavefront then propagates
a distance z2 to the detector. An example of a 2048× 2048 pixel diffraction pattern collected
from the setup is shown top left, and the structured illumination wavefront, recovered during
the reconstruction process, is shown bottom right.
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in these optical bench experiments was a set of bee’s hind legs, approximately 250 µm thick,
mounted on a standard optical microscope slide and covered by a coverslip. 100 diffraction
patterns were collected using a spiral scan pattern [32] with a linear overlap between adjacent
scan positions of 90%. Complete experiment details can be found in the Methods section.

Fig. 5. An example of a 6-layer phase image multi-slice reconstruction using the 3PIE
algorithm, the sample is a bee’s leg. (a-f) show the slices moving progressively up-beam,
from furthest from the camera in (a) to nearest the camera in (f). The lower images in each
panel show blow-ups of the areas in the red boxes. The phase ranges have been clipped in
these images to enhance contrast.



Research Article Vol. 31, No. 10 / 8 May 2023 / Optics Express 15799

Feeding the bee leg data from the optical bench setup to the 3PIE algorithm, adapted as set
out in Section 3 and using six slices spaced 45 µm apart, produced the reconstruction shown
in Fig. 5. Figure 5(a)-(f) show the reconstructed phase images from the six slices: Fig. 5 is
up-beam, furthest from the camera, progressing through to Fig. 5(f) closest to the camera. From
these images, and the accompanying zoomed-in inset images, it is clear that different features of
the bee’s leg are separated axially between the slices, indicating that the sample is thick enough
to warrant the use of multi-slice ptychography for the reconstruction. This agrees with Eq. (1),
which, assuming a best-case image resolution of double the pixel spacing in the reconstruction
(3.61 µm), suggests a DoF of between 20-100 µm, depending on the constant c.

Fig. 6. A comparison of multi-slice and single-slice reconstructions. (a) summed phase of
the three slices from the 3PIE reconstruction. (b) comparative single slice phase image.

Fig. 7. The summed phase images from 6-layer multi-slice reconstruction of the bee’s
leg data, using different numbers of diffraction patterns. (a) using 50 diffraction patterns
and 500 iterations of the algorithm; (b) using 25 patterns and 1000 iterations; (c) using 15
patterns and 2000 iterations.
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To highlight the improvement in DoF of the 3D method compared to conventional near-field
ptychography, we combined all six layers of the multi-slice reconstruction together by taking
the pixel-wise product of all the slices. (Note: this is effective only if the pixel offsets, rk,m,n,
for each slice in the reconstruction all share the same mean centre-point, otherwise the slices
do not align when the product is taken.) The resulting phase image (the sum of the phases of
the six slices) is shown in Fig. 6(a). This phase image is equivalent to a cone beam projection
of the sample, where the diffractive, out-of-focus features that would usually be expected for
a sample of this thickness have been removed by the multi-slice reconstruction. To highlight
this, the phase image resulting from processing the same data using the same algorithm, but
employing only a single slice, is shown in Fig. 6(b): although image quality is reasonable here,
closer inspection shows that the multi-slice image exhibits much better focus across all features
compared to the 2D phase image.

Using the same bee leg data and parameters, we also investigated the minimum number of
diffraction patterns required for successful image reconstruction. Since the data were collected
using a spiral scan pattern, we reduced the number of patterns by simply discarding the outer
loops of the spiral, reducing the number of patterns to 50 (Fig. 7(a)), 25 (Fig. 7(b)) and 15
(Fig. 7(c)). The results show that, for a six-slice reconstruction, effective multi-slice imaging
is possible with as few as 15 diffraction patterns. Although considerable noise is introduced at
this extreme, and it interesting to note that low spatial frequency content appears to reduce in
contrast, potentially as a result of the reduction in field of view for lower numbers of diffraction
patterns, the high DoF of the larger scan sizes is retained.

4.2. Multi-slice near-field ptychography using X-rays

X-ray experiments analogous to those conducted on the optical bench were carried out at the
I13-1 coherence branch of the Diamond synchrotron in the UK. A schematic diagram of the
experimental setup is shown in Fig. 8. The diffuser in these x-ray experiments was a piece of
paper, which resulted in diffraction patterns exemplified by the inset in the top left of the figure.

Fig. 8. Experimental set up at the Diamond Light Source I-13 beamline. z1 is the distance
from the zone plate focus to the front of the sample; T is the sample thickness; and z2 is
the distance from the front of the sample to the detector. An example 1024× 1024 pixel
diffraction pattern from the setup is shown in the top left corner.
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Fig. 9. Results from a calibration experiment of the X-ray near-field setup, using a
Siemens star test sample. (a) the reconstructed phase image of the sample, showing also
a phase-boosted zoom of the area in the red box. (b) a colour-wheel representation of
the reconstructed illumination wavefront, where colour indicates the phase and brightness
indicates the amplitude of the reconstruction.

Fig. 10. A 2-layer 3PIE reconstruction of a sample comprising two Kaptan films populated
with microspheres and separated by a 1 mm airgap. (a) and (b) phase images of the two
slices, where (a) is the up-beam plane and (b) is the down-beam plane. (c) pixel-wise sum of
the multi-slice layers. (d) the corresponding single-layer reconstruction.
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Fig. 11. A 2-layer 3PIE reconstruction of a sample comprising two Kaptan films populated
with microspheres and separated by a 0.5 mm airgap. (a) and (b) phase images of the two
slices, where (a) is the up-beam plane and (b) is the down-beam plane. (c) pixel-wise sum of
the multi-slice layers. (d) the corresponding single-layer reconstruction.

Compared to the optical bench work, the available flux here was lower because of losses in the
zone plate and the scintillator, and diffraction data suffered from high noise and low counts
(reducing from >10000 per pixel to <1000 per pixel). Diffraction patterns that just filled the
detector, and did not extend beyond it, gave the best compromise between flux and field of view.
Full experimental details are provided in the Methods section.

A Siemens star sample was used initially to calibrate and optimise our setup. The best phase
image from these initial 2D experiments is shown in Fig. 9(a), together with a contrast-boosted
zoom-in that indicates a resolution of just below 200 nm. The corresponding reconstruction
of the structured cone beam is shown in Fig. 9(b), showing the speckled phase (colour) and
amplitude (brightness) introduced by the diffuser and the hollow donut centre resulting from the
up-beam central stop.

Having determined from the Siemens star tests the geometry, resolution and magnification
(M0 = 14) of the setup, we next replaced the star with various thicker samples. Two double-layer
samples were made to test the DoF. The first sample comprised two thin Kaptan film membranes,
separated by 1 mm using a metal washer and populated with hollow latex spheres of mixed
diameters. Due to the sample’s thickness and inaccuracies in its positioning in the beam, the
geometric magnification in this experiment was M0 = 13.6, slightly lower than for the Siemen’s
star setup, but data was collected in an identical manner. The 3PIE reconstruction, using two
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Fig. 12. Reconstruction of microspheres embedded in paraffin, using a three-slice multi-slice
model with 1 mm separation between the slices. (a), (b) and (c): Phase images of each slice,
where (a) is the upper stream plane (b) is the middle plane and (c) is the down-beam plane.
(d) summed-phase projection of the three slices, with phase unwrapped. (e) single-slice
reconstruction, with phase unwrapped. The red boxes indicate areas where microspheres
have disappeared in the single-slice image.

slices spaced 1 mm apart to match the measured sample properties, is shown in Fig. 10(a)-(d).
As shown in Fig. 10(a) and Fig. 10(b), the reconstruction effectively separated the two layers of
balls. In fact, clear separation of the spheres is achieved within only a couple of iterations of the
algorithm, with full convergence observed after only 50 iterations. The thickness limit dictated
by Eq. (1) for this setup, with an X-ray wavelength of 0.124 nm and a resolution of 200 nm, is
between 0.31 and 1.6 mm. This indicates that the sample is near the limit of thickness for which
2D ptychography is effective but does not exceed it greatly; the clear depth separation of the two
layers is therefore unexpected, something we will discuss further in Section 5.

The two separate layers are combined by pixel-wise multiplication in Fig. 10(c) and for
comparison the same dataset reconstructed using only a single slice is shown in Fig. 10(d).
Although most features are still present in the 2D image, resolution is reduced considerably and
the whole image is blurred, implying that the effective reconstruction plane of the 2D image –
which is “chosen” by the algorithm in the sense that it is defined by the concurrent reconstruction
of the structured illumination profile –falls somewhere between the two Kaptan film layers. It
appears to be a trait of ptychography generally that blind recovery of the probe results in some
self-adjustment of the reconstruction plane, to a location that gives a best fit to the measured data.

To test the separation limit of our setup, we used the same method to make a second two-layer
Kaptan film sample, this time with a 0.5 mm separation – at the very lowest end of the DoF
according to Eq. (1). Diffraction patterns were captured in the same style, with a magnification
measured at M0 = 13.3 in this instance. The reconstruction results are shown in Fig. 11.
Reasonable separation of the two layers is still apparent in Fig. 11(a) and Fig. 11(b), although the
slices now exhibit noticeable cross-talk. These effects cancel each other out in the pixel-wise
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multiplication of the two slices shown in Fig. 11(c), to give a well-focussed 2D cone beam
projection, but there is now little to distinguish this image from the single-slice reconstruction of
Fig. 11(d). Again, the clear depth separation is surprizing, given that diffraction of the beam in
the space between the two film layers is now minimal, such that 2D ptychography provides a
well-focussed image – if diffraction within the sample volume can be neglected, where does the
depth information come from? We will discuss this further in Section 5.

We next tested our method on a continuous test sample, made by embedding the same latex
microspheres into a 2.5 mm-thick paraffin block. Diffraction data were collected in the same
manner, with a magnification of M0 = 13.6 in this instance. We used a 3-slice model to reconstruct
this data, where the separation distances were set to 1 mm to ensure the whole sample thickness
fell within the DoF of one of the slices. The reconstructed phase images of each slice and the
corresponding pixel-wise product of the slices are shown in Fig. 12. The phase images of the
three layers are shown in Fig. 12(a)-(c), where Fig. 12(a) is the up-beam layer, Fig. 12(b) is in the
middle and Fig. 12(c) is the down-beam layer. Sectioning of the spheres contained in the paraffin
into the different slices of the reconstruction is evident in these figures. The pixel-wise product
is shown in Fig. 12(d), and whilst the single-slice image of Fig. 12(e) at first glance does not
appear to differ greatly from the pixel-wise product, on closer inspection several microspheres,
especially those from the slice shown in Fig. 12(a), have all but disappeared from the 2D image
(as highlighted in the red boxes).

Fig. 13. Phase images of a three slice 3PIE reconstruction with a reduced number of
diffraction patterns. (a)-(c) phase images of each slice when using 49 diffraction patterns in
a 7× 7 grid; (d) summed phase of the three slices; (e)-(g) phase images of each slice when
using 36 diffraction patterns in a 6× 6 grid; (h) the summed phase; (i)-(k) phase images of
each slice when using 25 diffraction patterns in a 5× 5 grid; (l) summed phase.
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As we did with the optical bench experiments, we investigated the lower limit of diffraction
pattern number on the X-ray data. Figure 13(a)-(d) shows that when the diffraction pattern number
is decreased from 121 to 49 (a sub-set of the original data created by extracting the central 7× 7
scan positions), a relatively high-quality reconstruction is still achieved and there is no significant
information loss compared to the larger scan. A further reduction in the diffraction pattern number
to 36 still achieves some degree of separation in the slices, albeit with a significant increase in
noise. When the number of total diffraction patterns is reduced to 25, the reconstruction starts
to fail, especially for the two up-beam slices. Accordingly, the final summed-phase image also
shows poor quality. That this lower limit for the X-ray data is higher than it was for the optical
bench is not unexpected, given the relative increase in noise and lowering of flux.

5. Discussion and conclusion

On initial inspection, the depth separation achieved in our results appear to contradict Eq. (1) and
disagree with the literature on multi-slice ptychography in the conventional, far-field geometry.
Indeed, for the results presented in Fig. 11 the inter-slice separation can be set to zero, and the
two slices still separate out the microspheres effectively. The cause of this apparent discrepancy
is the geometric parallax of the cone beam: it is the way features in different axial locations move
relative to one another as the sample scans that dictates the minimum distance between slices for
which a degree of depth separation can be obtained. This minimum, Tmin , is dependent on the
change in geometric magnification between slices, as shown in Fig. 14. In the figure, thanks to
parallax the star feature, projected onto the plane of the square feature, moves a larger distance as
the sample is scanned through the beam. In the extreme case where the star is scanned from one
side of the beam to the other, its projection must move at least a resolution element further than
the star in order that some depth information be encoded in the recorded data. For this to be the
case the star slice must be separated from the square slice by a distance given in Eq. (6):

Tmin =
ztotδr

D
(6)

Where D is the diameter of the detector (or of the cone disc if its entirety falls within the detector
area), δr is the resolution, and ztot is the distance from the cone beam apex to the detector. Note
that this limit is governed by the convergence angle of the cone beam, which under the paraxial
approximation is D/ztot , and that it is independent of the wavelength. For the optical bench
experiments Eq. (6) gives Tmin = 11 µm, and for the X-ray experiments it gives Tmin ≈ 100
µm. These figures are the smallest possible slice separations for which some degree of depth
information is encoded in the diffraction data. Equation (6) is applicable only for the highest
resolution features in the sample volume and is contingent on the sample being scanned across
the entire beam diameter.

In practice, depth separation appears to be some small multiple of the extreme limit in Eq. (6)
and is likely sample- and setup-dependent. For the near-field X-ray setup, the minimum slice
separation is limited to ∼0.5 mm at an image resolution of ∼200 nm, around a factor of 5 above
the limit set by Eq. (6). From our results, if the slice separation is lower than this threshold the
multi-slice reconstruction does not provide significant benefit over single-slice, 2D imaging,
whilst for samples thicker than this, resolution and DoF are improved by using the multi-slice
method.

As well as demonstrating a good degree of depth sensitivity and extension of DoF, our work
on the optical bench and using coherent hard X-rays has successfully demonstrated multi-slice
near-field ptychography over large fields of view using as few as 15 diffraction patterns – a
considerable data saving over equivalent far-field ptychographic scans. Future plans include
increasing the beam convergence angle (replacing the zone plate with mirrors), investigating
different diffusers and their effect on slice separation and image quality, and optimising count
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Fig. 14. The minimum separation, Tmin, for which the recorded diffraction data contains
a degree of depth information can be estimated from a simple geometric consideration of
parallax. When the sample is translated by a distance D/MTmin, the star feature moves from
one side of the beam to the other. Its projection onto slice 2 initially lines up with the square
feature, but after the translation, the square has moved by the translation distance D/MTmin

but the projected star has moved further, a distance D/M0. The difference between these two
distances is DTmin/z0 and this must exceed the lateral resolution δr if the start and square
are to be differentiated in depth. This leads to Eq. (6).

statistics in the X-ray experiments to enable higher resolution and larger fields of view, whilst the
addition of modes and other refinements will be incorporated into the reconstruction algorithm.
Building on the recent demonstration of multi-slice ptycho-tomography at optical wavelengths
[33], we also hope to extend our work here to implement near-field multi-slice ptycho-tomography,
aiming to increase accessible sample volume and reduce the huge data sets that are currently
required.

6. Experimental methods

6.1. Optical bench setup

Experiments in the visible light regime were conducted on the optical bench setup of Fig. 4.
The system comprised a fibre-coupled laser with wavelength of 675 nm (THORLABS S1FC675
5 mW), a collimating lens and a microscope objective (40×, 0.75 NA, Olympus); a scotch tape
diffuser; a 3-axis linear translation motorised stage from Newport (M-VP-25XL-XYZR); and
an sCMOS camera with dynamic range of 16-bit and 2048× 2048 pixels on a 6.5 µm pitch
(PCO edge 4.2). The distance between the camera and the focal point of the objective lens
was approximately 4.08 cm. The distance between the camera and the sample was 2.98 cm,
giving a geometric magnification of M0 = 3.6 and leading to an effective pixel spacing in the
reconstruction of 1.80 µm. Four 0.5s camera exposures were averaged in the recording of each
pattern and a dark frame recording was subtracted from the data, with any negative-valued pixels
set to zero. The sample was translated through the structured beam in a Fermat Spiral scan
pattern [32] with a step size of 130 µm, equating to an linear overlap between scan positions of
95%.

Image reconstruction used the 3PIE algorithm with the additional steps listed in section 3 – full
implementation details of 3PIE are provided in the original paper [16], and MATLAB code is
available from Ref. [34]. All images were reconstructed with 500 iterations, with object update
coefficient α= 0.5 and probe update coefficient β=1. The single-slice images were reconstructed
using 500 iterations of the same algorithm employing three slices each time, but with only the
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middle slice allowed to update. The front and back slices were kept as free-space (unity matrices).
The slice separations were set so that the central slice was directly in the middle of the sample
volume.

6.2. X-ray experiments

The equipment configuration for the x-ray experiments was as shown in Fig. 8. The beam energy
was 9.7 keV corresponding to a wavelength of 0.124 nm. The beam was focused using a Fresnel
zone plate with a diameter of 180 µm and outer zone width of 50 nm, resulting in a convergence
angle of 2.6 mrad. The intense zero-order beam was eliminated by inserting a gold central stop.
A 20 µm order sorting aperture was placed further down-beam of the zone plate. A sheet of paper
approximately 1 cm up-beam of the zone plate acted as a diffuser to introduce a structured speckle
into the illumination. The detector (a PCO 4000) had a dynamic range of 5455:1 and a pixel
pitch of 9 µm. It imaged a scintillator through a microscope objective with a 20× magnification.
The sample was placed ∼2.5 cm (z1) from the zone plate focus and the scintillator was a further
∼32.5 cm (z2) down-beam. The resultant geometric magnification, M0 varied between 13-14 due
to slight changes in the sample position and its different thicknesses in the different experiments.
Its precise value was determined by trial and error during the reconstruction process. Low counts
meant that each diffraction pattern required an exposure time of 15 seconds and was binned by
a factor of 2 to 1024× 1024 pixels. A dark frame recording was subtracted from the data and
any negative-valued pixels set to zero. Due to the changes in geometrical magnification between
the different experiments the pixel pitches in the reconstructions ranged from 64–69 nm. All
diffraction data were collected using a raster scan with random offsets added to eliminate artefacts
that can arise with a periodic grid [32]. We calibrated the step size in the initial Siemens star
experiments and achieved best results with a step size of 10 µm (an overlap ratio between scan
positions of ∼86%), plus random perturbations to the regular grid of± 2.5 µm.

The two-layer sample was fabricated using a mixture of 2–20 µm hollow glass beads blown
on Kapton discs and mounted on both sides of washers that were 1 mm and 0.5 mm thick. The
continuous sample was made from paraffin wax melted on a hot plate in an aluminium foil
container mould at 70 degrees. A mixture of the same 2-20 µm diameter hollow glass beads were
gently stirred into the liquid paraffin wax until the mixture was evenly distributed, then the mould
was removed from the hot plate to cool down until solid. The paraffin block was afterwards
manually trimmed and shaped into a cuboid with 2.5 mm thickness.

All images were reconstructed with 500 iterations of the 3PIE algorithm, with object update
coefficient α and probe update coefficient β both set to 1. The 2D ptychography images were
reconstructed as for the optical bench data, using three slices, but with the front and back slices
held fixed as matrices of ones (representing free-space).

6.3. Aliasing

A useful guide when setting up the near-field experiments can be derived from the Nyquist limit
on the quadratic phase used to model the sample-to-detector propagation in Fig. 3(b). This places
a limit on the magnification that can be handled without aliasing in the model, given by Eq. (7):

M0<
Ndc2

λztot

+ 1. (7)

Here N is the number of rows/columns of pixels on the detector and dc is the detector pixel
pitch. For the optical bench setup, this gives, approximately, M0<4. For the X-ray setup, it gives
M0<20. In the original work by Stockmar on near-field ptychography, where the wavelength was
shorter and the detector pixels larger, they used a magnification of 24, whilst Eq. (7) gives a
maximum magnification of 61.
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