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Abstract: Millimeter and terahertz wave imaging has emerged as a powerful tool for applications
such as security screening, biomedical imaging, and material analysis. However, intensity images
alone are often insufficient for detecting variations in the dielectric constant of a sample, and
extraction of material properties without additional phase information requires extensive prior
knowledge of the sample. Digital holography provides a means for intensity-only detectors
to reconstruct both amplitude and phase images. Here we utilize a commercially available
source and detector array, both operating at room temperature, to perform digital holography
in real-time for the first time in the mm-wave band (at 290 GHz). We compare the off-axis
and phase-shifting approaches to digital holography and discuss their trade-offs and practical
challenges in this regime. Owing to the low pixel count, we find phase-shifting holography to be
the most practical and high fidelity approach for such commercial mm-wave cameras even under
real-time operational requirements.
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1. Introduction

Digital holography enables reconstruction of the phase of an electromagnetic field, using
detectors that are only responsive to intensity. The principle relies on recording the intensity
of the interference pattern created when an unknown field of interest interferes with a well-
characterised coherent reference beam. This interference pattern encodes the phase of the
unknown field, allowing it to be computationally reconstructed.

In the original realisation of holography by Gabor [1], the reference field was the unscattered
object illumination, limiting the technique to the study of small, weakly scattering objects.
Off-axis holography was later developed to address the limitations of Gabor holography [2,3].
Here, a separate coherent reference field is incident on the detector at an angle from the object
field. However, the off-axis approach has a significant drawback in that the reconstructed image
resolution is at best half of that native to the camera [4]. Later, the phase-shifting variant of
holography was introduced, enabling phase information to be reconstructed at the resolution of
the camera, but at the cost of requiring multiple interferogram measurements per reconstructed
field [5]. Today, these three different holography techniques are commonly employed at
visible frequencies, where coherent radiation sources and high resolution silicon detectors have
been available for decades and the various trade-offs between holographic techniques are well
understood.

While initially developed at visible frequencies, there has been particular interest in recent
years in extending holography to the upper mm-wave and terahertz (THz) bands. These spectral
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regions suffer from a lack of affordable electronic detectors with phase-sensitivity, in contrast to
lower frequency microwave bands, where coherent detection with heterodyne receivers is more
readily available [6–12]. The penetrating capabilities of millimeter and terahertz waves through
many common fabrics and plastics make them attractive for non-destructive testing and security
applications [13], while the non-ionizing photon energies and sensitivity to water content have
motivated applications in biomedical imaging [14,15].

At low mm-wave frequencies and below, where powerful room temperature electronic sources
and sensitive detectors have been developed, the diffraction limited resolution on the centimeter
scale is a severe limitation for imaging. On the other hand, at high THz frequencies where
resolution sub-100 µm may be achieved, even weakly absorbing materials will only permit small
penetration depths [13], limiting measurements to thin samples. Here, coherent sources also either
suffer from low output power requiring pulsed operation, or require bulky cryogenically cooled
apparatus, such as quantum cascade lasers. Therefore there appears to be a sweet spot between
high mm-wave and low THz frequencies, at around 300 GHz, where the trade-off between
resolution and penetration is suited to many applications [16], and where room temperature
sources with output powers in the hundreds of mW are becoming commercially available [17].

In the THz and mm-wave bands, two routes towards holography have previously been imple-
mented. At higher frequencies (i.e. several THz), commercial pyroelectric and microbolometer
detector arrays have been successfully deployed in both Gabor [18–24] and off-axis holographic
imaging setups [25–31], using high power gas and quantum cascade lasers. Meanwhile, at
frequencies below 1 THz, single pixel detector holography has been demonstrated using hetero-
dyne receivers [32–37]. These methods are time-consuming, since they rely on mechanically
raster-scanning a single point, amplitude-only detector across the field-of-view. We note that
commercially available high resolution pyroelectric arrays may also operate as low as 0.1 THz,
but their small device areas are poorly matched to the larger beam sizes and diffraction limited
resolution of mm-wave imaging systems, rendering them unsuitable for holographic imaging at
these lower frequencies. Meanwhile, in recent years, semiconductor-based room temperature
sources and arrayed detectors have become commercially available for detection at sub 1 THz
frequencies [17], permitting real-time (>1 Hz) imaging. However, the arrays tend to have a
low pixel resolution, typically in the region of 16×16 pixels to 64×64 pixels, which is orders of
magnitude lower than the megapixel arrays available for visible frequencies.

In this work we implement and compare the performance of two widely used holographic
approaches, off-axis and phase-shifting holography, using low-pixel-count detectors. To the best
of our knowledge, our work represents the first demonstration of real-time holography in the
mm-wave band. We use a room temperature camera with the highest commercially available
pixel count (64×64 pixels, TeraSense), tuned to operate at 290 GHz. In this low resolution
regime, we explore the practical implications for both holography techniques when imaging both
dielectric and metallic objects.

2. Experimental setup

Our experimental setup consists of a Mach-Zehnder interferometer with a tunable reference arm
length (tuned by a translatable delay line). A partially transmitting object is placed in the signal
arm of the interferometer. We study the field transmitted by the object, i.e. along the object path
in Fig. 1, using an approximately 4f imaging configuration. We note that holography enables
lensless reconstruction of an object from its diffracted field via digital refocusing [31,37], but
that here we chose the direct imaging approach where no numerical propagation is necessary. A
290 GHz 55 mW IMPATT-diode source (TeraSense) illuminates an object plane from a distance
of 200 mm. 4 inch diameter plano-convex PTFE lenses L1 and L2, with focal length f = 151
mm (Thorlabs LAT151), image the object plane onto the 290 GHz camera (TeraSense Tera-4096
64x64 pixel, 1.5 mm pitch array formed from GaAs high mobility heterostructures) [17,38]. As
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the optics are bulky and the location of the detection plane within the camera is not precisely
known, the 4f imaging configuration is adjusted to achieve a sharp image at the detection plane.
The resulting separations are approximately d1 = 135 mm, d2 = 290 mm and d3 = 165 mm,
where d3 is measured to the estimated location of the detector array, 10 mm behind the front face
of the camera.

Fig. 1. Combined experimental setup for both off-axis and in-line phase-shifting digital
holography. An object plane is imaged onto a mm-wave camera with a two lens system. A
reference beam diverted by beam-splitter BS1, travels via a delay line (phase-shifter) onto
the camera at an angle to the object beam dictated by beam-splitter BS2.

A reference beam is split from the object wave by a 675 µm thick high resistivity silicon
beam-splitter (labelled BS1) just after the source. A 2 inch plano-convex PTFE lens L3 with f =
100 mm (Thorlabs LAT100), is used to reduce reference beam divergence. The reference beam
then reflects off a retro-reflector M1 formed from a pair of aluminium mirrors fixed at 90◦ to one
another mounted on a motorised translation stage, forming a delay line for the phase-shifting
measurements. The delayed beam then travels via aluminium mirrors M2 and M3 to a second
675 µm thick high resistivity silicon beam-splitter BS2, which overlaps the reference and object
beams onto the camera. An expanded description of the experimental setup can be found in
Supplement 1 section 1.

In the off-axis approach, the reference wave must be incident at an angle (θx,y) with respect to
the object wave, thus creating interference fringes across the field-of-view. For phase-shifting
holography, there is no requirement for an angle between the reference and object waves, and
we opt for co-linear alignment between the two waves [5]. We therefore use an experimental
setup in which we can easily swap between these two configurations by changing the angle of a
partially reflecting mirror (BS2) before the detector. In the off-axis measurements, BS2 is rotated
by half the final off-axis angle between the waves, yielding 10◦ about the vertical y-axis (θx), and
7◦ in the plane defined by the y and optical (z) axes (θy).

3. Off-axis digital holography

In off-axis digital holography, the relative tilt of a planar reference wave modulates the measured
intensity of the unknown object field at a spatial carrier frequency dictated by the tilt angle. For
the case of a rotation of BS2 of θx/2 about the vertical y axis, the resulting intensity distribution

https://doi.org/10.6084/m9.figshare.25018331
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on the camera is [37,39]

I(x, y) = |ER |
2 + |EO(x, y)|2 + ERE∗

O
(x, y)eik sin (θx)x + E∗

REO(x, y)e−ik sin (θx)x, (1)

where ER,O are the fields of the reference and object waves, k their free-space wavenumber and x
and y are the horizontal and vertical coordinates in the camera plane respectively. An example of
an interferogram produced in the off-axis configuration with θx = 10◦ and an additional tilt θy =
7◦ away from vertical, is shown in Fig. 2(a), for the two PTFE plates shown in Fig. 2(e). The
impact of the spatial carrier frequency, νx,y =

k sin(θx,y)
2π is a separation of the terms of Eq. (1) in

the Fourier domain, as shown in Fig. 2(b). The first two terms of Eq. (1) are real-valued, and
are often known as the DC, zero order, or autocorrelation terms [4,41,42]. The signatures of
these terms are centered in the Fourier plane with a radial extent twice that of the highest spatial
frequencies of the object field, denoted B [41]. The field transmitted through our object EO is
diffracted into two orders located at ±ν, separated in Fourier space from the unwanted DC term
and with a Fourier space radius of B.

Fig. 2. Off-axis digital holography. (a) The interferogram generated between mm-wave
illumination of two PTFE plates with thicknesses of 2.1 mm and 1.1 mm shown in the
photograph (e) and an off-axis reference wave. (b) The amplitude of the Fourier transform
of (a), with the region containing the complex object field highlighted by the dashed white
circle. (c) The reconstructed phase (colormap from [40]) obtained from (b), normalised to
the reconstructed phase of the illumination beam without an object. (d) As in (c), but for
the reconstructed intensity. Images (c)-(e) are made 75% transparent beyond the mutually
illuminated region, as a visual aid. Scale bars correspond to distances in the central, paraxial
region of the object plane only, due to distortions (see Supplement 1 Fig. S2 for details).

The order located at −ν, the final term of Eq. (1), can be cropped from the other terms to
isolate |ER |EO as indicated by the white circle in Fig. 2(b), here of 10 pixel radius (of 64 total in
the array). The cropped region can then be shifted to the center of the Fourier plane to remove
the phase gradient of the carrier wave, zero-padded and then inverse Fourier transformed. The
resulting complex field |ER |EO has the phase of EO if ER is well approximated by a plane wave.
To remove the phase curvature of our non-planar reference wavefront, and to account for the
diverging object illumination, we normalised our field reconstructions to the reconstructed field
measured without the object present in the setup.

The resulting phase and intensity images for the two PTFE plates are shown in Fig. 2(c)
and (d). Owing to the absence of signal at the edges of the detector array, normalised results
have been made 75% transparent where the product of the reference and object wave intensities
approach zero, to improve visual clarity. The refractive index of the PTFE plates can be verified
from the phase images in Fig. 2(c). The resulting index, which varies spatially primarily due to
the unwanted DC term contributions, ranges from ∼ 1.37 to 1.48 across both plates, following
n = (ϕλ)/(2πh) + 1, in good agreement with the literature value of ∼1.43 [43,44].

We observe that the imaging system exhibits strong spherical aberrations and pincushion
distortion, such that the unit magnification of the 4f imager is realised only in the central paraxial

https://doi.org/10.6084/m9.figshare.25018331
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portion of the field-of-view. The increasing magnification with radial distance from the optical
axis is the cause of the apparent discrepancy between the field-of-view of the mm-wave images
and the photographs (see Supplement 1 section 2 for details).

4. Phase-shifting digital holography

In phase-shifting digital holography [5], the phase of the object wave is inferred from the
sinusoidal oscillations in pixel intensity as the phase of the reference wave is varied. We introduce
this phase retardation in the reference arm, using a retro-reflector on a translation stage forming a
delay line as shown in Fig. 1. This allows us to adjust the path length of the reference arm, thus
globally shifting the incident phase of the reference beam compared to the object beam.

Figure 3(a) shows the interferogram formed when a mm-wave image of the metallic Siemens
star shown in Fig. 3(e) is combined with a co-linear, on-axis reference beam. The two curved
wavefronts produce an annular interference pattern, intersected by the minima in intensity caused
by the spokes of the target. As the phase of the reference wave ϕR is varied via the delay line, the
intensity of the pixels in the interferogram varies as [5]

I (x, y, ϕR) = |ER |
2 + |EO(x, y)|2 + 2 |ER | |EO(x, y)| cos (ϕR − ϕO(x, y)) . (2)

This sinusoidal variation can be seen in Fig. 3(b) for one pixel location in (a) as the delay line
is moved. The object phase ϕO(x, y) is then given by the phase of the resulting sinusoid, which
can be determined by fitting or temporal Fourier transform. We note that the sampling rate and
range shown here far exceeds the minimum requirement for determination of the object phase
(demonstrated in Supplement 1 Fig. S3), which is either three interferograms [45,46], or two
interferograms and a known reference intensity [47], per reconstruction.

Fig. 3. Phase-shifting digital holography. (a) The interferogram generated between mm-
wave illumination of a metallic Siemens star shown in the optical image (e) and an in-line
reference wave. (b) The oscillation in intensity of a pixel from (a), as the phase of the
reference wave is varied via a delay line. (c) The reconstructed phase obtained for each pixel
as in (b), normalised to the reconstructed phase of the illumination beam without an object.
(d) As in (c), but for the reconstructed intensity. Images (c)-(e) are made 75% transparent
beyond the mutually illuminated region, as a visual aid. Scale bars correspond to distances
in the central, paraxial region of the object plane only, due to distortions (see Supplement 1
Fig. S2 for details).

Figure 3(c) shows the reconstructed phase distribution from the sequence of interferograms
recorded as the delay line travels 0.7 mm. This phase image is normalised to the equivalent
phase reconstruction without an object, such that the impact of the object is shown without the
phase curvature of the object and reference wavefronts. Similarly Fig. 3(d) shows the normalised
intensity, i.e. the apparent transmission of the metallic target, as determined from Eq. (2) and a
single measurement of the reference intensity.

https://doi.org/10.6084/m9.figshare.25018331
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5. Comparison of results

In Fig. 4 we compare the phase and intensity reconstructions obtained using the off-axis and
phase-shifting methods. The results for each method are obtained with the optical system
described in section 2 (see Fig. 1) and presented for the same two objects, a 1.0 mm thick 3D
printed dielectric Siemens star (Fig. 4(a)) and a 3D printed dielectric phase plate (both Ultimaker
ABS, 100% infill density). The thickness of the phase plate varies between 0 and 1.6 mm on
rotation around the center point (Fig. 4(f)) and the relative permittivity of the printed material
is εr ∼ 2.5. This provides a controlled comparison for discussing the various trade-offs and
challenges associated with the implementation of both techniques.

Fig. 4. Comparison between in-line phase-shifting and off-axis holography. Top row:
for the 1 mm thick dielectric Siemens star shown in (a), normalised mm-wave phase and
intensity reconstructions for the phase-shifting method, (b) and (c), and the off-axis method
in (d) and (e) respectively. The solid and dashed circles indicate the radii at which the phase
of the star’s spokes meet the Rayleigh criterion, for the phase-shifting and off-axis methods
respectively. Bottom row: counterparts to the top row for the dielectric phase plate shown
in (f), with sector thicknesses as labelled. All images are made 75% transparent beyond
the mutually illuminated region, as a visual aid. Scale bars correspond to distances in the
central, paraxial region of the object plane only due to distortions (see Supplement 1 Fig. S2
for details).

5.1. Resolution

The most significant drawback of off-axis holography is the reduction in resolution that comes
from Fourier filtering out of the unwanted DC and +1 diffraction orders. This process effectively
reduces the pixel count of the detector array. At visible frequencies, where detector arrays
commonly have millions of pixels, the off-axis reduction in image quality is typically modest,
if observable. However, owing to the relatively low pixel count and large size of the available
detectors at mm-wave frequencies, any effective reduction in pixel density should be considered
a major drawback for imaging. In contrast, the resolution of the imaging system is maintained in
phase-shifting holography.

The results of the limited imaging resolution can be seen when comparing both the intensity
and phase images for the Siemens star in Fig. 4. For our imaging system, the theoretical
diffraction limited object space resolution is 2.8 mm according to the Rayleigh criterion for
coherent imaging. Since the magnification of our imaging system is not constant across the

https://doi.org/10.6084/m9.figshare.25018331
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field-of-view, as discussed in section 3 and Supplement 1 section 2, we evaluate the resolution
in the central region of the images where the magnification may be approximated as unity. By
locating the radius for which the spokes of the Siemens star phase images are resolved to the
Rayleigh limit, marked in Fig. 4(b), we estimate the resolution of our phase image to be 2.8 ± 0.1
mm in the phase-shifting approach. However, when comparing the equivalent image from the
off-axis method in Fig. 4(d), the reduction in resolution is striking. We estimate the imaging
resolution in the off-axis approach to be 5.0 ± 0.2 mm using the same method.

The reduction in resolution between phase-shifting and off-axis approaches here (∼ 0.5×), is
less than the ratio of the 20 pixel wide Fourier filter (Fig. 2(b)) to the full (N) 64 pixel width in
Fourier space, as the diffraction limited object bandwidth (B) is less than that of the camera in
this configuration. This is confirmed in the calculations of the systems various spatial frequency
limits in Supplement 1 section 4. The 20 pixel filter width matches well the optimised diameter of
Bopt =

N
(3
√

2+2)
[4], but the diffracted order is not ideally positioned, leading to artefacts discussed

in the following section. We also note that zero-order suppression techniques may be applied
to extend the maximum separable object bandwidth in the off-axis approach to half its original
value [4], i.e. a 50% reduction in effective pixel density compared to the phase-shifting approach.

5.2. Artefacts

The presence of additional image artefacts in the off-axis approach is clear in Fig. 4. This is
caused by the unwanted overlap between the -1 order and DC terms shown in Fig. 2(b). The
off-axis angle of approximately 10◦ is less than needed for complete separation, which is ∼ 13.5◦
here and would additionally require the object spatial bandwidth to not exceed Bopt [4]. In our
system, we find the optimum tilt angle falls (somewhat awkwardly) between the small angles
more suited to a tilted beam-splitter (see Fig. 1 BS2) on a standard kinematic mount and larger
angles which favour direct reflection onto the camera from the final mirror (M3). Since these
conditions are not perfectly satisfied experimentally, we choose a filter width which provides
the best compromise between resolution and fidelity (20 pixels). This introduces additional
speckle-like contributions from the DC terms into the off-axis fields, which can clearly be seen
when compared with the phase-shifting images. The impact of these artefacts are partially
mitigated by the much lower relative intensity of the object beam, having a spatially integrated
intensity around 10% of the reference. Non-linear filtering to suppress the DC terms could reduce
these artefacts further [4].

Both approaches are subject to the limitations of the imaging optics. The large spherical
lenses introduce spherical aberrations and pincushion distortion, increasing the magnification
at the edges of the field-of-view, which is most apparent when comparing the field-of-view in
Fig. 2(c) and (e). The fine annular structure visible in both intensity and phase in the higher
resolution phase-shifting results of Fig. 4(b), (c), (g) and (h), is attributed to the coherent spherical
aberrations. We note that these effects are not well resolved in the off-axis case. It should also be
noted that the use of imaging optics is optional in digital holography, as the diffracted fields from
an object can be numerically refocused to the object plane [31,37].

5.3. Phase sensitivity

The presence of substantial artefacts in the off-axis implementation, and artefacts from the
imaging optics visible with the phase-shifting approach, limit the system’s ability to faithfully
determine small changes in depth of a sample. In Fig. 4(b) (phase-shifting phase reconstruction),
sectors of expected uniform phase shift have phase standard deviations of ∼ 0.16 radians, which
corresponds to a thickness value of 45 µm. In an implementation without these artefacts, the
phase sensitivity will still depend on the exposure settings and associated signal to noise levels,
and on the number of phase steps in the phase-shifting approach. In Supplement 1 section 5 we

https://doi.org/10.6084/m9.figshare.25018331
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estimate that the low bit depth of the analog to digital conversion in the camera (8-bit), would
limit the minimum guaranteed resolvable depth change to ∼25 µm for plastics.

5.4. Frame rate

The maximum frame rate of the (290 GHz) Tera-4096 camera is around 100 fps while the data
presented here for both approaches was acquired at 14 fps, to achieve a high signal-to-noise
ratio through increased integration time. Since the off-axis method relies on a single-shot
measurement, the necessary data was obtained at near video frame rates and could be processed
in real-time with negligible computational overhead. As proof of principle, we demonstrate
holographic imaging of an oscillating pendulum at the maximum frame rate of the camera (103
fps) in supplementary Visualization 4, using the off-axis approach. Frames from the videos at a
range of acquisition speeds (Visualization 1, Visualization 2, Visualization 3 and Visualization 4)
and associated discussion can be found in Supplement 1 section 6. While the camera can record
at rates up to 103 fps, we note that image quality degrades significantly due to noise for frame
rates above 70 fps.

The key disadvantage of the phase-shifting approach to holography is speed: one requires
additional measurements in order to extract phase. For our results, we over sample the phase
oscillation shown in Fig. 3(b), by moving the stage at low speed and acquiring a full oscillation
cycle in 5 seconds. However this exceeds the minimum requirement for determination of the
object phase considerably, which can be as low as two interferograms, with a necessary phase
shift dictated only by the signal-noise-ratio [47]. The fundamental speed reduction of the
phase-shifting approach is then only 50% of the camera frame rate. Our tests with our motorized
delay line indicate that at 14 fps acquisition rate continuous linear speeds around 2000 µm/s
provide adequate sampling of the intensity oscillations. This suggests that even with a simple
mechanical phase-shifter it would be feasible to record the necessary phase-shifting data set at
a rate approaching only a factor of two below the read out rate of the camera, in real-time at 7
fps. We note that in the comparison presented in Fig. 4, the phase-shifting data was obtained
from a large number of camera frames (101 values of phase shift), versus just one for the
off-axis approach. In systems dominated by random noise this would result in a much improved
signal-to-noise ratio through simple averaging, rendering the comparison unfair. However, the
image quality in the off-axis approach is limited by the artefacts discussed in section 5.2 and we
show in Supplement 1 Fig. S3 that the phase-shifting reconstructions are minimally degraded by
reducing the sampling to just three phase values.

6. Conclusions

We have demonstrated the two leading approaches to digital holography, off-axis and phase-
shifting, using a low pixel count (64×64 pixels) room-temperature detector and source operating
at 290 GHz. The off-axis method yields (for our system) a resolution a factor of approximately 2
worse when compared to the phase-shifting approach under the same experimental conditions,
resulting in unresolved features in the final images. In addition, the Fourier space processing
inherent in the off-axis method may (as found in this demonstration) introduce additional artefacts
in the reconstructed fields. In contrast, the phase-shifting approach preserves the number of
the pixels in the final images and despite the necessity of multiple measurements can achieve
real-time operation. This suggests that phase-shifting holography is the most practical and
high fidelity approach for commercial, low pixel count mm-wave cameras even under real-time
operation requirements.

For imaging highly dynamic processes prioritising frame rate over image fidelity, in applications
such as high speed production line monitoring [48] the single-shot off-axis approach may be
used to maximise rates and has been demonstrated in supplementary Visualization 4 at the
maximal 103 fps frame rate of the camera. This is much faster than the 16 fps phase mapping
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facilitated by recently developed THz time domain sensor arrays, though the considerably better
fidelity achieved in [49,50] gives rise to improved depth sensitivity, which is hampered by
holographic artifacts in our off-axis implementation. The maximum achievable frame rate for the
phase-shifting approach is at best half that of the Tera-4096 camera at ∼50 fps. For the higher
integration times used here (with associated image signal-to-noise ratio represented in this work),
the corresponding maximal 7 fps would be acceptable for most security and biomedical imaging,
the two main applications of imaging in this spectral region, while the reduced impact of artefacts
leads to far clearer images when compared to the off-axis approach. Moreover, the additional
phase information obtained from holography would allow, for example, better contrast between
dense plastics and metals in security imaging [13], or disambiguation of thickness and absorption
in tissue analysis [14].
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