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A B S T R A C T   

Decarbonising heat provision is paramount in the global shift towards sustainable energy, and waste heat uti-
lisation presents a transformative opportunity, especially in areas of industrial activity. Accordingly, this study 
examines the performance of District Heating Networks (DHNs) integrated with unconventional heat sources, 
specifically mine water and industrial waste heat, aiming to derive a comprehensive understanding of the techno- 
economic and environmental implications of various DHN configurations. To this end a refined network dy-
namics simulation model has been developed and employed to evaluate the cost and performance of several 
network size and heat source combinations, with a case study carried out for Barnsley, UK. Results indicate that 
large networks can achieve an average thermal efficiency of approximately 87%. Networks utilising mine water 
have a Levelized Cost of Heat (LCOH) in the range 11.6 – 11.9 p/kWh; introducing industrial waste heat reduces 
this to 10.6 – 10.7 p/kWh. Additionally, waste heat integration lowers the carbon factor of the supplied heat to 
0.05 kgCO2/kWh. Transitioning from boilers to district heating in the region covered by the case study networks 
showed a marginal emission reduction ranging from 44.76% to 83.46%. The gas price at which these networks 
achieve economic viability varies from 8.6 to 8.8 p/kWh. In conclusion, the DHNs proposed, especially when 
augmented with industrial waste heat, emerge as a promising solution for areas like Barnsley in their pursuit of 
sustainable heating. These findings are pivotal for policymakers and local governing bodies as the UK gears up to 
meet its 2050 net-zero ambitions.   

1. Introduction 

It is widely recognised that carbon dioxide significantly contributes 
to climate change, driving leading economies to reduce carbon emis-
sions [1]. The UK, amongst others, has pledged to reach net-zero 
greenhouse gas emissions (GHG) by 2050 [2]. While the UK has made 
progress towards decarbonisation of its electricity grid, the heating 
sector, responsible for 23 % of all UK emissions, remains a challenging 
target [3 4]. Given this scenario, district heating networks (DHNs) are 
gaining interest, intending to connect large sets of customers to low- 
carbon heat generation systems [5 6], especially at a community or 
district level, with typical sizes of up to 10′s MW at peak demand [7]. 
Yet, they compete with other low-carbon technologies like air source 
heat pump (ASHP) or ground source heat pump (GSHP) [8 9], whose 
implementation is slowed by the perceived skill gap in design and 
installation, and associated costs [10 11]. Across Europe, the prolifera-
tion of DHNs underscores their potential as enablers of low-carbon heat 
generation. This study shows that the majority of the successful systems 

leverage local heat demand and access to generation sources [13]. As the 
UK considers the adoption of DHNs, it’s essential to incorporate these 
findings, informed by the European experience and compare them to 
alternative heating options [12]. Currently, the utilisation of heat net-
works in the UK is limited, with only 2 % of the total heat demand being 
met by DHN, indicating minimal experience with this technology in the 
UK [13]. 

The adoption of DHN systems in the UK is fraught with challenges; 
the most significant is their uncertain techno-economic feasibility [14]. 
While network dynamics models are instrumental in grasping these 
systems, they frequently simplify techno-economic analysis, like K. 
Sartor et al. which bases its economics on peak power demand only [15]. 
Conversely, techno-economic studies do not include any form of 
network dynamics simulation to accurately obtain results. A vast ma-
jority of these models either lack the necessary generality to accurately 
represent performance across different regions and network sizes, or 
they are not computationally efficient enough to simulate across an 
entire year. Work by B. Back et al. simplify their model to only simulate 
1 week for each month, stating that this gave ‘a number of issues’ in the 
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results [16]. Although numerous studies delve into various DHN layouts, 
many overlook the economic consequences of fluctuating demand, [15 
17 18], as well as complex network dynamic functionality such as 
thermal transience and time delay. The work of E. Guelpa et al analyses 
the relevance of implementing network dynamics into DHN modelling 
and the impact of neglecting it. Thermal losses, time delay and thermal 
transients, were compared in two scenarios; during steady-state opera-
tion; and variable control. The most significant phenomenon was the 
heat lost when there was no flow and the time it took to replenish the 
water when demand was requested [19]. Keirstead et al.’s. work 
reviewed 219 papers and found that only 44 % of models incorporated 
geographic information systems (GIS) features, and 58 % used a yearly 

temporal scale or greater [20]. In the context of regional heat networks, 
historical trends have shown that fluctuations in natural gas prices can 
significantly influence the adoption of DHNs, especially in regions like 
the UK where natural gas dominates the heating market [15]. Addi-
tionally, the increase of heat costs with certain heat generation tech-
nologies such as combined heat and power (CHP), as seen in the case of 
St Bride’s Community Centre’s efficient modulation during demand 
fluctuations, further highlights the intricate balance between technol-
ogy choice and gas pricing, and major increases in demand [6]. This 
highlights the importance of techno-economic analysis of alternate heat 
sources, not just CHP if we want to advance the field in the UK, and 
assessing breakeven gas prices when considering that as networks 

Nomenclature 

Acronyms 
ASHP air source heat pump 
CAPEX capital expense 
CHP combined heat and power 
COP coefficient of performance 
DC demand centre 
DEC display energy certificates 
DHN district heating network 
GIS geographic information system 
GHG greenhouse gas 
GSHP ground source heat pump 
HIU heat interface unit 
HP heat pump 
LCOH levelized cost of heat 
LP linear programming 
LTC sum of costs over lifetime 
MIDAS MET office integrated data archive system 
NON-DEC none display energy certificates 
NPC net present cost 
O&M operation and maintenance 
OPEX operating expense 
RHPP renewable heat premium payment 
SEAP sustainable energy action plan 
Symbols 
C cost factor, £/MWh 
CC capital cost, £ 
CCt total capital cost, £ 
CO2b emissions of boiler, kg 
CO2bT emissions from entire region of boilers, kg 
CO2gc emissions from a generation centre, kg 
CO2hp emissions from a heat pump, kg 
CO2MR marginal reduction in emissions, % 
CO2p emissions from repressuring pump, kg 
CO2s carbon savings, % 
CO2total emissions from the DHN, kg 
CSA cross sectional area of pipe, m2 

cw specific heat capacity of water, kJ/kgK 
d burial depth, m 
din Diameter, mm 
E electricity price, p/kWh 
e error term, kW 
Et total energy cost, £ 
F shape factor, – 

f carbon factor, t/MWh 
hco convection coefficient, Wm-2K-1 

i rate of inflation, % 
Lp route length, m 

LT total network length, m 
ṁ mass flowrate, kg/s 
Nu Nusselt number, – 

PGC capacity of plant, kWth 
PHP power consumption of heat pump, kW 
Pr repressurising power, kW 
Pr Prantl number, – 

Q thermal energy, kJ 
Q̇ thermal power, kWth 
q flux, Wm-2 

r radius, mm 
R discount factor, – 

Re Reynolds number, – 

Rnom nominal discount factor, – 

R′ losses per metre of pipe per ◦K (reciprocal of), (Wm-1K-1)-1 

SA surface area, m2 

t time, hours 
T temperature, ◦C 
T̂ boundary temperature, ◦C 
v flow velocity, ms-1 

V̇ volumetric flowrate, m3s-1 

αdiff diffusivity coefficient, m2s 
ΔP pressure drop, kPa 
εA absolute roughness,m 
εR relative roughness, – 

μ friction factor, – 

ν kinematic viscosity, mm2s-1 

ρw density, kgm-3 

Subscripts 
A ancillary equipment 
B borehole 
b boiler 
BP main buried pipe 
BR business rates 
casing pipe parameter for casing 
DC demand centre node 
GC generation centre node 
HIUM HIU maintenance 
HM heat meter 
HMM heat meter maintenance 
hp heat pump 
IP internal pipe 
N network 
NM network maintenance 
SC staff maintenance 
SS substation 
WH waste heat  
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expand so does the demand [21 22]. Recent studies highlight the com-
plexities of energy system assessments, especially when balancing eco-
nomic and environmental concerns [23 15]. Sensitivity analyses reveal 
the system’s susceptibility to changes in fuel and CO2 quota, cautioning 
against a narrow focus. A significant insight is the economic feasibility of 
expanding district heating networks to harness wasted energy. Yet, the 
research advises in such expansion to try an encompass a well-rounded 
assessment, including changes in demand and scale [24 25]. 

Recent advancements in Europe’s DHN technology emphasize the 
evolution towards 4th and 5th-generation networks (4GDH, 5GDH) [26 
27 28 29], and are notable for their integration with electricity grids, 
smart systems, and low-temperature functionality [30 28 26 31]. A 
specific study highlighted that transitioning the district heating (DH) 
system to function at lower temperatures can lead to enhanced building 
efficiency and a notable decrease in reliance on natural gas [29]. The 
research further indicated that such modernisations can substantially 
reduce network losses, offering both environmental and operational 
benefits. Work by P. Ostergaard et al in Aalborg is a prominent example 
of a network that uses low-temperature geothermal energy, wind tur-
bines with a grid connection, and biomass [32]. It shows independence 
from natural gas and flexibility to align its production with the demand 
of the network while also being very economical by taking advantage of 
electricity price fluctuations. This can help recuperate the high capital 
costs, often borne by local authorities. To address this user-friendly tools 
that are flexible enough to be applied to different regions and topolog-
ical layouts of DHNs while also uncovering complex systems like in 
Aalborg can break down some of the berries for implementation [33], 
enabling a broader range of decision-makers to understand the potential 
of DHN and leverage their local topology [34]. 

As the UK consider integrating these advancements, understanding 
these outputs becomes crucial for informed decision-making in DH 
system adaptations. While low-temperature DHNs have shown adapt-
ability in older European buildings [29], their potential in the UK, re-
mains untapped, highlighting a significant research gap and 
emphasising the value of this study. Considering Barnsley’s older in-
frastructures, findings indicate that even 70s-era houses can benefit 
from such DH networks. These networks, with operation temperatures 
as low as 45 ◦C for 4GDH [35], permit connection to low-grade heat 
sources like mine water, in areas like Barnsley with a rich mining history 
[36 37]. Abandoned coal mines contain groundwater heated by the 
earth’s geothermal gradient and provide an estimated 2.2 million GWh 
of heat stored below 25 % of UK homes [38 39]. The extracted heat can 
be utilised for warming nearby homes, with minimal thermal losses due 
to the proximity to demand [36]. The temperatures of flooded mines 
typically range between 10 and 20 ◦C but can reach up to 40 ◦C [37]. 
Currently, only a few large schemes, such as Seaham Garden Village, 
Gateshead, Hebburn, Holburn, and Caerau, are operational [40 41]. The 
utilisation of these sources within low-temperature networks [35] 
particularly under the principles of 4th and 5th-generation district 
heating, presents promising techno-economics and ample opportunities 
for significant carbon reduction [42 43]. These solutions form an inte-
gral part of the broader smart energy systems that encompass integrated 
systems for electricity, heating, and cooling [27]. 

Comparative studies underscore the potential of harnessing mine 
water energy for district heating. While some approaches have shown 
operational advantages, such as achieving high coefficients of available 
output, they also encounter challenges like significant energy losses 
[44]. Delving deeper into geothermal mine water systems, their sus-
tainability, versatility, and reduced carbon footprint stand out, but these 
benefits also have challenges related to data scarcity, increased pumping 
costs due to depth, and potential infrastructure modifications [45]. The 
Laciana Valley’s exploration of flooded mines as a source of geothermal 
heating has shown potential, with certain mines offering significant 
thermal benefits. However, these ventures face hurdles related to water 
quality and high initial investments, emphasizing the role of subsidies 
for profitability [46]. Research into heat extraction from flooded coal 

mines suggests that the efficiency of these systems is intricately tied to 
site-specific geological conditions. The overarching conclusion, though, 
underscores the potential of using flooded mines for heat storage, with 
some models indicating long-term benefits [39]. 

Transitioning to the topic of waste heat, this by-product from in-
dustries and data centres presents a promising solution for decarboniz-
ing the heating sector [4748]. Its potential integration with other heat 
sources, like mine water, offers an innovative approach yet remains 
largely uncharted territory. Globally, countries like Sweden have tapped 
into this potential, with waste heat accounting for a significant portion 
of their DHN [49]. In the UK, the Bunhill Heat and Power network ex-
emplifies the possibilities, offering both environmental and economic 
benefits. The system has reduced carbon emissions by 500 tonnes per 
year as well as providing a minimum 10 % reduction in heating charges 
for tenants [50]. However, the operational nuances of waste heat in 
DHNs have challenges, from geographical mismatches between sources 
and demand areas to the variable availability of waste heat. In areas like 
Barnsley, waste heat from local industries could bolster DHN efficiency, 
but a comprehensive techno-economic evaluation remains a gap in the 
existing literature [51]. Addressing these challenges may hinge on the 
development of user-friendly tools, promoting easier feasibility assess-
ments and overcoming inherent barriers in DHN implementations [52 
53]. 

Researchers have investigated industrial waste heat and mine water 
energy independently. However, these studies tend to focus on either 
waste heat or mine water energy independently, rather than examining 
the combined effect on DHN performance, economics, and environ-
mental impact. Both A. Matas Escamilla et al. [46] and Antonio Atienza- 
Márquez et al. [54] emphasize the potential of unconventional sources 
in district heating. Escamilla and colleagues pinpoint the merits of mine 
water discharges for heating public buildings, highlighting the open- 
loop geothermal system as the most efficient. Their findings resonate 
with the results from the earlier mentioned study on the Laciana Valley, 
which showed that while the initial investment for geothermal use of 
mine water is considerable, the environmental and economic returns in 
the long run make it a viable option. On the other hand, Atienza- 
Márquez et al. delve into the capabilities of absorption systems in 
transporting heat within district networks, emphasising how industrial 
waste heat, similar to that from mine water, can be effectively upgraded 
and channelled. By integrating the insights from these studies, especially 
in areas like Barnsley, one can envision a future where the combined 
benefits of both these low-carbon sources lead to improved environ-
mental, economic, and efficient use of waste heat in district heating and 
cooling networks. 

This study explores the integration of mine water and industrial 
waste heat into district heating networks, using Barnsley, UK as a focal 
case study. By incorporating advanced network dynamics and con-
ducting an in-depth techno-economic analysis, the research presents a 
model that is both adaptable and versatile, suitable for various regional 
characteristics. The approach taken holistically addresses the changing 
scale of networks, their economic ramifications, and their emissions 
impact. The broader implications of this research could steer Barnsley, 
and similar regions, toward sustainable heating solutions, empowering 
local authorities, and decision-makers. This offers a unique perspective 
on heating solutions that align with the UK’s ambitious 2050 net-zero 
GHG emission goals. 

The paper is organised as follows: Section 3 describes the construc-
tion of the simulation model and its sub-models. Section 4 provides the 
case study setup and data used as input to the developed model and 
operational parameters of the heat networks. The results are presented 
in Section 5, with comprehensive sensitivity analyses to identify and 
quantify the main techno-economic drivers and implications of different 
alternatives under different scenarios. Finally, the conclusions drawn 
from the studies and insights for future work are presented in Section 6. 
This work aims to measure the effectiveness and feasibility of the po-
tential new DHN in Barnsley to understand the trade-off between cost 
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and emissions for large-scale mine water heat pumps and how that meets 
the heat demand in the region, consisting of standalone gas boilers. This 
will help to answer the following research aims and objectives: 

• Develop and refine a network dynamics simulation model account-
ing for thermal fronts, to accurately capture the performance of 
DHNs when integrating non-traditional heat sources. 

• Investigate the trends and patterns as the network expands and un-
derstand the implications of integrating industrial waste heat.  

• Quantify the economic benefits and challenges of integrating mine 
water and industrial waste heat into DHNs, focusing on factors like 
fuel cost savings, Net Present Costs (NPC), and Levelised Cost of Heat 
(LCOH).  

• Assess the environmental benefits of the proposed DHNs, particularly 
in terms of emission reductions, and understand the relevance and 
viability of using low-carbon sources. 

2. Methodology 

2.1. Overview 

The following section describes the developed network dynamics 
simulation of a DHN. The purpose of the model is to simulate the 
extraction of mine water heat from unused coal mines, for distribution 

via the DHN to various heat demands, both domestic and non-domestic. 
A high-level overview of the model, which is implemented in AnyLogic 
simulation software [55], is given in Fig. 1; shown are the data inputs, 
various sub-models and agents, and modelling outputs, which include 
both physical and techno-economic metrics. 

The network simulation employs an agent-based approach; thus, the 
behaviour of the model is determined by the actions of the individual 
agents situated at heat network nodes, rather than employing any form 
of top-down control or optimisation. For instance, demand agents 
observe the flow temperature at their location, and adjust the flow at 
their own node to attempt to meet demand; these control actions can 
affect flow and temperature throughout the network, leading to feed-
back effects. 

Table 1 provides an overview of all agents included in the model. 
Primary agents of the model are nodes (demand centres, generation 
centres, and junctions), and pipelines, which link the nodes. The model 
also includes water fronts as secondary agents; the motion of these 
through the network helps to capture the dynamic behaviour of the DHN 
(see Section 2.6). 

The modelling of mass and energy conservation is approached as 
follows. The mass flow model is handled by AnyLogic’s fluid library. 
This employs LP to maximise mass flow through the network at discrete 
points in time, within the constraints imposed by valve settings and pipe 
flow limits. Valve settings depend on the flow requested at demand 

Fig. 1. An overview of the network dynamics simulation model. ‘Plant parameters’ includes locations and capacities of both boreholes and mine water sources (see 
Section 4). 
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nodes (see Section 2.4). Propagation of heat through the network occurs 
at finite speed; this behaviour is captured by the ‘water front’ agents. 
When the mass flow model alters the flowrate in a particular pipe, a 
water front is created which moves along the pipe at finite speed, 
experiencing thermal losses (see equations (14) and (15). Fronts are also 
generated when changes to inlet temperature occur. On the arrival of the 
front at the end of the pipeline, the temperature at the outlet node is 
updated. Whilst this model is a simplification, it provides an improve-
ment on equilibrium models [56]. Water pressure throughout the 
network is calculated as specified in Section 2.6.1, to check that the 
pressure remains in acceptable limits and assess the energy requirement 
for pumping. Pumps are located at junctions and generation centres. 

The model can work with arbitrary heat sources and network scales / 
layouts. Here, the identification of locations for mine water or industrial 
heat sources is extraneous to the model: see Section 4. The specified 
network topology is imported to GIS, and pipe routing is decided by the 
model itself. 

More details on the behaviour of demand agents can be found in 
Section 2.4; more details on the pipelines and water front agents are 
found in Section 2.6. 

2.2. Model assumptions 

To reduce the computational intensity only the phenomena that have 
a significant impact on the accuracy of the simulation are accounted for; 
therefore, the following simplifications have been made, similar to work 
of Duquette et al [57]:  

• Water properties such as conductivity, specific heat capacity, and 
density are constant parameters.  

• Water is considered an incompressible fluid.  
• Flow within pipeline agents is one-dimensional.  
• Heat loss to the surroundings is one-dimensional.  
• There is no degradation of piping material or insulation over the 

simulation time.  
• Axial conduction along pipes is considered insignificant.  
• The pressure drops in the pipeline agents have negligible viscous 

heating effects.  
• Perfect mixing and adiabatic operation are assumed when flows 

combine at junction agents.  
• All heat is extracted from the supply and return temperature 

difference.  
• When two flows combine, pressure is assumed to match the lowest 

inlet pressures to ensure no backflow.  
• Pumps for pressurisation are installed at generation centres and 

junctions only.  
• Non-constant terms in the momentum equation are neglected.  
• Pressure loss within the HIU at the demand centres is not considered.  
• HIU is 100 % efficient. Cooling is not considered. 

The following sections provide further detail on the sub-models. 

2.3. Generation centres 

Generation centres are assigned a capacity PGC in kWth. The 
maximum volumetric flow of water V̇GC,max from the generation centre is 
a function of CGC, flow temperature for the generation (which is assumed 
constant) and the return temperature. It is also constrained by the radius 
rGC of the pipeline connecting to the generation centre: 

V̇GC,max = min

(
PGC

cwρw(TGC,flow − TGC,return)
, πvmaxrGC

2

)
(1)  

where cw and ρw are respectively the specific heat capacity and density 
of water, and vmax is the maximum flow velocity allowed in the pipeline. 
V̇GC,max is passed to the fluid model. The actual value of V̇ in the interval [
0, V̇GC,max

]
is determined by the level of demand downstream. 

2.3.1. Geothermal plants 
The geothermal plants use boreholes to extract mine water energy. 

They are equipped with large-scale heat pumps that supply heated water 
to the distribution network at a defined network temperature. The sus-
tainable annual heat extraction from the borehole is calculated as: 

Qannual max =
8760

1000
• q • SA (2)  

where SA is the total surface area of the mine workings; q is the heat flux 
from surrounding ground to the mine water; and the factor 8760/1000 
converts Watts to kWh/a. Designed annual heat extraction should be 
below this level, as specified in Equation (3): 
∫ 8760

0

Q̇borehole • dt ≤ Qannual max (3)  

where Q̇borehole is heat extraction from the borehole in kWth. Heat pumps 
are used to increase the mine water temperature to the required flow 
temperature. Owing to the steady temperature of the mine workings, 
these are expected to have relatively constant COP in the range 3 – 6 
[45]. Electrical power consumption of the heat pump PHP and total heat 
supply Q̇gen are linked to Q̇borehole via equations (4) and (5) [58]. 

Q̇borehole = Q̇gen

COP − 1

COP
(4)  

PHP =
Q̇gen

COP
(5)  

2.3.2. Industrial waste heat 
Industrial waste heat sources function similarly to other generation 

centres, but with variations in the parameter values for costs, efficiency, 
and maximum power generation output. Industrial waste heat refers to 
the unused heat produced as a by-product of various industrial 
processes. 

2.4. Demand centres 

As noted above, demand centres attempt to procure the required 
amount of heat Q̇DC,demand by adjusting the flow rate of water through the 
valve. 

V̇DC,max =
1000 • Q̇DC,demand

cwρw(TDC,flow − TDC,return)
(6)  

Actual supply may deviate from demand: this is because constraints on 
flow at generation centres and in pipelines may lead to V̇DC < V̇DC,max; 

Table 1 
Definition of agents used in model.  

Model Icon Agent Description 
Generation 
Centre 

Industrial waste heat source, or large scale heat 
pump extracting heat from boreholes. 

Demand 
Centre 

Domestic, commercial, leisure and industrial 
buildings with demand for space heating and hot 
water 

Junction A node that allows pipe flows to split or combine.  

Pipeline A length of pipe that connects demand and 
generation centres allowing for the transfer of heat. 

– Water fronts Volumes of water that move through the pipeline  
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and also because values of Tflow and Treturn may vary from their values 
when the control action was taken. Thus the actual instantaneous heat 
supplied is given by Equation (7): 

Q̇DC,demand =
1

1000
cwρwV̇DC(TDC,flow − TDC,return) (7)  

Demand centres are prioritised according to their distance from the 
generation. If the demanded hot water flow is more than the DHN can 
provide, supply is prioritised for the nodes nearest to the generation. For 
domestic demand, each demand centre represents the aggregation of 
tens to hundreds of houses; for non-domestic demand, one demand 
centre represents one building. The model for heat demand will now be 
detailed. 

2.4.1. Demand model 
Heat demand in the simulation is modelled using piecewise linear 

regression against ambient temperature Text , with a different regression 
for each building type, each of twelve daily time intervals, and each of 
two seasons; similar to the approach in [59]. Building types considered 
are: ‘domestic’, ‘leisure’, ‘residential’, ‘commercial’ and ‘education’. 
(‘Residential’ refers to large demands such as hotels and blocks of flats 
and therefore differs from ‘domestic’.) For a given building type, de-
mand is given by Equation (8): 

Q̇demand(t,Text) =

{
(mt,1Text + ct,1)+et, forText ≤ T̂ t

(mt,2Text + ct,2)+et, forText > T̂ t

(8)  

Here t represents the timeslot within the day; mt,i and ct,i represent the 
coefficients for the piecewise linear model at time t; T̂ represents the 
boundary temperature between the two linear sections; and et represents 
an error term. Fig. 2 illustrates heat demand (measured in kW) on the y- 
axis and air temperature (◦C) on the x-axis. Multiple lines are shown, 
each representing an average heat demand for specific two-hour in-
tervals throughout a 24-hour day. For instance, there are distinct lines 
representing the intervals from midnight to 2 am, 2 am to 4 am, and so 
on for the entire day. 

It will be seen that the model depends on values for the parameters 
mt,i, ct,i and T̂ t . These were regressed against measured data to obtain a 
least squares fit. For the ‘domestic’ category, regression was carried out 
against data from the renewable heat premium payment (RHPP) scheme 
[60]. This demand was for heat pumps, so the assumption here is that 
demand profiles are relatively independent of heating system. Since the 
model is intended to represent domestic heat demand only at the reso-
lution of hundreds of houses, the regression used 138 houses and 134 

houses respectively for the winter and summer models, as dictated by 
the availability of good quality data. Domestic demand centres in the 
simulation have demand rescaled according to the number of addresses. 

For the remaining building categories, regression was carried out 
against hourly heat network demand data procured from a third party; 
this data included 47 educational, 41 commercial, 15 residential and 9 
leisure buildings. For these building types, each demand centre corre-
sponds to one building, and demand is rescaled by floor area. 

The MIDAS database [61] was used for temperature data, both for 
model-fitting and for the final simulation. Error terms et reflect the 
variance of the measured data around the piecewise linear fit and pro-
vide the final simulation model with an element of stochasticity. The 
final adjustment to heat demand is to ensure that it is non-negative 
(cooling is not considered in the model). 

This study utilised third-party data to validate the model, aligning it 
with real-world conditions. To establish a robust validation framework, 
the network model was configured to precisely correspond to the nodes 
of this third-party data. However, specifics of the validation are pro-
tected under a Non-Disclosure Agreement (NDA), which restricts the 
direct representation of raw figures. 

Despite the constraints of the NDA, overall validation results affirm 
the model’s effectiveness and robustness. Minor temperature profile 
variances between the simulation and real-world data were observed. 
These discrepancies can largely be attributed to the simulated demand 
of non-domestic buildings, which had limited data available for 
validation. 

Fig. 3 showcases the comparison between the average modelled 
demand and the actual demand from the third-party data for domestic 
buildings. The results from the domestic demand centre model indicate 
an average heat demand of 12.3MWh per year for each building. This 
closely aligns with data provided by BEIS, which estimates an average 
heat demand of 12MWh per household annually [62]. The alignment of 
these figures underscores the model’s fidelity to real-world observa-
tions, attesting to its reliability. 

2.5. Junctions 

Junctions allow the combination of two or more network pipes. To 
calculate the outlet pipe temperature under adiabatic conditions it is 
assumed that perfect mixing occurs instantly. The outlet temperature is 

Fig. 2. Piecewise linear regression of heat demand versus ambient temperature 
for the ‘residential’ category. Fig. 3. Average daily profile for a single domestic building.  
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then a weighted average of the inflow temperatures [63]: 

Tjunc =

∑
iṁiTi∑

iṁi

(9)  

where Tjunc is the temperature exiting the junction at time t, mi is the 
mass flowrate into the junction at time t.

2.6. Pipelines 

Pipelines are characterised by their route, length, diameter and the 
thicknesses of insulation and other layers. To adhere to vibration regu-
lations and to decrease the friction/degradation of the pipework, each 
pipe is throttled to a maximum volumetric flow rate V̇p,max [64] deter-
mined by cross-sectional area CSAp and a maximum flow velocity vmax: 
V̇p,max = CSAp • vmax (10)  

Each pipe is linked to a unique start and end node. The route between 
these (and resulting pipe length) is obtained using the Open Street Map 
server [65]. 

The flow rate through the pipe is determined by the fluid model, as 
outlined in Section 3.1. Temperature dynamics in the pipe are modelled 
as follows. Input and output temperatures Tp,in and Tp,out are defined for 
the pipe at all times. The pipe operates under one of two modes: 
FLOWING and ZERO_FLOW. Under the first mode, the outlet tempera-
ture is dictated by the arrival of ‘water front’ agents. Under the second 
mode, outlet temperature decays continuously towards soil 
temperature. 

R′ describes the thermal losses of the pipeline as Watts per meter of 
length per ◦K. It results from the combination of five thermal resistances: 
the interface between fluid and pipe; the pipe wall, insulation and cas-
ing; and the interface between pipe and soil. Equation (11) gives the 
definition [57]: 

R′ =
1(

2π
(
rin × 10−3

)
hco

)+
log

(
rpipe

rin

)

2πkAB

+

log

(
rinsulation

rsteel

)

2πkBC

+

log

(
rcasing

rinsulation

)

2πkCD

+
1

(Fks)

(11)  

Here kAB, kBC, kCD and ks are the thermal conductivities respectively of 
the pipe wall, pipe insulation, pipe casing and soil. rpipe, rinsulation and 
rcasing give the outer radii of the pipe, the pipe insulation and pipe casing. 
hco is the convection coefficient with unit’s W/K, and F is a dimen-
sionless shape factor. 

The value of R′ and all related quantities is updated whenever the 
fluid flow through the pipe changes. 

The convection coefficient hco is dependent on the fluid and flow 
properties and is calculated by Equation (12) [57]: 

hco =
Nu • σw

2
(
rin × 10−3

) (12)  

where σw is conductivity of water, rin is the internal radius of the pipe 
and Nu is Nusselt’s number. Details on the calculation of Nu can be 
found in Appendix A.2. The shape factor F is calculated as in Equation 
(13) [66]: 

F =
2π

acosh

(
d

rin×10−3

) (13)  

where d is the burial depth of the pipe. 
Change of flowrate or input temperature triggers the creation of a 

water front agent; this travels along the pipe with speed dictated by the 
water flowrate. The temperature of the water front evolves according to 
Equation (14): 

cw • ρw • A •
dT

dt
= −

T − Ts

R′
(14)  

where Ts is the temperature of the surrounding soil, assumed constant. 
Equation (15) yields the exact solution: 
T(t) = Ts • (1−Λ)+ T0 • Λ (15) 

with Λ := exp
(
− t

cw ⋅ρw ⋅A⋅R′

)
.where T0 is equal to the value of Tp,in at the 

time of water front creation, and t is time elapsed since water front 
creation. This is similar to models found in Duquette et al [57] and 
others. Upon arrival at the end of the pipeline, the destination node 
temperature is updated with the temperature of the arriving waterfront. 
For simplicity, in FLOWING mode this outlet temperature remains 
constant in between the arrival of water fronts. Thus, the model operates 
as an equilibrium model after a delay while water fronts are in transit. 

If flow in the pipe is zero, Tp,out is expected to decay towards Ts. In 
this case, the mode of the pipe is switched to ZERO_FLOW and Tp,out 
evolves according to equations (14) and (15). 

For the network’s return pipes, the water fronts are omitted and a 0D 
model is used. Return pipe temperature thus evolves according to 
Equation (16): 

Ṫ return,p(t) =
Qreturn,p

pw•cw • π•r2
in,p • Lp

(16)  

where Treturn,p is the return pipe temperature at time t, Qreturn,p is the 
energy transferred to the return pipe, pw and cw are the density and 
specific heat capacity of water, respectively, rin,p is the radius of the pipe, 
and Lp is the length of the pipe. 

2.6.1. Pressure drop and pump requirements 
Pressure drop ΔP occurs due to frictional losses and is dependent on 

the flow regime. The pressure drop is affected by the length of the pipe 
and the fluid velocity. Equation (17) describes this [67]: 

ΔP

Lp

(t) = u

⎛
⎝v̇x

2(t)pw

2rin

⎞
⎠ (17)  

where u is the unitless friction factor, rin is the radius at the inlet of the 
pipe and pw is the density of water. ΔP is the pressure drop in the pipe, Lp 
is the length of the pipe, vx is the volumetric flowrate at time t. 

The overall pumping power requirement Pr can be expressed by 
Equation (18) [68]: 

Pr =

∫ 8760

0
ΔP • v̇x • dt

ηpump • ηmotor

(18)  

where ηpump and ηmotor are the pump efficiency and electric motor effi-
ciency, respectively. 

3. Techno-economics 

3.1. Emissions 

Techno-economics are concerned with the cost-effectiveness and 
environmental impact of the heat network. The GHG emissions are 
computed following the UK Government’s GHG Conversion Report [69]. 
The efficiency of the heat network is calculated by Equation (19): 

η =
Qs

Qg

• 100% (19)  

where η is the overall efficiency of the network, Qg is the total heat 
generation from geothermal plants, and Qs is the actual heat supplied to 
demand centres. 

The percentage of demand met is calculated by Equation (20): 
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Demandmet =
Qd

Qs

• 100% (20)  

where Qd is the demand requested by the network. 
Standalone boilers are used in the business-as-usual case, relative to 

which the DHN’s carbon emissions are compared. Carbon emissions 
from boilers are calculated using a carbon factor from The Standard 
Assessment Procedure [70] in Table 2 that quantifies the CO2 released 
per kWh of energy use. The same heat demand model is used as specified 
in 2.4. The emissions from boilers are calculated by Equation (21): 

CO2b =
Qd

η
• fb (21)  

where CO2b is the carbon emission from the boilers, η is the efficiency of 
the boilers, and fb is the carbon factor of the boilers. 

The CO2 emissions from the geothermal plants and industrial waste 
heat are calculated by Equation (22), the emissions from the heat pumps 
by Equation (23), and the emissions from the repressurising pumps by 
Equation (24), using the carbon factors from Table 2: 
CO2gc = Qg,gc • fgc (22)  

CO2hp =
∑12

m=1

Qg,m

COP
• fe,m (23)  

CO2p =
∑12

m=1

Ep,m • fe,m (24)  

where CO2gc, CO2hp, CO2p, are the carbon emissions from the 
geothermal plants, heat pumps and repressurising pumps, respectively, 
Qg,gc is the heat generated by a GC, Qg,m is the monthly heat generation 
from a GC, Ep,m is the monthly emissions from the pumps, fgc, fe,m are the 
carbon factor for geothermal energy plants and electricity, respectively. 

The total CO2 emissions CO2total from the DHN are calculated by 
Equation (25): 
CO2total = CO2gc +CO2hp +CO2p (25)  

Equation (26) gives the percentage carbon savings CO2s relative to 
boilers: 

CO2s =
CO2b − CO2total

CO2b

• 100% (26)  

Marginal reduction in emissions for the region is calculated by Equation 
(27): 

CO2MR = 100−
CO2bT − CO2b + CO2total

CO2bT

• 100% (27)  

where CO2bT is the emission from the entire region, and CO2MR is the 
percentage marginal reduction. 

3.2. Costs 

The following equations are used to calculate various costs of the 
network and any currency specified is originally in pounds or has been 
converted. The network piping costs are calculated by Equation (28): 

CCN = (CBP +CIP)•LT (28)  

where CCN is the total network piping cost, CBP is the main buried pipe 
cost factor and CIP is the internal pipe cost factor and LT is the total 
network length. 

The demand centre cost is calculated by Equation (29): 
CCDC = (CN +CSS +CHM +CHIU)•Qd (29)  

where CCDC is the total demand centre cost, CSS is the cost factor of the 
substation, CHM is the cost factor of heat meters, and CHIU is the cost 
factor of the heat interface unit. 

The cost of heat pump follows an affine relationship vs capacity in 
MW is obtained from Pieper et al [71], shown in Fig. 12, in Appendix 
A.3, thus calculated by Equation (30): 
CCHP = (0.6398 • C+ 0.50543) (30)  

where CCHP is the capital cost of the HP, and C is the maximum capacity 
of the HP for the specific network. 

The ancillary equipment cost is calculated using Equation (31): 
CCA = Qd • CA (31)  

where CCA is the capital cost of ancillary equipment and Ca is the cost 
factor of the ancillary equipment. 

Total capital cost of the network is calculated by Equation (32): 
CCt = CCN +CCDC +CCHP +CCA (32)  

where CCt is total capital cost of the network. 
The O&M costs are calculated by Equation (33). 

O&M = CB • C+(CNM + CHIUM+CHMM + CSC + CBR)Qg +PHP • E (33)  

where O&M represents the total operation and maintenance costs, CB is 
the operational cost factor of a borehole, CNM,CHIUM,CHM,CSC,CBR is the 
operational cost factor for network maintenance, HIU maintenance, heat 
meter maintenance, staff costs and business rates, respectively. PHP is the 
electrical power consumption of the heat pump and E being the price of 
electricity. 

Energy cost is calculated by Equation (34): 

Et =
Qg

COP
• E (34)  

where Et is the total energy cost. 
Inflation is taken into account; thus, the real discount rate can be 

calculated from the nominal discount rate and inflation rate using 
Equation (35) [72]: 

R =
(1 + Rnom)

(1 + i)
− 1 (35)  

where r is the real discount rate, rnom is the nominal discount rate and i is 
the inflation rate. 

Net-present cost (NPC) is a metric to assess the costs of a heat 
network considering monetary outflows over time. For networks 
without industrial waste heat and with industrial waste heat the NPC is 
calculated using Equation (36) and (37), respectively [73], incorpo-
rating total capital, operational and energy costs. The model will be 
integrated into the electricity grid to realise profits and a positive NPV 
obtained in future work. 

NPCa =
∑n

t=0

CCt + O&M + Et

(1 + R)t (36)  

NPCb =
∑n

t=0

CCt + O&M + Et + (QWH • CWH)

(1 + R)t (37)  

Table 2 
Carbon factors [70].  

Source Carbon factor (t/MWh) 
Geothermal plant  0.011 
Industrial waste heat  0.011 
Natural gas  0.210 
Electricity (Monthly average)  0.136  

T. Cowley et al.                                                                                                                                                                                                                                 



Applied Thermal Engineering 242 (2024) 122381

9

where subscripts b and a denote with and without industrial waste heat 
respectively, and QWH is the industrial waste heat energy usage and CWH 
its cost factor. 

The Levelized Cost of Heat (LCOH) is a metric to assess the cost heat 
delivery to the network over it’s lifetime and is calculated without in-
dustrial waste heat and with by Equation (38) and (39), respectively. It 
depends on the heat generation and demand requested, length of pipe-
work, substations, and plants contributing to capital and operational 
costs [74]. 

LCOHa =

∑n

t=1(CCt + O&Mt + Et)
/
(1 + R)t

∑n

t=1Qt

/
(1 + R)t (38)  

LCOHb =

∑n

t=1(CCt + O&Mt + Et + (QWH • CWH)
/
(1 + R)t

∑n

t=1Qt

/
(1 + R)t (39)  

where subscripts b and a denote with and without industrial waste heat 
respectively, LCOH is the levelised cost of heat achieved by the network 
and Qt is the total energy. 

4. Case study 

The model detailed in sections 2 and 3 is employed to assess the 
feasibility of a mine water district heat network in Barnsley. The local 
council of Barnsley has envisioned four distinct network layouts, each 
leveraging the latent thermal energy of the surrounding mine workings. 
This represents the evolution of a district heat network temporally. 
These networks share a constant baseload of non-domestic connections, 
but exhibit variations in the extension of domestic connections, thus 
affecting network lengths and heat densities. All networks have a 
consistent number of geothermal plants, but variants include an addi-
tional pipe from a glass manufacturer supplying waste heat, augmenting 
the network length and generation capacity. 

Performance evaluations were based on a year-long simulation using 
2021 temperature data [75], with supply and return temperatures set at 
60 ◦C and 30 ◦C respectively but will vary depending on performance of 
the network. The network piping is assumed to be at a burial depth of 
0.8 m with a soil temperature of 10 ◦C [76]. 

Firstly, the potential sites for initial geothermal plants were identi-
fied, revealing four mine-working locations and four boreholes with 
adequate ambient temperatures. Further data on the boreholes inter-
secting these workings are presented in Table 3 obtained from old mine 
workings maps supplied by The Coal Authority [77]. A heat flux q value 
of 63.5 Wm−2 was used [44]. 

4.1. Network classification 

The selection and classification of demand is found in Appendix A.1. 
The baseline COP is assumed to be 4.9 [78]. The areas in close proximity 
to the boreholes contain 12,636 buildings, with each demand centre 
node containing between 65 and 375 domestic houses. A mixture of 25 
non-domestic buildings (5 commercial, 11 education, 2 leisure, 7 resi-
dential) identified will be used as anchor loads. Table 4 shows each 
borehole and the number of nearby non-domestic and domestic 
buildings. 

Four scenarios are outlined in Table 5, each with an increasing 
number of domestic demand centers attached; this is designed to scale 

the network. 
Network parameters and costs [79] are outlined in Table 6 and 7 

with carbon cost taken from UK ETS [80] discount and inflation rate 
from The Green Book [81] and COP from Fig. 13, in Appendix A.4 
estimated from the supply and return temperature values. Where p is 
used in p/kWh this refers to pennies (£0.01) per kWh of heat delivered. 

4.2. Pipe sizing 

To determine the appropriate pipe size for the DHN’s a heuristic 
approach and Insulation Class 1 selection criterion [82] are used. The 
nominal pipe diameters are initially calculated based on the velocities 
prescribed by the UK Heat Network Code of Practice [83], as illustrated 
in Fig. 14 in Appendix A.5. Subsequently, trial simulations were con-
ducted, and various performance indicators were recorded, including 
velocity, demand supply deficit, and network efficiency. The position of 
the pipe in the network and the number of downstream connections 
were also considered. In case any pipe was throttled due to the 
maximum velocity, it was adjusted to the next size, and similarly for 
undersized pipes. It is worth noting that pipe sizes remained unchanged 
for all scenarios. 

4.3. Industrial waste heat 

In addition to the network’s mine water heat supply, an additional 
source of heat can be obtained from a nearby glass manufacturer, with a 
maximum capacity of 7 MW obtained through conversation with 
Barnsley region council [84], which can be utilised at any given time. 
This industrial waste heat resource presents an opportunity to supple-
ment the overall heat generation. It operates with an efficiency of 90 % 
[85] and adds an additional 1.11 km of pipework to each network 
scenario. 

The cost associated with utilising the industrial waste heat is 3 pence 
per kilowatt-hour (p/kWh) [86]. This cost reflects the price charged for 
accessing and utilising the industrial waste heat output. It is important 
to note that the industrial waste heat option provides a cost-effective 
means of obtaining heat, considering its comparatively lower cost per 
unit of energy compared to other sources. 

The chosen case study serves as an exemplary scenario for strategic 
investment in mine water heat networks, particularly due to Barnsley’s 
proximity to geothermal heat sources and disused coal mines. This 
model has been designed specifically to evaluate diverse demand sce-
narios and scale of network, thereby assessing the feasibility of the re-
gion for decarbonisation and its potential for transformation. The 
assessment of cost-effectiveness in reducing CO2 emissions from stand-
alone boilers would provide valuable insight, with the ambition of 
informing the district about the possible innovation avenues within its 
heating sector. 

5. Results 

This section presents the results of applying the methods discussed in 
Section X, thereby developing DHNs that employ both mine water en-
ergy and industrial waste heat. Four network scenarios (S1-S4) of 
increasing complexity were evaluated, each represented by two variants 

Table 3 
Borehole depth and temperature.  

Borehole Depth (m) Temperature (◦C) Surface Area (m
2)× 106 

Grimethorpe 150  14.3  90.1 
Houghton 243  14.9  64.3 
Royston 332  17.9  84.3 
Cudworth 132  18.2  34.3  

Table 4 
Number of DC of each building classification and the total number of buildings.  

Village Building Type No. of DCs No. of Buildings 
Grimethorpe Domestic 21 5650  

Non-domestic 16 – 

Houghton Domestic 15 3549  
Non-domestic 8 – 

Royston Domestic 13 3437  
Non-domestic 1 –  
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- one with and one without industrial waste heat. The techno-economic 
aspects and environmental benefits are both assessed. 

5.1. Network performance 

Fig. 4 provides a heat plot illustrating the dynamic daily heat de-
mand patterns throughout the year, captured by the network. The time 
of day is plotted on the y-axis and days of the year on the x-axis, the plot 
corroborates the following well-established trends in DHN usage: firstly, 
an observable surge in heat demand during the morning hours, likely 
attributable to space heating needs after a cold night and hot water 
usage for daily routines (a). Secondly, a pronounced peak in heat 

demand during late afternoon and early evening hours, reflecting the 
increased usage of heat for activities such as cooking, bathing, or space 
heating (b). Finally, an appreciable reduction in heat demand during 
summer months, attributed to warmer outdoor temperatures and 
consequent decreased reliance on the DHN for space heating (c). The 
average household heat demand per year was calculated at Table 8 
outlines the key performance indicators of different network scenarios 
both with and without the incorporation of industrial waste heat. The 
parameters evaluated in these scenarios include heat generation (MWh), 
heat demand (MWh), heat supply (MWh), the percentage of demand 
met, emission savings (%), carbon factor (kgCO2/MWh) and pump 
power (MWh). The table shows the variations in these parameters as the 
network size increases from S1 to S4. 

For networks without industrial heat, heat generation and heat 

Table 5 
Number of buildings in each scenario.  

Scenario 1 2 3 4 
Number of buildings 3184 6343 9502 12,661 

= 1000 buildings 
Network Length (m) 37,512 42,581 45,451 52,775  

Table 6 
Network parameters.   

Value 
Pump efficiency (%) 80 
Motor efficiency (%) 80 
Network pressure (kPa) 1,500 
Supply temperature (◦C) 60 
Return temperature (◦C) 30 
Soil temperature (◦C) 10 
Water conductivity (W/mK) 0.598 
Water diffusivity (mm2/s) 0.16 
Lifetime (years) 30 
COP 4.9  

Table 7 
Cost parameters.   

Value 
Electricity price (p/kWh) 13 
Gas price (p/kWh) 4.94 
Combined operation costs (£/kWh) 35.9 
Combined demand Centre costs (£/kWh) 919 
Substation cost (£/kWh) 16 
Ancillary cost (£/kWh) 68 
Combined pipework cost (£/kWh) 516 
Boiler CAPEX and OPEX cost (£/kWh) 2.28 
Inflation rate (%) 2.7 
Discount rate (%) 3.5 
Carbon cost (£/MWh) 52.56  

(b)

(a)

(c)

Fig. 4. Heat plot of demand across the network for S1.  

Table 8 
Key performance indicators of scenarios.  

Network (w/o 
industrial waste 
heat) 

Unit S1 S2 S3 S4 

Heat generation MWh 111,000 148,600 168,600 214,200 
Heat demand MWh 97,100 131,300 150,100 197,200 
Heat supply MWh 96,400 129,200 147,100 173,400 
Demand met % 99.2 98.4 98.0 87.9 
Emission savings* % 80.57 80.60 80.68 80.83 
Carbon factor kgCO2eq/ 

MWh 
50.50 49.58 48.95 41.43 

Pump power MWh 1620 3550 4980 7370 
Network (w/ 

industrial waste 
heat) 

Unit S1 S2 S3 S4 

Heat generation MWh 106,600 149,400 170,700 204,700 
Heat demand MWh 96,300 130,000 149,000 198,800 
Heat supply MWh 90,500 127,900 146,800 178,000 
industrial waste 

heat usage 
MWh 31,200 37,300 40,400 40,500 

Demand met % 94.0 98.6 98.3 89.5 
Pump power MWh 1950 4040 5110 7270 
Emission savings* % 85.02 84.48 84.35 83.88 
Carbon factor kgCO2eq/ 

MWh 
36.55 39.25 39.55 35.75 

Change in LCOH % 8.36 6.71 6.22 5.56  
* Using the same demand of that specific network but consisting of boilers 

only. 
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demand increase with growing network size, S1 through S4. The de-
mand met, however, declines as the network size increases, with a 
decrease from 99.2 % in S1 to 87.9 % in S4. Emission savings display an 
upward trend across the scenarios, indicating a higher emission reduc-
tion as the network size grows. Notably, the carbon factor decreases with 
the network expansion. Pump power, indicative of the energy used by 
the pump, escalates with increasing network size. 

In scenarios incorporating industrial heat (S1WI-S4WI), the heat 
generation, heat demand, and industrial heat usage all increase with the 
network’s size. However, the percentage of demand met decreases. This 
trend is also observed in scenarios without industrial heat The carbon 
factor increased from S1WI to S2WI by 7.4 %, meanwhile from S3WI to 
S4WI there was a decrease by 9.6 % indicating a mixed trend. Changes in 
LCOH from S1WI to S4WI decreased across the scenarios from, with a 
difference of 2.8 %. Understanding these nuances allows us to better 
navigate the complexities and potential challenges in designing and 
expanding heat networks, especially when incorporating industrial heat. 

Fig. 5 represents the correlation between heat loss and efficiency all 
network scenarios, with and without the incorporation of industrial 
waste heat. It demonstrates a clear trend of increasing efficiency and 
decreasing heat loss as the network size expands, for both scenarios with 
and without industrial waste heat. This trend is indicative of the ad-
vantages of larger networks in enhancing operational efficiency and 
managing heat loss. However, an intriguing observation is that networks 
utilising industrial heat, despite following the same trend, consistently 
show lower efficiency than their counterparts without industrial waste 
heat. This drop in efficiency is attributed to the comparatively higher 
thermal losses observed when industrial waste heat is incorporated into 
the networks due to the higher supply temperature and additional pipe 
length. This discrepancy suggests that while the integration of industrial 
waste heat can aid in meeting the increased demand of larger networks, 
it may simultaneously incur a penalty in efficiency. 

5.2. Net present cost 

Fig. 6 shows the comparison of NPC for all scenarios. The costs are 
detailed in several categories, including main network, demand centre, 
HP, substation, O&M, fuel, and carbon costs. As expected, as the 
network size increases from S1 to S4 the costs across all parameters 
generally exhibit an upward trend. This can be attributed to the larger 
infrastructure requirements and increased energy demand associated 
with larger networks. Notably, the fuel costs demonstrate the most 
substantial increase, reflecting the greater energy consumption and 
corresponding fuel expenditure. 

The addition of industrial waste heat, however, shows a noticeable 
reduction in fuel costs across all scenarios. For instance, fuel costs reduce 
from S1 to S1WI see a reduction of 30.2 % saving £21.6 million, and 
similarly for other scenarios, although the reduction is less significant as 
the network scale increases. This cost reduction can be attributed to the 
more efficient utilisation of waste heat, reducing the reliance on the HP 
and thus electricity consumption. Similarly, the carbon costs decrease 
with the injection of industrial waste heat seeing an average reduction of 
20.3 %. 

The total NPC for scenarios incorporating industrial waste heat ex-
hibits a consistent reduction, emphasising the economic advantage of 
waste heat recovery, seeing a reduction of 12.6 %, 6.8 %, 5.6 % and 2.48 
% reduction from S1-S4 to S1WI-S4WI, respectively. In the boiler-only 
scenario, substantial fuel and carbon costs are noted. These high costs, 
in comparison to other scenarios, underline the energy inefficiency and 
environmental impact associated with natural gas, and the high COP of 
the HPs really show the decreased fuel consumption and cost. 

5.3. Levelized cost and emissions 

Fig. 7 displays the LCOH for the network scenarios, with and without 
the incorporation of industrial waste heat as well as standard deviation 
and mean error due to multiple instances of simulations run for each 
scenario. When industrial waste heat is not included, the LCOH values 
exhibit a narrow range, with minimal fluctuations observed across the 
scenarios. The LCOH slightly decreases from S1 to S3, and peaks in S4, 
indicating that the cost of heat does not consistently increase or decrease 
with the scale of the network. This trend suggests that factors other than 
network size may influence the LCOH. 

Contrastingly, when industrial waste heat is integrated, an evident 
upward trend in LCOH with increasing network size is observed. This is 
because the proportion of heat from the heat pump at a higher cost must 
increase as the industrial waste heat has a fixed capacity. Therefore, as 
the network size increases the LCOH will converge towards the networks 
with industrial waste heat price. 

However, despite this upward trend, the LCOH values with waste 
heat inclusion are consistently lower than its industrial waste counter-
parts, despite the larger network scale requiring more extensive pipe-
work. The additional pipework costs are offset by the capital cost 
reductions of the heat pumps (HP), which further exemplifies the eco-
nomic efficiency of waste heat utilisation. 

In the integration of industrial waste heat, it was observed that the 
impact on LCOH lessened as the network size increased. Specifically, S1 
showcased the highest LCOH reduction of 8.36 %, while S4 presented 

Fig. 5. Heat loss and overall network efficiency for all scenarios.  

T. Cowley et al.                                                                                                                                                                                                                                 



Applied Thermal Engineering 242 (2024) 122381

12

the smallest reduction of 5.62 %. This outcome suggests that waste 
heat’s influence on LCOH is more notable in smaller networks, where 
the waste heat proportion is relatively larger. Conversely, in larger 
networks, the waste heat proportion is smaller, thus having a smaller 
impact on the overall LCOH. 

Fig. 8 presents the LCOH and the marginal emission reductions over 
all network scenarios, both without and with the integration of indus-
trial waste heat. Marginal emission reduction, in this context, refers to 
the percentage decrease in CO2 emissions achieved by each DHN sce-
nario compared to the standalone boiler emissions of the region that 
isn’t connected to the DHN. This calculation effectively quantifies the 
emissions reduction benefit provided by each scenario. 

Marginal emission reductions exhibit a significant upward trend 
from 44.76 % to 80.83 % for S1 to S4, respectively. Consequently, 
leading to greater emission reductions, despite the cost of heat 
remaining relatively constant. 

When industrial waste heat is incorporated, the marginal emission 
reductions continue their upward trend but now from 47.74 % to 83.46 
% for S1-S4, respectively and see a reduced LCOH from 11.62p/kWh to 
10.65p/kWh for S1-S1WI. This result exemplifies the combined eco-
nomic and environmental benefits of integrating waste heat into the 
network, yielding lower costs and higher emission reductions. 

In Scenario S1, the LCOH decreases by approximately 8.36 %, while 
the marginal emission reduction increases by approximately 6.65 %. 
This shows that the inclusion of industrial waste heat in S1 brings about 

Fig. 6. Breakdown of Network Present Costs (NPC) for all scenarios, including main network, demand centre, heat pump (HP), substation, operation, and main-
tenance (O&M), fuel, and carbon costs. 

Fig. 7. Levelized cost of heat for all scenarios.  
Fig. 8. LCOH and marginal reduction in emissions for scenarios.  
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a more significant economic benefit (as shown by the greater reduction 
in LCOH) compared to the environmental benefit (smaller increase in 
marginal emission reduction). Conversely, in Scenario S4, the LCOH 
decreases by approximately 5.62 %, while the marginal emission 
reduction increases by approximately 3.27 %. This indicates that while 
the inclusion of industrial waste heat still results in economic and 
environmental benefits, the relative improvements are less compared to 
S1. From this comparison, it’s clear that the smaller network (S1) derives 
a greater relative economic advantage from the inclusion of industrial 
waste heat, while the larger network (S4) experiences a more balanced 
improvement between economic efficiency and environmental impact. 
However, the absolute environmental impact (in terms of marginal 
emission reduction) is higher in S4 due to its larger size and thus larger 
potential for emission reduction. 

Of all the scenarios, the implementation of S4 with industrial waste 
heat presents a promising balance between cost-efficiency and envi-
ronmental impact. It achieves the highest marginal emission reduction 
of 83.5 %, equating to a total of 38,000 tCO2e offset, and concurrently 
exhibits a significant reduction in LCOH to 10.98p/kWh. The imple-
mentation of S4 thereby covers 89.5 % of Grimethorpe, Houghton, and 
Royston’s heat demand while only producing 7,530 tCO2e. It is notable 
that the adoption of S4 could contribute to a significant 21.4 % reduc-
tion in CO2 emissions across the entire Barnsley metropolitan district 
[87]. 

5.4. Sensitivity analysis 

Fig. 9 presents a sensitivity analysis of the capital costs, O&M costs, 
and demand for Scenarios S1 and S1WI. Specifically, the results 
demonstrate that a 50 % reduction in total heat demand leads to an 
increase in LCOH by approximately 17 % for networks without waste 
heat, and 13 % for networks with additional industrial waste heat. 
Conversely, a 50 % increase in total heat demand results in a decrease in 
LCOH by 5 % without industrial waste heat, and 3.5 % with industrial 
waste heat. 

Additionally, the analysis reveals that when capital costs and O&M 
costs increase or decrease by 50 %, the overall LCOH follows suit, with a 
corresponding change of 22 % and 17 % for networks without industrial 
waste heat, and similar results for networks with industrial waste heat, 
respectively. 

Furthermore, the sensitivity analysis of the LCOH for networks with 
industrial waste heat indicates that incorporating waste heat from in-
dustries can help reduce the sensitivity of the LCOH to changes in heat 
demand. This finding implies that the integration of industrial waste 
heat as an energy source can enhance the resilience of the DHN, making 
it more stable and adaptable to variations in heat demand, and 

facilitating expansions or improvements in building insulation. 
Fig. 10 shows the LCOH in relation to varying gas prices and COP of 

the HP. The figure shows the intersection S1 and S1WI. This intersection 
point represents the gas price at which the DHN becomes economically 
viable compared to boilers. Networks with industrial waste heat become 
competitive with boilers at a gas price of 8.7 p/kWh, whereas networks 
without industrial waste heat become competitive at a slightly higher 
price of 9.8 p/kWh. It is worth noting that natural gas prices have 
exhibited significant fluctuations ranging from 4.4 to 27.3p/kWh in 
2021 [88]. Despite this volatility, district heating networks provide a 
stable LCOH. 

5.5. Comparison of heating systems 

Fig. 11 shows the LCOH, articulated in pence per kilowatt-hour (p/ 
kWh), for a diverse set of heating systems. These systems span a con-
ventional boiler, an air-to-air heat pump (HP), an air-to-water HP, a 
traditional CHP heat network, a DHN without industrial waste heat, and 
a DHN integrated with industrial waste heat. 

While traditional boiler systems boast the most economical LCOH at 

Fig. 9. Sensitivity analysis of capital, O&M costs, and demand for scenario S1 without (left) and S1WI with (right) industrial waste heat.  

Fig. 10. LCOH of network or boilers when changing COP or gas prices.  
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6.68 p/kWh, their environmental repercussions are significant. Tran-
sitioning to renewables, both the air-to-air and air-to-water heat pumps 
log LCOH values of 11.34 p/kWh and 11.74 p/kWh respectively. 
Notably, the traditional CHP heat network stands at 11.38 p/kWh, 
positioning itself competitively within the renewable technologies. 

However, DHNs, as seen, shows environmental benefits with cost 
efficiency. Specifically, the mine water network with industrial waste 
heat registers an LCOH of 10.65 p/kWh, underscoring its economic 
promise and better performance compared to other renewable sources. 

6. Discussion & conclusion 

6.1. Discussion 

This research has highlighted the relationship between network size 
and DHN efficiency, with larger networks outperforming smaller ones, 
primarily due to reduced transient heat loss. Meanwhile, integrating 
industrial waste heat into the network offers substantial benefits but 
with trade-offs, moderately reducing overall efficiency due to increased 
thermal losses and additional piping. However, it significantly enhances 
the network’s capacity to meet heat demand. This increased capacity is 
beneficial enough to outweigh the minor loss in efficiency. The 
assumption that “heat loss to the surroundings is one-dimensional” 

simplifies our understanding of these thermal losses. This foundational 
perspective on how these losses impact overall system efficiency in-
fluences the results, potentially underestimating multi-dimensional heat 
loss effects. 

The value of waste heat extends beyond improved performance; it 
also helps make DHNs more cost-effective by reducing LCOH values. 
This cost-efficiency trade-off highlights the importance of waste heat as 
a key resource. It’s important to consider the differing impacts of 
network size and waste heat integration on DHN system efficiency 
during design. 

A comprehensive DHN model should factor in potential fluctuations 
in heat demand and cost, refining our understanding and optimisation of 
DHN efficiency, performance, and cost-effectiveness. The analysis of 
DHNs also requires understanding the interplay between economic and 
environmental factors. As networks expand, the balance between cost 
and emissions reduction becomes paramount. Larger networks, while 
more efficient, can incur higher operating costs, especially when inte-
grating waste heat. Yet, they offer a significant advantage: greater 
reduction in emissions. 

Certain scenarios, such as S1WI and S4WI, stand out due to their low 
LCOH and high emissions reduction capabilities. In fact, Scenario S4, 
when implemented with industrial waste heat, can substantially 

contribute to regional decarbonisation goals. DHNs also enhance energy 
security and sustainability, offering stable LCOH despite natural gas 
price fluctuations, thus reducing reliance on fossil fuels. 

The viability of large-scale networks depends on location, with re-
gions like Barnsley well-positioned for geothermal mine water heating. 
Despite some demand not being met, particularly in larger networks, 
boreholes didn’t exceed their heat extraction limits. The average 
household energy consumption aligns with the demand model results, 
indicating accuracy. 

Predicting non-domestic heat demand profiles is challenging due to 
factors like business type, activities, opening hours, staff numbers, and 
building characteristics. More accurate profiles could be obtained with 
more building categories, but this increases complexity and may impact 
computational time. Supply temperature changes and pipe sizing opti-
misation can ensure that all heat demand is supplied and will be present 
in future work. 

Sensitivity analysis reveals that heat demand fluctuations impact 
LCOH more than cost changes. Anticipated shifts in demand patterns 
due to factors like climate change, population growth, and changing 
energy usage habits are thus crucial for long-term DHN management. On 
the other hand, integrating waste heat can reduce the impact of demand 
fluctuations on LCOH, making DHNs more adaptable and stable. 

Alternative heating solutions, such as ASHPs, compete with DHNs. 
ASHPs offer high energy efficiency but suffer performance losses in 
colder periods due to varying efficiency with ambient temperature. In 
contrast, DHNs maintain stable efficiency by using waste heat and can 
offer more reliable heat delivery with advanced storage technologies. 
Future work will look more closely at the comparison between DHN and 
ASHPs. 

6.2. Conclusion 

In the presented research, an in-depth analysis of District Heating 
Networks (DHNs) was executed, focusing on the integration of non- 
traditional heat sources, specifically mine water and industrial waste 
heat. Utilising a refined network dynamics simulation model with water 
front functionality, the investigation for Barnsley, UK yielded the 
following key results:  

• With the expansion of the network, a clear trend in heat generation, 
demand, and supply emerged. Without industrial waste heat, de-
mand satisfaction decreased from 99.2 % in Scenario S1 to 87.9 % in 
Scenario S4.  

• The integration of industrial waste heat resulted in a 7.5 % reduction 
in the carbon factor by Scenario S4WI. Additionally, a transition 

Fig. 11. Comparison of various heating systems and S4 [89].  
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from Scenario S1 to S1WI led to a 30.2 % decrease in fuel costs, 
equating to savings of £21.6 million.  

• The Net Present Costs (NPC) for Scenario S1WI was determined to be 
£284.46 million, indicating an advantage over the £325.36 million of 
Scenario S1.  

• A significant 5.56 % reduction in the Levelized Cost of Heat (LCOH) 
was observed by Scenario S4. In comparison to traditional boiler 
systems, which have an LCOH of 6.68p/kWh, the traditional CHP 
DHN, at 11.38p/kWh, showcased competitive potential. More 
notably, upon the integration of waste heat, the LCOH for the 
network was further reduced to 10.65p/kWh, reinforcing its eco-
nomic and environmental appeal.  

• Despite the complexities associated with integrating multiple heat 
sources, Scenario S4WI maintained a thermal efficiency of approxi-
mately 87 %, even accounting for increased thermal losses.  

• A critical techno-economic breakpoint was identified at a gas price of 
8.7p/kWh, emphasizing the conditions under which DHNs, utilizing 
mine water and industrial waste heat, can economically compete 
with traditional boilers. 

• From an environmental standpoint, Scenario S4WI achieved a mar-
ginal emission reduction of 83.5 %, showcasing the potential of the 
proposed DHN systems to significantly reduce regional carbon 

emissions, especially in areas characterized by low heat density and 
outdated infrastructure. 

In summary, this research offers technical insights into the viability 
of low-carbon DHNs in the UK, with particular relevance to regions with 
a rich mining history such as Barnsley. As the UK progresses towards its 
2050 net-zero GHG emission targets, the findings from this study pro-
vide a valuable reference for local authorities and policy makers. For 
future work it is recommended to perform sensitivity analysis or opti-
misation of the additional pipe length and waste heat temperature to 
achieve peak thermal efficiency and reduce heat loss, additionally to 
undertake a more detailed comparative analysis with alternative heating 
systems. 
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Appendix 

A.1. Selection and classification of demand 

The following method was used within each of the three locations:  

1. The postcodes within a selected village were identified using PostcodebyAddress [90].  
2. The total number of properties within the village was identified by searching the EPC database for the identified postcodes[91]. An assumption was 

made that all the houses within each postcode had either been sold, rented, or had an EPC conducted since 2008 when the database began.  
3. The villages were split into smaller postcode segments to aggregate the houses into reduced village sectors to enhance spatial accuracy. The sectors 

vary in size depending on the number of postcodes aggregated to obtain 200–300 houses per DC.  
4. The process was repeated for each of the villages independently. 

The following method was used to identify the any commercial demands within the specified region:  

1. The EPC database [119] was searched for identified postcodes regions S72, S71 [91]. Both DEC and NON-DEC were obtained from the EPC 
database. Commercial buildings are required to have an EPC; therefore, all commercial buildings are assumed to be within the database.  

2. The postcode sectors which were identified as not surrounding the 8 selected villages were removed.  
3. The following categories were removed from the category type within the EPC database: a. Pubs b. Pharmacies, surgeries, and clinics. c. Retail – 

due to them mostly being local corner shops. d. Workshop businesses. e. Warehouse and General Industry. 4) The removal of duplicate building 
reference numbers and addresses was completed to eliminate any duplication. 

A.2. Calculation of Nusselt’s number 

Reynolds number is calculated to show which regime the flow of water in the pipe, described by Equation (40): 

Re = (4ṁ)
(

π(din*1 × 10−3)(ν*1 × 10−6)ρw

)−1 (40)  

where ṁ is the mass flowrate, Re is Reynolds number, din is the diameter of the pipe,ν is the kinematic viscosity, and ρw is the density of water. 
Relative roughness is the amount of surface roughness that exists within the pipe and calculated by dividing the absolute roughness by the diameter 

of the pipe. The absolute roughness is pre-determined when sizing the pipes. Equation (41) describes this: 
εR = εAdin

−1 (41)  

where εrelative is the relative roughness, εAbsolute is the absolute roughness and din is the diameter of the inlet pipework. 
The friction factor is calculated by the Darcy-Welsbach Equation [92] and is used for calculating the friction loss in a pipe, the value is calculated by 

two methods dependent on the flow regime. Laminar flow is described by Equation (42): 
μ = 64Re−1 (42)  
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where μ is the friction factor, and Re is Reynolds number. 
Turbulent flow is described by Equation (43): 

μ =

⎛
⎜⎝

1

−1.8log106.9*Re−1 +
(

εrelative

3.7

)1.11

⎞
⎟⎠

2

(43)  

where μ is the friction factor, and Re is Reynolds number, and εrelative is the relative roughness. 
The Prandtl Number (Pr) approximates the ratio of momentum diffusivity and thermal diffusivity, it is described by Equation (44) [93]: 

Pr = ν • αdiff
−1 (44)  

where αdiff is the water’s diffusivity coefficient. 
Nusselt’s Number is the ratio of convective to conductive heat transfer across a boundary surface, this is because when a fluid is motionless is 

conduction and convection if it involves motion. The heat flux for conduction is calculated by Fourier’s law of conduction, while for convective it is 
calculated using Newton’s Law. The ratio of these two laws gives the Nusselt’s number, due to the different flow regimes the calculations are 
calculated differently as outlined below [94]. For laminar flow (Re <= 2,300) Nusselt’s number is calculated by Equation (45) (27): 

Nu = 3.66+

⎛
⎝ 0.0668RePr

(
2rin

(
Lroute

−1
)

1 + 0.04
(

RePr
(
2rin

(
Lroute

−1
))2

3

)

⎞
⎠ (45)  

where rin is the radius of the pipe, Lroute the length and Nu is Nusselt’s number, Pr is Prantl’s number, and Re is Reynolds number. 
While, for the turbulent regime it is calculated by Equation (46), within the model this equation is used for the case of Re > 2,300. 

Nu = 3.66+

⎛
⎝ μ8−1(Re − 1000)Pr

1 + 12.7
(
μ8−1

)0.5
(

Pr
2
3 − 1

)

⎞
⎠ (46)  

where Nu is Nusselt’s number, μ is the friction factor, and Re is Reynolds number, and Pr is Prantl’s number. 

A.3. Total Heat Pump Investment 

Fig. 12 shows how heat pump capacity (MW) varies with total investment (million Euro) used in the techno-economic calculations.

Fig. 12. Relationship of heat pump cost per MW.  

A.4. Selection of COP 

Fig. 13 shows the supply, return and COP achieved from large-scale european heat pump network schemes. The blue and orange indicate wether it 
is for cooling or heating. 
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Fig. 13. Supply and return temperatures with associated COP.  

A.5. Pipe sizing 

Fig. 14 shows the relationship of nominal pipe idamter and the velocity of water and was used to size the pipes of each scenario of network.

Fig. 14. Relationship of nominal pipe diameter and velocity of water.  
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