
Is GPT-4 a Good Islamic Expert for Answering Quran Questions?

Sarah Alnefaie
King Abdulaziz University,

Jeddah, Saudi Arabia
University of Leeds, Leeds, UK
scsaln@leeds.ac.uk

Eric Atwell
University of Leeds

Leeds, UK
e.s.atwell
@leeds.ac.uk

Mohammad Ammar Alsalka
University of Leeds

Leeds, UK
m.a.alsalka
@leeds.ac.uk

Abstract

In this research, we investigated GPT-4 as a
question-answering model for the Holy Quran.
As a first step, we built the Quran ques-
tion–answer pair (QUQA) dataset, comprising
2,189 questions, and made it freely available
via our repository. This dataset was then used
to benchmark the performance of the current
Generative Pre-trained Transformer 4 (GPT-4)
model from the OpenAI research laboratory.
The results show that GPT-4 did not do well
with this dataset, with a 0.23 partial Average
Precision (pAP) score, 0.26 F1@1 score, and
0.19 Exact Match (EM) score. Therefore, fur-
ther improvement is needed for Classical Ara-
bic responses generated by GPT model.

Keywords: GPT-4, large language model, and
Quran question–answer pair (QUQA) dataset

1 Introduction

Vaswani et al. (2017) introduced the transformer
architecture that significantly advanced the field of
natural language processing (NLP). Bidirectional
encoder representations from transformers (BERT)
is one of the pre-trained transformer language mod-
els that has outperformed the state of the art in
many NLP downstream tasks, such as text classifi-
cation, question answering and machine translation
(Devlin et al., 2018).

A challenging task in NLP is answering ques-
tions in Arabic, especially from Classical Arabic
texts, such as the Quran and Hadith Sharif. The
challenge lies in the nature and features of the
text. For example, the meaning and spelling of
the terminology in the Quran differ from other
Arabic variants (colloquial Arabic, Modern Stan-
dard Arabic and Classical Arabic) (Altammami and
Atwell, 2022). This challenge has motivated sev-
eral researchers to use the BERT transformer for
a Holy Quran question-answering system, and it

has shown promising results (Ahmed et al., 2022;
Alsaleh et al., 2022; ElKomy and Sarhan, 2022;
Malhas and Elsayed, 2022)

Recently, OpenAI has developed and provided
access to several versions of the large language
model (LLM)-driven ChatGPT—“GPT” refers to
its underlying generative pre-trained transformer
model (Brown et al., 2020; Ouyang et al., 2022).
Several studies have focused on testing GPT on
downstream tasks (Jiao et al., 2023; Wang et al.,
2023; Qin et al., 2023). However, to the best of
our knowledge, there has not yet been a published
examination of how well GPT works in answering
Islamic questions.

Our research sought to answer the question, “Is
GPT a good Islamic expert?” To answer this ques-
tion, we first created a corpus for Islamic questions
and answered them using the Noble Quran due to
the lack of an available dataset of this type. We then
tested the performance of GPT with these questions
to learn about its behaviour, strengths and disad-
vantages. The results of this study will benefit
a large segment of Muslims worldwide, motivate
additional research to improve upon any defects
found and help researchers choose an appropriate
language model in the future.

2 Related Work

2.1 Islamic Question-and-Answer Systems

Many studies have built systems for finding an-
swers to Islamic questions from the Holy Quran
and Hadith Sharif. These studies typically used
three different approaches.

2.1.1 Question-and-Answer Systems Based on
Retrieval Techniques

Some research has focused on the retrieval tech-
niques used to find answers from Quranic text. Ab-
delnasser et al. (2014) developed the Al-Bayan sys-
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tem. This system receives the question as input
and then retrieves a Quran verse that includes the
answer based on ontology by computing the cosine
semantic similarity between the question and the
concept vectors. Their study found that the sys-
tem had an accuracy of 85%. Abdi et al. (2020)
proposed a model that answers questions from the
Hadith by calculating the semantic similarity be-
tween the question and Hadith sentences utilising
an Arabic dictionary. Maraoui et al. (2021) intro-
duced a Hadith question-and-answer system based
on two basic stages. First, more information is
added to the question. Second, the Hadith text is
represented using a Text Encoding Initiative (TEI)
standard. The accuracy of the system was 92%.
This approach can generally answer only factual
questions.

2.1.2 Question-and-Answer Systems Based on
Knowledge Bases

Hamoud and Atwell (2016) recommend building
a simple search system over a close-domain knowl-
edge base to answer all kinds of questions about the
Quran. First, they built a corpus of 1,500 questions
and their answers. The dataset included different
types of questions. A simple matching process
was applied to a user’s query and the questions
in the dataset to find the most relevant question
and display its answer. This system demonstrated
79% precision and 76% recall. The drawback of a
knowledge base approach is that a model’s perfor-
mance is entirely affected by the corpus’s quality,
including the variety and quantity of the informa-
tion it contains.

2.1.3 Question-and-Answer Systems Using
Pre-Trained Language Models

Many studies have used pre-trained language mod-
els for Quran Machine Reading Comprehension
(MRC) task. The model inputs are typically a Mod-
ern Standard Arabic question and a Quranic pas-
sage in Classical Arabic (CA), while the output is
a ranked list of five answers. Each answer is part
of the passage. They have relied on the Qur’anic
Reading Comprehension Dataset (QRCD) for the
training and testing phases.

ElKomy and Sarhan (2022) developed a sys-
tem by training five different Arabic models:
Arabic BERT (ARBERT), AraBERTv02-Base,
AraBERTv02-Large, masked Arabic BERT (MAR-
BERT) and QCRI [Qatar Computing Research In-
stitute] Arabic and Dialectical BERT (QARiB)-

Base. They used a voting system among these
models to select the final answer. To improve the
results, they applied post-processing steps. Their
experiments showed the following results: 0.27
Exact Match (EM), 0.50 F1@1 and 0.57 partial
Reciprocal Rank (pRR).

Ahmed et al. (2022) proposed augmenting the
QRCD dataset manually with 657 questions and
answers to train their Arabic Efficiently Learn-
ing an Encoder that Classifies Token Replace-
ments Accurately (AraELECTRA) and the Arabic-
Typologically Diverse Question Answering (ArTy-
DiQA) language model. This model was able to
extract the answers to the questions well, achieving
the following results: 0.24 EM, 0.51 F1@1 and
0.55 pRR.

Mostafa and Mohamed (2022) recommend us-
ing the AraELECTRA model after fine-tuning it on
the Arabic-Stanford Question Answering Database
(SQuAD), ArTyDiQA and Arabic Reading Com-
prehension Dataset (ARCD). Finally, they used dif-
ferent loss functions to address the data imbalance
issue. The study found that the model achieved
0.55 pRR.

Malhas and Elsayed (2022) conducted an experi-
ment by fine-tuning AraBERT and Classical Arabic
BERT (CL-AraBERT), using the MSA datasets and
the training portion of the QRCD and then assess-
ing the models using the test questions from the
QRCD. AraBERT is a model that is pre-trained on
an MSA corpus, while CL-AraBERT is AraBERT
with further pre-training on a Classical Arabic
dataset. They found that the CL-AraBERT model
outperformed AraBERT with 0.51 partial average
precision (pAP)@10.

Other studies have used other techniques and lan-
guage models to build Quran question-and-answer
systems but have achieved worse results (Keleg
and Magdy, 2022; Premasiri et al., 2022).

The studies in this approach applied the pre-
trained language model for MRC task only while
the questions-answer system consisting of two
modules: Passage Retrieval (PR) and MRC. The
first module will retrieve the Quran passages that
likely contain the correct answer to the questions.
The task of the second module is to extract the
answer from the retrieved passages. In addition,
the dataset size was very small, as the number of
questions without duplication was 169.
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2.2 GPT Research

Recently, many studies have investigated the perfor-
mance of the GPT application in answering various
types of questions. Katz et al. (2023) conducted
an experiment to study the performance of GPT
in passing the Uniform Bar Examination (UBE).
Success on this exam is a condition for law practice
in most states within the US. It consists of several
components, including multiple-choice and essay
items. GPT-4 (i.e. the fourth version of ChatGPT’s
underlying model) achieved good results with 297
points. Kung et al. (2023) suggested measuring the
performance of GPT-3.5 in the United States Medi-
cal Licensing Exam (USMLE). The results showed
that it was close to passing the test. Wood et al.
(2023) recommend investigating the efficiency of
GPT-3.5 using more than 28,000 questions from ac-
counting tests. They found that the average results
of the model were better than students when they
considered partially correct answers. Kasai et al.
(2023) proposed studying the performance of vari-
ous versions of GPT using Japanese national med-
ical licensing examinations for the last six years.
The results showed that GPT-4 had the best perfor-
mance and passed all exams. As far as we know, no
study has assessed the GPT with Islamic questions.

3 Model

Based on the architecture of the pre-trained lan-
guage models, they can be categorized into three
categories: encoder-decoder (Raffel et al., 2020),
decoder-only and encoder-only (Devlin et al.,
2018). The GPT is considered a decoder-only
model (Radford et al., 2018). The development
of GPT has already passed through several genera-
tions: GPT-1 (Radford et al., 2018), GPT-2 (Rad-
ford et al., 2019), GPT-3 (Brown et al., 2020), GPT-
3.5 (Ye et al., 2023) and GPT-4 (OpenAI, 2023).
Various techniques have been used in these differ-
ent versions, which have been reflected positively
in the performance and development of the lan-
guage model.

The version used for this study was GPT-4, the
latest version of the GPT at the time of our research.
This model is used directly and does not require
any fine-tuning process. We used the Python API
to retrieve answers from the model. Google Colab
was used to run the experiment.

4 Datasets

In this section, we outline the datasets used in the
study. This research focused on finding answers
to questions from Islamic religious texts. In Islam,
the Holy Quran is the primary source from which
Muslims derive information to guide their lives.

4.1 Quran Question–Answer Dataset

The Holy Quran is God’s word and Islam’s basic
book. Based on specific topics, the book is divided
into 114 surahs. Each surah is a series of verses.
The total number of verses in the Quran is 6,236
(Atwell et al., 2010).

As is well known in the field, there is a signif-
icant shortage of question–answer collections in
low-resource languages, such as Arabic. There are
only two available Quran question–answer datasets:
the Annotated Corpus of Arabic Al-Quran Ques-
tions and Answers (AQQAC) and AyaTEC. The
AQQAC consists of 1,224 question–answer pairs
collected from the Islam – Quran & Tafseer web-
site (Alqahtani, 2019).1 A limitation of this dataset
is that many answers are only from the words of
scholars without any evidence from the Holy Quran.
After excluding these types of answers, we identi-
fied only 611 question–answer pairs. A different
approach was used to build AyaTEC. Its creators
collected questions from the Internet, then several
freelancers extracted the answers from the Quranic
text and, finally, the questions and answers were re-
viewed by religious scholars (Malhas and Elsayed,
2020). AyaTEC consists of 169 questions, and each
question may have more than one answer, so the
number of records was 1,247. The nature of the
combined AyaTEC and AQQAC questions was not
considered challenging because they were direct
and were a relatively small set. Therefore, we built
the Quran question–answer pairs (QUQA) dataset.

4.2 QUQA Building Process

The QUQA creation methodology followed four
steps: (1) corpus design, (2) source choice, (3)
question and answer gathering and (4) data clean-
ing. First, the designs of AQQAC and AyaTEC
were used as a basis when we planned the QUQA
collection. It is available in a format using comma-
separated values (CSVs) with UTF-8 encoding.
Second, QUQA used the two available datasets
(AQQAC and AyaTEC) and relevant published

1http://islamqt.com/
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books. We chose books that fulfilled two require-
ments. Their answers had to include evidence from
the Quran. Most books in this area include an-
swers that involve only the expert’s words with-
out evidence. In addition, the owner of the book
rights had to allow for our further publication of
the data because we wanted to make the dataset
available. The five books that met the requirements
were 900 Questions and Answers in Managing the
Verses of the Book (ALmuselli, 2020), 100 Quranic
Questions and Answers (Alakeel, 2018), The Doc-
trine of Every Muslim in a Question and Answer
(Zeno, 2004, 2007), Inference on Children’s Trea-
sure (Al-Wadi, 2016), and Prayer (1770) Question
and Answer (Al Alami, 2022). Third, to collect
the data, we wrote a programme that converts the
sources from their original formats to the specific
format used in our dataset. The AQQAC was avail-
able in one XLXS file, while AyaTEC consisted
of three linked XML files. Some of the selected
books were already available as files in a digital
text format. Therefore, it was relatively easy to
extract the questions and answers from them for
our research. In contrast, the other books required
an additional step to convert the scanned physical
document into a digital text format. The fourth and
final step involved cleaning the data by fixing in-
correct information introduced during the process
and removing duplicate data, noise and undesired
items. In addition, the questions in this corpus were
classified into three categories: fact, confirmation
and descriptive. A fact was a simple answer to a
question such as where, when, etc. A descriptive
question requires a more complex and detailed an-
swer. The confirmation category included yes/no
questions. The data cleaning data process consisted
of manual and automated tasks (the latter included
using regular expressions to eliminate non-Arabic
characters and removing extra spaces). This step
enhanced the quality of the dataset.

The QUQA includes 2,189 questions, classified
as 1778 single-answer and 411 multiple-answer
questions. The answers in this dataset cover 47%
of the Quran. The types of questions in the dataset
are diverse and cover different topics, such as mat-
ters related to the afterlife, the foundations of faith,
dealings between people and stories of the prophet.
Examples of the QUQA dataset questions and their
answers are shown in Table 1. This dataset is pub-
licly available in our repository.2

2http://github.com/scsaln
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Mary, be devoutly obedient to
your Lord and prostrate and bow
with those who bow [in prayer].

Table 1: Examples of the QUQA questions and their
answers.

5 Evaluation

In response to the questions we supplied, the output
generated by GPT-4 contains natural-sounding text
and many series of Quranic verses, as shown in
Table 2. In the output, the series may consist of one
or more verses. Therefore, we evaluated the tex-
tual answer and the Quranic verses independently.
The evaluation of the Quranic verses was both au-
tomatic and manual. First, we manually extracted
the Quranic verses from the text because they were
in different formats and put them in a standardised
form. We wrote a programme to check whether the
text of a Quranic verse was fake and then validated
it as an answer to the question using the “golden”
labelled dataset. We noticed that some of the verses
mentioned in the GPT answer correctly addressed
the question but were not mentioned in the golden
dataset. Therefore, we checked all the answers and
added unanticipated “found” correct answers to the
dataset, as appropriate. For example, all the verses
cited in the answer given in Table 2 are correct,
but only the first verse was originally mentioned in
the correct answer in the dataset. We evaluated the
answers manually because the GPT answers may
have a similar meaning to the golden answers but
use different words. For example, in Question 2117
(“How long is full breastfeeding?”) The answer is
“ 	á�
Ëñk ”, but GPT answered with “ 	á�


�
J
	
�� ”; these

two words are synonymous in meaning two years.
We considered different retrieved series of

Quranic verses in the answer as a ranked list and
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The number of heavens mentioned in the Holy Quran is seven. This number can
be found in several verses, such as (1) Surah Al-Baqarah (verse 29), “He it is
Who created for you all that is on Earth. Then He Istawa (rose over) towards the
heaven and made them seven heavens and He is the All-Knower of everything”;
(2) Surah Al-Isra (verse 44), “The seven heavens and the Earth and whatever is
in them exalt Him. And there is not a thing except that it exalts [ Allah ] by His
praise, but you do not understand their [way of] exalting. Indeed, He is ever
Forbearing and Forgiving.”

Table 2: Example of GPT answers.

used F1@1, EM, F1 and pAP as evaluation met-
rics. F1@1 and EM are usually implemented on
only the top predicted answer, which was the first
series in our case. EM was a binary value. It was
assigned a value of 1 when the first verse series
was matched exactly with one of the gold verses
or 0 if not. To compute F1, we measured the over-
lap between each series of verses and the golden
answer and then took the average. If F1 was only
computed for the first series, it was referred to as
F1@1. The pAP measure was used to consider the
rank of the correct answers in the retrieved list. If
the system could retrieve the correct answers at the
top of the list, then the score became higher. The
above measures were computed for each question
and then the average was taken. Malhas and El-
sayed (2020, 2022) used these four measures to
assess their Quran question–answer system. We
dealt with the text as a bag of words and used EM
and F1 to assess it. If the first sentence contained
the exact answer, then the EM was assigned a value
of 1. Otherwise, it was assigned a value of 0. The
GPT-4 answers to all the questions are publicly
available.3

3https://github.com/scsaln/GPT4

6 Results

In this section, we present the performance of GPT-
4 with the QUQA dataset. We conducted three
experiments. In each, we entered a particular type
of question. The QUQA contains three kinds of
question. The QUQA contains three kinds of ques-
tions: confirmation (103 questions), descriptive
(1,621 questions) and fact (465 questions). The
results summary of the Quranic series portion of
the GPT-4 answers is shown in Table 3, while the
produced-text portion results are shown in Table 4.

In general, GPT-4 did not achieve impressive
results. We note that the first sentence and the
first series of Quranic verses in its answers to the
fact-type questions outperformed the other types
with a 0.3 F1@1 score, 0.27 pAP and 0.25 EM
score for the Quran verse portion and a 0.34 EM
score for the regular text. For the entire regular
text in the answer, GPT-4 achieved higher results in
questions of the confirmation type, with a 0.29 F1
score. Additionally, GPT-4 obtained a high score
with a 0.36 F1 score in the entire Quranic verses
series portion of answering descriptive questions.
The ranking of the Quranic verses series in the
answers to All questions received a 0.23 pAP score,
0.32 F1, 0.19 EM, and 0.26 F1@1. While the text
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Question Type F1@1 EM F1 pAP
All 0.26 0.19 0.32 0.23
Confirmation 0.22 0.13 0.29 0.18
Descriptive 0.26 0.19 0.36 0.24
Fact 0.3 0.25 0.32 0.27

Table 3: The evaluation results of the Quranic series
portion of the GPT-4 answers.

Question Type EM F1
All 0.29 0.26
Confirmation 0.29 0.29
Descriptive 0.25 0.26
Fact 0.34 0.24

Table 4: The evaluation results of the produced-text
portion of the GPT-4 answers.

portion received 0.26 F1 and 0.29 EM.

7 Analysis and Discussion

This section analyses and discusses the results ob-
tained from the answers generated by GPT-4 in
response to the QUQA questions.

Some incorrect answers appeared in the output,
as illustrated in Table 5 and Table 6 (only the part
of the answer containing the error is displayed due
to space limitations). GPT-4 was unable to answer
many questions, as shown in Example 1 an AI lan-
guage model. Example 2 shows the generation of
incomprehensible words. In Example 3, there is a
contradiction, as it mentions a specific answer and
then negates it in the same text. Example 4 shows
an answer in which the text of the verse was correct,
but the verse number and the name of the sura were
incorrect. There were many answers in which the
verse information was correct, but its text was in-
correct. If GPT-4 found a matching word between
the question and a verse, it retrieved the verse even
when its meaning did not answer the question, as
in Example 5. In Example 6, It failed to answer
the question when the word of the correct answer
verses and the word of the question were synonyms.
It also faced difficulties if a word in the question
and a verse were similar, but they were different
in meaning due to context, as shown in Example
7. This led to incorrect processing of the question.
For example, the word ” I. ª

�
� ” in Arabic has the

meaning of both “people” and “branches”. The
question in Example 7 means “branches of faith”
based on the context of the sentence, but it has been
processed by GPT-4 as equivalent to the “faithful

people”. In Example 8, the answer was composed
of a series of verses. This seems to indicate that
the model found it difficult to answer. In addition
to the above examples, there were many answers
in which Quranic verses were not mentioned, such
as Question number 1. The other GPT-4 answers
contain many related topics but do not answer the
question directly, such as Question number 487.
The answers to Question number 1 and Question
number 487 are too long to present here but are
available in our repository).

Ultimately, we wanted to research what some re-
ligious scholars believe is an unethical practice—in
other words, using artificial intelligence to exam-
ine the Quran and found some specific issues with
accuracy (Pournaras, 2023). Therefore, one must
be careful when using language models and should
not adopt any answer in this area without the con-
sultation of an Islamic expert.

8 Conclusion

This paper presented the evaluation process of GPT
in a Quranic question–answer task. We created a
question–answer dataset called QUQA to bench-
mark this model. All questions in this dataset were
sorted into three main categories: fact, confirma-
tion and descriptive. The experiment revealed a
generally weak GPT-4 performance. The perfor-
mance of GPT-4 on the fact questions was better
than the other types of questions with a 0.27 pAP
score, 0.30 F1@1 score and 0.25 EM score. Our
findings highlight the model limitations with regard
to the Classical Arabic language and draw atten-
tion to the need for more research in this area. In
the future, we will extend the corpus to include
more challenging questions and use this dataset
to build question–answering systems using other
pre-trained models.
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Example No. 1
Question ID 328

Question Why did God Almighty choose Moses, peace be upon him, over other people
during his time?

Part of the Answer

To view all the verses of the Holy Qur’an that relate to how God Almighty chose
Moses, peace be upon him, over people at the time of his time, it is preferable
to search for approved Qur’anic interpretations and explanations. Being an AI
language model, I do not have the ability to accurately extract all the Quranic
verses and can only provide general and epistemological answers based on the
limited knowledge I have been trained on until 2021.

Example No. 2
Question ID 485
Question What is the interpretation of Joseph, peace be upon him, of the king’s dream?

Part of the Answer The answer of Yusuf (peace be upon him) to the interpretation of the king’s
dream according to the verses (43-49) in Surat Yusuf: Yusuf said ayn altftan
sbaon ygrgsomagfnsAsdanh. ). . .

Example No. 3
Question ID 326

Question Gold utensils are forbidden for use by a Muslim in this life, so is it the same in
the hereafter?

Part of the Answer

There is no explicit Qur’anic text that talks about vessels of gold in the
hereafter. However, it can be concluded that the pleasures and adornments that
are forbidden in this life may be permissible in the hereafter because they are a
reward for the believers for their good deeds. And in the Holy Qur’an there is
a description of heaven and its bliss. In Surat Al-Zukhruf (43:71), this verse
indicates that the golden utensils will be used to serve the inhabitants of
Paradise, and they will be at the height of luxury....

Example No. 4
Question ID 382

Question Why did Moses, peace be upon him, take the head of his brother Harun, peace
be upon him, dragging him to Moses?

Part of the Answer

”...And when Moses returned to his people, angry and grieved, he said, ”How
wretched is that by which you have replaced me after [my departure]. Were you
impatient over the matter of your Lord?” And he threw down the tablets and
seized his brother by [the hair of] his head, pulling him toward him. [Aaron]
said, ”O son of my mother, indeed the people oppressed me and were about to
kill me, so let not the enemies rejoice over me and do not place me among the
wrongdoing people.” [Taha:94]..

Table 5: Examples of wrong GPT answers, part 1.
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Example No. 5
Question ID 385

Question Why did the desert-Arabs not go out with the Messenger of God, may God’s
prayers and peace be upon him, to Mecca?

Part of the Answer

. . . But some of the desert Arabs believe in Allah and the Last Day, and look
on their payments as pious gifts bringing them nearer to Allah and obtaining
the prayers of the Messenger. Aye, indeed they bring them nearer (to Him):
soon will Allah admit them to His Mercy: for Allah is Oft-forgiving, Most
Merciful...[ at-Tawbah:99]. . .

Golden Answer

Then who could prevent Allah at all if He intended for you harm or intended
for you benefit? Rather, ever is Allah, with what you do, Acquainted [11]. But
you thought that the Messenger and the believers would never return to their
families, ever, and that was made pleasing in your hearts. And you assumed an
assumption of evil and became a people ruined.”[12].[Sura Al-Fat’h].

Example No. 6
Question ID 534

Question What is the sign of the torment coming to the people of Noah, peace be upon
him?

Part of the Answer

. . . And it was said, ”O Earth, swallow your water, and O sky, withhold [your
rain].” And the water subsided, and the matter was accomplished, and the ship
came to rest on the [mountain of] Judiyy. And it was said, ”Away with the
wrongdoing people.”[Hud:44]. . .

Golden Answer

[So it was], until when Our command came and the oven overflowed, We said,
”Load upon the ship of each [creature] two mates and your family, except those
about whom the word has preceded, and [include] whoever has believed.” But
none had believed with him, except a few.

Example No. 7
Question ID 1892
Question Describe some branches of faith?

Part of the Answer
In the Holy Qur’an, many peoples of faithare referred to, including: 1. The
Children of Israel

Golden Answer ... Branches of faith are Belief in God, His angels, His books, His messengers,
and the Last Day...

Example No. 8
Question ID 291

Question Describe the percentage of people entering heaven from the forerunners rank?

Part of the Answer
There is no specific number for the percentage of people entering Paradise
from the rank of the ”forerunners ”in the Holy Quran....

Golden Answer

And the forerunners, the forerunners [10]. These are the nearest [11]. In the
Gardens of Bliss [12]. A group from the ancients [13]. And a few from the
latecomers [14].[Surah Al-Waqia]

Table 6: Examples of wrong GPT answers, part 2.
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