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Abstract— While satellite Persistent Scatterer SAR 

Interferometry (PSI) is an effective technique to monitor the 

health of structures via selection of long-term coherent pixels, 

detailed interpretation of displacement measurements requires 

knowledge of which surfaces, the reflection is coming from. Ray 

tracing algorithms can be used to simulate SAR backscatter for 

structures, and link observed PS pixels to specific parts of 

structures. We investigate the reflectivity of three bridges in 

London for a high-resolution TerraSAR-X dataset, using a ray 

tracing technique. Artificial reflectors are mounted on one of 

the bridges. We compare the simulated backscatter with the 

location of points selected as PS pixels using a stack of 38 

TerraSAR-X images. The results confirm that we can predict 

overall scattering behaviour of a bridge using SAR simulation 

techniques when we have access to a 3D model of the structure. 

However, the results of simulation depend on the level of details 

in the 3D model and a high-detailed 3D model including corner 

reflectors allows the ray tracing technique to perfectly simulate 

position of the strong scatterers. This approach can help 

designers increase the SAR reflectivity of a bridge in the design 

phase of structural bridge assets, or in a retrofit phase, by 

installing artificial reflectors. We also link the strong scatterers 

in the reflectivity map to the corresponding scattering surfaces 

in the structural model that contributed to the signal. This 

allows the end-users of the InSAR products to better 

understand which sections of a bridge are moving when a PS 

pixel indicates displacement. 
Index Terms— Bridge Health Monitoring, PSInSAR, Ray 

tracing.  

I. INTRODUCTION 

 here is a growing need to monitor a portfolio of 

ageing structures globally. The primary method for 

monitoring structures currently is periodic visual 

inspection, but the damage and collapse in recent years of 

several high profile structures highlights the limitations and 

challenges of this method [1]. More detailed inspection 

methods such as surveying and instrumentation of sensors 

provide quantified measurements but are limited in terms of 
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access and scalability.  

Generally, these methods for structural stability monitoring 

are expensive as they are reliant on time-consuming surveys, 

various surveying instruments, and surveying resources. 

Satellite Synthetic Aperture Radar Interferometry (InSAR) 

techniques have the potential to monitor the behavior of 

structures over a wide geographic area with a regular 

frequency (every few days), at relatively low cost [2]. InSAR 

can monitor assets which are difficult to access more 

frequently for inspection or assets in hazardous areas. By 

taking advantage of archived satellite imagery, InSAR can 

also be used to look back in time and assist in baseline 

studies prior to construction with the possibility of 

identifying unstable areas [3]. 

Various InSAR time-series approaches have been 

developed to extract maximum displacement information 

from noisy InSAR interferograms [4, 5]. Persistent Scatterer 

InSAR (PSI) methods [6-9] were presented to identify points 

(Persistent Scatterers or PS) that show coherent scattering 

behavior over large temporal baselines, when many pixels 

become incoherent in conventional InSAR.  The Stanford 

Method for Persistent Scatterers (StaMPS) improved the 

number of PS in rural areas and removed the linear 

displacement model implicit in original PS algorithms[10]. 

In these techniques, a large range of perpendicular baselines 

in individual interferograms is used and only persistent 

dominant point scatterers, which are single reflectors inside 

each cell, remain coherent. 

Some satellite missions, such as TerraSAR-X and Cosmo-

SkyMed, collect SAR images with sufficiently high spatial 

resolutions (in the order of a few meters or less) such that 

InSAR can provide a sufficiently high density of  

measurement points to allow structural health monitoring of 

different sections of a desired structure [11, 12]. In the last 

decade, large numbers of applications of InSAR techniques 
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including PSI were presented for stability monitoring of 

tunnels, railways and highways [13-17] , dams [18, 19], 

bridges [20-24] and cities [25] using high resolution SAR 

data sets. InSAR can be combined with other geodetic 

measurements e.g. Lidar, GPR (Ground Penetrating Radar) 

and GNSS (Global Navigation Satellite System) to provide 

more robust stability monitoring data over individual 

structures [26-29]. A combination of InSAR data and 

Markov Chain Monte Carlo (MCMC) approach for assessing 

a single structure deformations was also presented by Milillo 

et al. to solve for three-dimensional displacements and their 

relative errors [22]. On a large scale, Chang et al. [14] 

presented a probabilistic method for InSAR time-series post 

processing to estimate the most probable displacement 

parameters for each InSAR PS point in order to set up a 

nationwide systematic railway monitoring system.  

Side-looking SAR sensors create a challenge for 

interpreting features of structures such as bridges in SAR 

images. Radar image distortions such as layover and shadow 

are sources of some of these effects. The challenge also 

includes finding where back-scattered signal comes from 

and how the SAR image features relate to the real features 

on the ground. Multiple-bounce effects can also create 

difficulty where the back-scattered signal interacts with 

more than one scattering surface on the ground. Soergel et 

al., used multiple-bounce effects for a bridge spanning above 

the water to estimate its height [30].Qi et al., defined how the 

different components of the bridge contribute to the signal of 

PS pixels in the results of PSI analysis [24]. Most of the 

bridges have steel structures which expand and contract with 

temperature, therefore thermal dilations make a challenge to 

be separated from the bridge displacement term. Monserrat 

et al., proposed an accurate approach to model thermal 

dilation displacements of bridges and it explicitly made use 

of the temperatures at the time of acquisition of the SAR 

image [23]. Hlaváčová et al.[20] presented a monitoring 

study for the Radotín bridge using InSAR technique, with 

different requirements: estimation of thermal dilation only, 

of linear deformation only and of both together. However, 

the most reasonable results were found when estimating only 

the thermal dilations. Selvakumaran et al., also compared 

thermal expansion component of Hammersmith flyover 

estimated by PSI analysis and measured by in-situ 

monitoring and the results confirmed an excellent 

agreements between the two datasets [31]. Weak 

backscattering signals from some of the bridges due to their 

surface characteristics is another challenge to monitor them 

using SAR imagery. Selvakumaran et al., presented a study 

to design and install synthetic corner reflectors to increase 

the signal strength from Waterloo bridge in the SAR images 

[32]. 

To maximise the utility of InSAR for monitoring the 

health of structures, finding the locations of physical 

scatterers on the structure and surrounding features that 

correspond to selected InSAR pixels (PS points) is essential  

for the end-users in the civil engineering community. This 

can be challenging, as multiple surfaces can interact with the 

radar signal and contribute to the intensity of the points. 

Moreover, the scattering characteristics of the structures 

influence their level of reflectivity in the SAR images; design 

modifications of structures prior to, or after, construction can 

help improve their reflectivity. SAR image simulation which 

simulates the direct backscattering from man-made objects 

using rendering algorithms can predict the reflectivity in 

SAR images [33-36]. Furthermore, ray tracing methods 

based on SAR simulation are able to trace back each 

simulated PS candidate to the scattering surfaces on the 

corresponding structure [37] and provide the required 

knowledge about the nature of the PS candidates.  

The main requirement for SAR image simulation is a 3D 

geometrical representation of the desired area which should 

be realistic. SPECRAY-EM/FERMAT (http://www.oktal-

se.fr/) , GRECOSAR [38] , PIRDIS [39] and RaySAR [37] 

are SAR simulation methods which i) use raytracing 

methods to simulate radar signals, ii) account for multiple 

reflections of radar signals, iii) are enable to simulate very 

high resolution SAR data, and iv) simulate detailed object 

models. RaySAR addressed limitations of the other similar 

methods by i) applying 3D SAR simulation in azimuth, range 

and elevation, ii) providing methods for geometrical analysis 

of scatters, and iii) by linking scatterers in the simulated 

scene to the geometry of structures. RaySAR keeps track of 

each individual scatter and provides its corresponding 3D 

location and bounce level e.g. double or triple bounce. 

RaySAR is computationally efficient due to using simplified 

reflection models, which we discuss in Section II.A.  

Auer et al. [40] generated a simulated very high resolution 

(VHR) SAR image (TerrSAR-X Spotlight) using RaySAR 

with a highly detailed 3D model of a building in the centre 

of Berlin. They localised geocoded PSs in 3D using heights 

with respect to a reference DEM, and compared them with 

the 3D positions of simulated signatures with multiple 

bounce scattering levels in the coordinates of the building 

model. They attributed a shortfall in the number of simulated 

signatures with triple bounce scattering behavior, compared 

to the detected PS, as due to lack of high-resolution detail in 

the 3D model.  

Yang et al. [41], also investigated the potential of 

predicting the location of PS pixels using the RaySAR ray 

tracing method and found good correspondence between 

selected PS pixels and point signatures predicted by the SAR 

simulator. The amount of detail and spatial resolution of a 

3D city model is specified as LOD (“Level of Detail”). 

LOD1 is a model in which buildings are represented as 

blocks. LOD2 is a more detailed model including roof shapes 

[42]. Yang et al. [41] also investigated the impact of level of 

detail in the available city model. They found that 10% and 

37% of the selected PSs in the TSX processing for a test area 

could be matched with the potential PS pixels in the 

simulated results, using LOD1 and LOD2, respectively. 

They also concluded that using higher LOD models might 

further increase the fraction of identified scatterers.  
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The literature reveals that health monitoring of bridges, in 

particular, has been developing as a topic of interest within 

the InSAR research field in recent years. In our research, we 

analyse the ability of PSI to select PS pixels on bridges, and 

then test modifications that might increase reflectivity (either 

before built or by adding additional components such as 

artificial reflectors). We focus on bridges with different 

reflecting characteristics and 3D models with various level 

of details.  One of the main goals in this research is to study 

capability of the RaySAR to simulate reflectivity map for 

bridges with different characteristics and compare with real 

reflectivity map using high resolution TerraSAR-X images. 

This can help to assess factors impacting on the level of 

visibility of bridges in the amplitude maps and be helpful for 

the design consultant to predict and/or improve it before or 

after construction. Another goal of this study is to find 

surfaces contributing to the signal of specific selected points 

using tracing back to 3D model to better understand the 

locations of physical scatterers on the structure and 

surrounding features. As mentioned before, this information 

cannot be extracted from PSI results and help the InSAR 

end-users to link the PSI outputs with the structure’s 

components.  We apply StaMPS for PSI processing 

(introduced in Section II) and compare the selected PS pixels 

with strong scatterers in the simulated maps. Then we link 

the simulated strong scatterers matching with PS pixels to 

the 3D model to better understand which scattering surfaces 

contribute to the signal of each selected pixel. The 

techniques we explore can inform bridge design to develop 

designs that include a strategy for future stability monitoring 

using InSAR satellites. It should be noted that this study does 

not create new methodological advancements, but it focuses 

on furthering application of  PSI and ray tracing. We 

introduce our case studies, 3D models, SAR data sets and 

data preparation in Section III. We present results of 

simulation and InSAR processing in Section IV and discuss 

them in more details, before summarizing our conclusions in 

Section V. 

II. Methodology: 

We used the RaySAR method for SAR simulation via ray 

tracing [37] and the StaMPS method to select PS pixels and 

calculate their displacement time series [10]. In this section, 

we introduce the above methods briefly as follows: 

A.RaySAR for SAR Simulation 

Ray tracing is a rendering method which traces rays 

through a 3D model and simulates the reflections based on 

their interactions with the surface. RaySAR is a 3D SAR 

simulator approach based on the open-source ray tracer 

POV-Ray (Persistence of Vision Ray Tracer), which has 

been adapted for a SAR imaging geometry [37]. The SAR 

system is represented by a camera characterized by 

orthographic projection in azimuth and elevation as well as 

by a signal source emitting parallel light. RaySAR represents 

an ideal SAR system with infinite resolution in azimuth, 

range and elevation; this means that a corner reflector is 

focused to a point in 3D space.   

Using RaySAR, we can link the surfaces illuminated by 

the virtual radar signal to signatures within the simulated 

image. Signatures in the real SAR image can then be cross-

compared to link the SAR image to reflecting surfaces in the 

3D model space.  

The RaySAR simulation process include three phases: 1) 

3D scene modeling, 2) model sampling and 3) reflectivity 

map production. A 3D model of the case study needs to be 

imported to the ray tracer. In order to simulate reflection 

from medium-sized features i.e. trihedrals with a sidelength 

of around 10 cm for very high resolution SAR systems in X-

band, the resolution of the 3D model should be sufficiently 

high to include them. The ray tracer package (POV-Ray) 

traces rays through the model and analyses the 

backscattering contributions. It results in a list of sampled 

points and their intensities for all intersections between the 

ray and the 3D model. This irregularly distributed data cloud 

is then gridded in radar coordinates to generate a simulated 

reflectivity map. 

In order to apply SAR simulation via RaySAR, three main 

components need to be defined: (1) the geometry of objects, 

(2) the surface characteristics for all objects, and (3) the 

positions and parameters of the virtual SAR. The simulated 

signal depends on the imaging geometry, the combination of 

diffuse and specular reflectivity coefficients, and weight 

factors scaling the intensity of multiple reflections. RaySAR 

models and sums up diffuse and specular intensities for each 

signal reflection within the 3D model. The RaySAR model 

for specular reflection represents each signal by a “specular 

highlight”, which may be interpreted as a combination of a 

peak in the specular direction, surrounded by diffuse 

components. For most surfaces in urban areas, the strength 

of diffuse reflected radar signals depends on the direction of 

the reflection; for direct backscattering of radar signals, the 

RaySAR model for diffuse reflection considers the 

dependence on the reflection direction. However, strong 

overestimation of the diffuse signal response is expected in 

the case of multiple reflections. Therefore, as an alternative 

solution for diffuse reflection estimation, the RaySAR model 

for specular reflection (“specular highlight”), can be used 

simultaneously for approximating specular and diffuse 

components of radar backscatter. By choosing a high 

specular reflection coefficient (S), a strong specular 

reflection will be defined, and choosing an appropriate value 

for surface roughness factor (R) controls the distribution of 

diffuse components. The surface roughness is parametrized 

by surface standard deviation and surface correlation length 

[37, 41]). The intensity of multiple reflections is scaled by a 

weight factor for the specular reflection (W). The values for 

these parameters are calculated for low roughness and 

medium roughness surfaces for man-made objects as S=0.7, 

W=0.7 and R=8.5 × 10-4 for low roughness surfaces and 

S=0.5, W=0.5 and R=3.3 × 10-4 for medium roughness 

surfaces. The illuminated surface consisting of bare soil in 

man-made environment including ground surfaces and 

buildings has a constant relative permittivity of 5.7 + j · 1.3 
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in X-band [37]. 

After definition of the surface parameters, the 3D object 

scene is sampled based on pixel centers located in the sensor 

plane. The positions of pixels in ground range depends on 

the imaging geometry and they are irregular distributed. For 

each pixel in the sensor plane, the signal contribution is 

estimated. Figure 1 shows a schematic ray tracing of a signal 

with double bounce reflection in an object scene. A primary 

ray is generated perpendicular to the image plane of the 

orthographic sensor at location of a pixel center (𝑥𝑝, 𝑠𝑝). The 

ray is followed along its path to the object scene where the 

first intersection point is found.  

At the position of the first intersection with an object a 

secondary ray will point in the specular direction and may 

intersect with a second object. The amplitude of the signal in 

the secondary ray direction is weighted using the defined 

reflection coefficient associated with the first object. A ray 

parallel to the primary ray (the focusing ray) is created at the 

second intersection point, which provides the coordinate of 

double-bounce reflection as follows: 

𝑥𝑠 =  
𝑥𝑝+𝑥𝑜

2
, (1) 

𝑟𝑠 =  
𝑟1+𝑟2+𝑟3

2
, (2) 

𝑠𝑠 =  
𝑠𝑝+𝑠𝑜

2
, (3) 

where 𝑥𝑠, 𝑟𝑠 and 𝑠𝑠 are the position of the scattering center 

in the azimuth, range and elevation direction. 𝑝 and 𝑜 

subscripts correspond to the intersection of the sensor plane 

with the primary and focusing ray, respectively. The ray 

tracing method (POV-Ray) produces a signal vector for each 

detected radar signal: 

𝑆𝑠 = [𝑥𝑠 𝑟𝑠  𝑠𝑠  𝐴𝑠 𝑏𝑠 𝑓𝑠 𝑋𝑖  𝑌𝑖 𝑍𝑖],(4) 

where 𝐴𝑠 is the amplitude of the signal, 𝑏𝑠 is the 

corresponding bounce level, which can be up to fivefold, 𝑓𝑠 

is a flag showing specular reflections (0 for non-specular, 1 

for specular), and 𝑋𝑖 , 𝑌𝑖 and 𝑍𝑖 are coordinates of the detected 

intersection points. 

The output of enhanced POV-Ray is a list of vectors for 

each scattering center, which is named “contributions”. In 

case of a single bounce, the corresponding signal 

contribution is defined by a 1 × 6 vector according to 

Equation 4. In case of a higher reflection level, such as a 

triple-bounce, the corresponding signal contribution is 

defined by a 3 × 6 matrix.  

The extracted signal contributions are irregularly 

distributed in the azimuth-range plane. In order to produce a 

reflectivity map, a regular grid is imposed onto the 

illuminated area, and its resolution in the range and azimuth 

is defined by the operator. Different contributions are added, 

either coherently or incoherently, to generate a simulated 

SAR reflectivity map. Selection of the approach for the 

contribution summation in this study depends on the level of 

detail in the 3D model, which is specified in section III. 

` 

  

 

Fig. 1. Schematic representation of raytracing process to 

localise a double-bounce reflection signal  (reproduced with 

permission from [37]). 

 

B. StaMPS InSAR for PS selection 

StaMPS is a PSI method that addresses some limitations 

of conventional PSI approaches for non-urban environments, 

and for deformation that is erratic in time.  The key 

characteristic of this method is selecting PS pixels based 

using iterative spatial filtering [10]. Temporal coherence, 𝛾𝑥, 

which is a measure of phase noise level and indicator of 

whether a pixel is a PS, is defined as follows: 

𝛾𝑥 =
1

𝐾
|∑ exp{𝑖(𝜑𝑥,𝑘 − �̅�𝑥,𝑘 − 𝜀�̂�,𝑘)}𝐾

𝑘=1 |, (5) 

where 𝐾 is the number of processed interferograms,  𝜑𝑥,𝑘 

is flattened and topographically-corrected interferometric 

phase, �̅�𝑥,𝑘 is spatially filtered phase and 𝜀�̂�,𝑘 is an estimate 

of non-spatially-correlated residual topographic phase. PS 

candidates are selected using a low amplitude dispersion 

index threshold. Then,  for each PS candidate, �̅�𝑥,𝑘 , 𝜀�̂�,𝑘 and 

𝛾𝑥 are estimated in an iterative process until temporal 

coherence convergence is achieved. 

After selection of PS pixels, the wrapped phases are 

unwrapped in time and space using a 3D approach. Finally, 

the spatially correlated and uncorrelated phase terms that 

mask the deformation signal are estimated from the 

unwrapped phase. The deformation signal is subsequently 

obtained by subtraction of the estimated nuisance terms. 

III. DATA AND CASE STUDIES 

The diverse structural forms of  bridges across the 

Thames, as well as the availability of regular acquisitions of 

SAR images, including from high-resolution sensors such as 

TerraSAR-X, make London an ideal case to study and 

demonstrate InSAR capabilities to measure stability of man-

made features [25]. Therefore, we selected London as our 

main study area (Figure 2-a). The TerraSAR-X amplitude 

map of London (Figure 2-b) shows different levels of 

reflectivity for different structures. As case studies, we 

selected Waterloo Bridge, as a concrete structure with poor 

natural reflectivity and bright installed artificial reflectors, 

Tower Bridge, as a structure with large towers and multiple 

levels made of steel, concrete and granite with strong 
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reflectivity, and Southwark Bridge, as a bright structure 

made from steel and granite. This allows us to investigate the 

simulation of structures with different characteristics and 

reflectivity levels. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. a) Open Street map of London b) Temporally 

averaged reflectivity map from 38 TerraSAR-X dataset 

with zooms of Waterloo Bridge, Tower Bridge and 

Southwark Bridge. 

 

Figure 3 shows the spatial and temporal baselines for the 

interferograms we formed from 38 TerraSAR-X stripmap 

images with ascending geometry acquired between Aug 

2017 and Nov 2018, using a single prime approach.  The 

spatial resolution of the single-look SAR images in the 

azimuth and slant range directions is 3.3 and 1.17 m, 

respectively. Waterloo Bridge is a 434m concrete road 

bridge which does not show a strong signature in the 

TerraSAR-X images. To improve radar reflectivity, six 

aluminum trihedral corner reflectors [32]with interior edge 

of 35 (cm) were installed on either side of the bridge. Those 

installed on the west side of bridge are visible in SAR images 

acquired by the ascending mode of TerraSAR-X. These 

corner reflectors create strong and distinguishable point 

signatures in the amplitude images, which increase visibility 

of the bridge in the SAR images, and were processed as PS 

pixels to monitor their stability [43]. We used our own 

simple 3D model of Waterloo Bridge (made using bridge 

record drawings [44] and added the 6 trihedral corner 

reflectors, which we modelled as oriented towards the LOS 

of  TerraSAR-X using Autodesk Revit software  (Figure 4-

a). As is clear from the figure, the simple 3D model of the 

bridge includes only the basic geometric structures of the 

bridge. In the 3D model, the water surface is assumed to be 

a horizontal plane intersecting the bridge at its lowest height 

level and we defined low roughness with specular reflection 

for the water plane. If a detailed 3D model is available, 

applying a coherent summation of the signal (which sums up 

the complex values for different bounce level to map 

intensity from all reflections) within the RaySAR package 

improves the similarity of the simulated output to the real 

case. Conversely, for a low-detailed 3D model, it is usually 

not recommended to apply coherent summation. However, 

we applied coherent summation, as this works best for the 

corner reflectors. To force a strong backscattering signal 

from the corner reflectors with respect other features in the 

model, we defined them with a strong specular reflection and 

high roughness and assumed low roughness and low specular 

reflection for the water surface and the bridge layer. This 

helped to improve the similarity of simulated reflectivity 

map to the real case when applying coherent summation of 

the signal. 

 

Fig. 3. Spatial and Temporal baseline for 37 TerraSAR-X 

secondary images with respect to the primary in 

20180324. 

We also had access to a 3D model of a small scene in 

central London covering Southwark Bridge mapped by 

AccuCities in a 2016 aerial survey data (Figure 4-b) 

(https://www.accucities.com/). In the 3D model of the tile in 

the central London, the water surface (layer) has been 

defined as a plane intersecting the bridge and riverside at 

height of -5 m. This  bridge model contains three layers: the 

“road_bridge” layer contains a simple model of the deck of 

the bridge; the “terrain_bridge” layer contains a simple 

model of the pedestrian and cycle path and the “wall_bridge” 

layer contains a simple model of the other structural 

components including the granite piers and metal parapets 

(but excluding the steel arches). The “wall_bridge” layer 

contains both steel and granite materials, and the 

“road_bridge” layer and “terrain_bridge_layer” made of 

asphalt and concrete. We assumed low roughness parameters 

a) 
Waterloo Bridge Tower 

Bridge 

Southwark Bridge 

b) 
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for the wall_bridge and medium roughness parameters (for 

both “road_bridge” layer and “terrain_bridge_layer”. For the 

water surface, we again assumed low roughness with 

specular reflection. We also used coherent summation 

approach for this 3D model.  

We also used a detailed 3D model of the Tower Bridge 

(Figure 4-c) from the Google 3D warehouse (Google,2011). 

The 3D model of Tower Bridge includes 17 layers defining 

different components of the bridge such as steel hangers, 

steel suspension chains, north and south main towers 

(including three different sections), upper footway, deck and 

tower piers. In the 3D model of Tower bridge, the water 

surface is again assumed to be a plane intersecting the bridge 

at its lowest height level. We assumed low roughness for 

steel components of the bridge,  medium roughness for the 

rest,  and again we assumed low roughness with specular 

reflection for the water surface. We again applied coherent 

summation approach for the signal simulation of this detailed 

3D model. 

  We opened the 3D models in the AccuTrans3D software 

and saved them in an acceptable format for the POV-Ray ray 

tracer (.pov). We edited the 3D models in POV-Ray software 

to define the geometry and spatial resolution of the 

TerraSAR-X data and the simulation parameters for 

synthesizing the reflectivity values. To define the geometry 

of our TerraSAR-X data, we introduced the local incidence 

angle and heading angle to the 3D model. First, we 

calculated the local incidence angle for the center of each 3D 

model scene using the incidence angle of the four corners of 

the SAR image, e.g., 37.3°for Waterloo bridge. Then we 

simulated the position of the SAR satellite looking at the 

center of the scene with the same local incidence angle. We 

also transformed the heading angle of the satellite from space 

to ground plane (353.95°) and input it to the RaySAR 

package to synthetize the geometry of the satellite.  

 We defined the pixel spacing of the SAR image in 

azimuth and slant range direction and sampled the 3D 

models using the POV-Ray ray tracer with our defined 

sampling distance. We defined the sampling rate such that 

we ensure collecting enough number of signal contribution 

from the corner reflectors  i.e. 5 cm times 5 cm for the 

Waterloo bridge model and of 0.17 × 0.17 m for the other 3D 

models.  
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b) 
 

 

 

 
c) 

Fig. 4. 3D models of a) Waterloo Bridge, including 

installed trihedral corner reflectors b) a scene in central 

London including Southwark Bridge , c) Tower Bridge 

(the models are described in the above paragraphs). 
IV. RESULTS 

We present results of the SAR simulation (ray tracing) for 

Waterloo, Southwark, and Tower Bridges and compare with 

the results of PSI from TerraSAR-X data.  

A.Waterloo Bridge 

The Waterloo Bridge 3D model we used in this study was 

a challenging case for the simulation in RaySAR because the 

3D model of the bridge was very simple and low in detail, 

whilst the corner reflectors were modelled separately, 

creating a high-level detail within the simple model. 

Figure 5 (a) and (b) show the real and simulated 

reflectivity maps for Waterloo Bridge. With visual 

comparison between the simulated and real reflectivity 

images, we can match the location of strong scatterers in both 

images e.g. those belonging to the corner reflectors in the 

Waterloo Bridge images. It is clear that there are 6 similar 

point signatures, which are related to the corner reflectors. 

StaMPS selected five of the corner reflectors as PS (Figure 

6a). The results of simulation are similar to the expected 

pattern for the corner reflectors, i.e. we have strong triple-

bounce reflections (Figure 8) and poor single and double-

bounce reflections.  

Figure 9 shows the distribution of simulated phase centers 

in the 2-D azimuth-range plane for each corner reflector and 

confirms that the triple-bounce signal responses of the corner 

reflectors are concentrated at the corner tip, and single and 

double-bounce radar signal occurs due to weak 

backscattering from the corner surfaces. We plotted the 

geocoded results of selected PS pixels over Waterloo Bridge 

extracted from our PSI analysis in Figure 7 (a). It is not 

possible for an end-user to figure out which parts of the 

bridge and surrounding features belong to the selected PS 

pixel. As it is clear from this plot, there are bunch of selected 

PS pixels at the west part of the Bridge specifically at the 

location of installed corner reflectors, but we cannot find the 

feature’s surfaces interacting with the signal. In order to be 

able to interpret this, we traced the strong scatterer inside the 

red circle in Figure 5-b and found the corresponding 

intersection points of the radar signal and the 3D model 

Waterloo Bridge  

0                                    100 m 

Southwark Bridge 0     50 m 

0                  50 m 

Tower Bridge  
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surface. As is visible in Figure 10, although most of the 

intersection points correspond to a corner reflector, there are 

ections of the bridge surface and water level which 

contribute to form a bright signal at the position of the red 

circle 

 

 

Fig. 5. Temporally averaged reflectivity map from 38 TerraSAR-X dataset for a) Waterloo Bridge, c) 

Southwark Bridge and e) Tower Bridge. Simulated reflectivity map for b) Waterloo Bridge, d) Southwark 

Bridge and f) Tower Bridge. The scatterers inside the red circles are traced back in Figure (9), Figure (10) and 

Figure (11). 

B. Southwark Bridge 

Figure 5 (c) and (d) shows real and simulated amplitude 

maps for Southwark Bridge as part of the 3D scene for 

central London. The real amplitude map shows that the 

border of bridge is quite reflective and distinguishable. The 

comparison of the simulated and real map confirms that the 

simulation process worked well. The major similarities 

between the maps are that 1) the borders of the bridge are 

reflective and 2) the bottom-right (north-east) edge of the 

bridge is the most reflective part. The simulated map shows 

four strong scatterers at the bottom (eastern) edge, which 

corresponds to the bridge piers. 

Figure 6 (b) shows the PS pixels selected by StaMPS for 

this bridge, which cluster on the reflective edges. Figure 7 

(b) also confirms that the majority of the selected PS pixels 

are located at the two edges of the Bridge, but it is not 

possible to figure out whether the signals come from the 

bridge pier, bridge deck and/or other bridge features at the 

edge. To better understand which sections of the bridge 

contribute to the signal of each selected PS pixel, we traced 
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back one of those strong point signatures on the bottom edge 

of the bridge, inside the red circle in Figure 5-d, which can 

be matched with the selected PS pixels in Figure 6-b. 

We found the corresponding intersection points in the 

object environment which were captured when sampling the 

3D model during raytracing. As is visible in Figure 11, the 

location and position of the water surface, bridge deck, 

bridge piers and bridge base of pier contribute to the selected 

PS pixels. The selected scatterers show strong triple-bounce 

and double-bounce reflections and the corresponding 

intersection surfaces confirm that orthogonal surfaces are 

the cause. Three orthogonal surfaces can be interpreted as a 

corner reflector and contribute to a strong triple bounce 

signal (red circle in Figure (5-d)). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Selected PS pixels using StaMPS overlaid on 

average amplitude for a) Waterloo Bridge, b) Southwark 

Bridge and c) Tower Bridge. The red outlined circles 

highlight the locations of the installed corner reflector. 

 

C. Tower Bridge: 

The simulated and real reflectivity maps for Tower Bridge 

are plotted in Figure (5-e) and Figure (5-f)). The level of 

similarity between the simulated and real map is moderate. 

In both maps, the general shape of the bridge, suspension 

chains, north and south main towers and upper footway 

towers are distinguishable and there are some strong 

scatterers corresponded to the lower part of the towers.  

Although Tower Bridge is open in the 3D model, which 

occurs only when a large ship is passing, it is more realistic 

than other available 3D models of the bridges in this 

research. Moreover, there are 17 different layers in the 3D 

model which allowed us to define corresponding simulation 

parameters for each layer according to its expected (or 

available) scattering characteristics. 

Abundant PS pixels are selected on the bridge, which are  

mostly clustered on the upper footway and tower sections 

(Figure 6-c). Figure 7(c) plots the geocoded PS points 

belonging to the tower bridge. Geocoding errors are visible 

in this plot due to the low resolution DEM used during PS 

analysis which doesn’t include accurate topography data 

from the towers. Similar to the Waterloo Bridge and 

Southwark Bridge cases, from this plot resulting from a PSI 

analysis, the end-user cannot find which surfaces in the 

bridge and towers contribute to the signal of each selected 

PS pixels. To understand which parts of the bridge can be 

monitored by selecting pixels by amplitude, we selected one 

scatterer point highlighted inside the red circle in Figure (5-

f), which can be matched with one  selected PS pixels in the 

real SAR image and found the corresponding intersection 

surfaces/points in the model space (Figure 12). This 

confirms that the selected strong point signatures in the 

image belong to part of the tower pier, the tower and the 

water surface, with maximum triple bounce scattering 

behavior. 
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b) 

 

 
c) 

 

Fig. 7. Geocoded selected PS pixels using StaMPS 

overlaid on Google Satellite Map for a) Waterloo Bridge, 

b) Southwark Bridge and c) Tower Bridge. 
 

V.DISCUSSION AND CONCLUSION 

We simulated TerraSAR-X imaging system and 

corresponding reflectivity maps using RaySAR for 

Waterloo, Southwark and Tower bridges in London. The 

results are similar to the real images. This confirms that 

simple structure 3D models allow us to predict the key 

characteristics of the corresponding structures in the SAR 

images using SAR simulation. However, we showed that 

SAR simulation is an opportunistic process and the resulting 

reflectivity map is only as realistic as the input 3D model. 

Adding geometric details to 3D model of a structure 

increases the similarity of the simulated image to real SAR 

image. For a simulation to have real application, a highly-

detailed and geometrically accurate 3D model is required. 

The impact of the level of geometrical and realistic detail for 

the 3D model in the simulation process is visible in the 

results for the different bridges. 

The simulated corner reflectors on Waterloo Bridge, 

which have more detailed 3D models compared to other 

parts of the bridge, are much more similar to the real image. 

In addition to higher levels of detail, the definition of 

different layers for each detailed section of a bridge, such as 

Tower Bridge case, improves the simulation as it allows us 

to define different simulation parameters for each layer 

based on their characteristics. 

An essential part of structural stability monitoring is 

assessing various elements of the structure, which is 

typically challenging using InSAR, as the physical origin of 

identified PS pixels is not understood completely. Finding 

the relationship between the physical scatterers and PS 

pixels is key to monitoring the stability of specific 

components of a structure. A highly-detailed 3D model of a 

structure allows us to link the scatterers in the amplitude 

image to the model and find which scattering surfaces 

contribute to the signal. This can be helpful to understand 

the interferometric phase change especially when different 

sections of a desired structure move in different directions. 

 

 

 

 

 

 

 

 
Fig. 8. Simulated triple-bounce reflectivity map for 

Waterloo Bridge. 
 

 

 

 

 
Fig. 9. Distribution of signal samples for a 3D model of 

the 6 installed corner reflector. 
 

Tracing strong scatterers in the simulated images back to 

the corresponding 3D models reveals that orthogonal 

surfaces can generate multiple reflections; three orthogonal 

surfaces act as a corner reflector and can trigger strong triple 

bounce reflections that match with PS pixels in the real 

images. To quantify this, we applied an assessment of 

relation between corner reflectors traced back from the 

simulation and selected PS pixels in the real InSAR product. 

We first identified strong double and triple-bounce scatters 

in the simulated reflectivity maps which are traced back to 

the orthogonal surfaces in the 3D models of the bridges. We 

assumed that these pixels can be candidates to select as PS 

pixels. Then, we investigated whether the same scatterers in 

the real reflectivity map are selected as PS. The results for 

the three bridges are presented in Table.1. We defined 

N_SDB and N_STB as the number of strong double and 

triple-bounce scatterer that can be traced back to orthogonal 
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surfaces in the 3D model, respectively. We then found the 

PS points in the real results matching with the identified 

N_DBS and S_TBS as M_PS1 and M_PS2 and calculated 

the ratio of number of M_PS to the N_SDB and N_STB. The 

%M_PS1/N_SDB and %M_PS1/N_STB can help us to 

understand what percentage of strong scatterers belonging to 

orthogonal surfaces are matched with selected real PS. This 

means how successful would be the simulation to predict PS 

pixels linking to the strong multiple scatterers. The results 

show that %83 of N_STB in the Waterloo Bridge are 

selected as PS in the real results, which is related to the 

accuracy and details of the 3D model of the installed corner 

reflectors. In the Southwark results, %100 of N_SDB and 

%58 of N_STB are matched with the real PS pixels. These 

results confirm that most of the predictions of the PS pixels 

in the simulated data proved to be true for Waterloo and 

Southwark Bridge. On the contrary, simulation for Tower 

Bridge is not as successful as the others, as most of the PS 

candidates (more than %70) cannot be matched with the real 

selected PS pixels. Although the similarity between the 

simulated and real reflectivity map for this bridge is 

moderate due to the realistic 3D model with 17 layers of the 

details, the simulation of multiple scatterers does not match 

the reality very well. The main reason for this might be 

defining inaccurate simulation parameters e.g. surface 

roughness due to lack of knowledge about the material of 

each part. 

Although the simulation process can be successful to 

predict PS candidates which are selected as PS pixels in the 

real SAR image, there also might be some real PS pixels 

which are not simulated as strong multiple-bounce scatterers 

(PS candidate in the simulated results). Therefore, we also 

calculated the ratio of M_PS1 and M_PS2 to all selected PS 

pixels in the real results to measure what percentage of the 

real PS pixels can be matched with the PS candidates tracing 

back to orthogonal surfaces in the simulated results. For the 

all three bridges, these values are less than %22 which 

means that most of the real PS points were not simulated as 

strong multiple-bounce signal. The lack of details and 

geometry’s accuracy of the 3D models and inaccurate 

surface parameters might be the main reasons for this. 

Moreover, some PS pixels might be related to strong single-

bounce scatterer which we did not count in our assumption 

to predict PS candidates in the simulation. 

   The results of tracing back to the 3D model also showed 

that various sections of a bridge (e.g. bridge cross beam 

surface, bridge pier and pier protection structure) and 

surrounded objects can contribute to signal of a selected 

point scatterer in the image.  

This study confirmed that the performance of RaySAR 

method to simulate SAR images is limited to the accuracy 

of the 3D model’s geometry, level of the details in the 3D 

model and knowledge of the surface characteristics 

parameters. More accurate 3D model, higher level of details 

in 3D model and more information about surface 

characteristics can improve the simulation process. 

The simulation method assists the design consultant to 

predict radar reflectivity of the structure prior to 

construction. As expected, our results show that bridges with 

concrete structures such as Waterloo Bridge are less clear 

than those that include structural steel elements e.g. 

Southwark Bridge and Tower Bridge. Both simulated and 

real results for Waterloo Bridge prove that installing corner 

reflectors, oriented in the line-of-sight direction, increases 

the bridge signal in the SAR image significantly and leads 

to the selection of PS pixels at the location of corner 

reflectors. Moreover, ability to identify simulated scatterers 

with strong signal and tracing back them to the 3D model 

can help the consultant to predict the locations of PS pixels 

and find the corresponding surfaces in the 3D model 

contributing to the signal of the PS pixels.    

 

 

 

 

 

 

 

 
Fig. 10.  Representation of simulated intersection points in the Waterloo Bridge 3D model corresponding to 

the scatterer inside the red dot located in Figure (5-b). The intersection points are shown with 0.04 m and 0.01 

m cubes in two different zoom, respectively, where colors indicate the bounce level, blue for single-bounce, 

green for double-bounce, red for triple-bounce and magenta for fourfold-bounce.   
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Fig. 11. Representation of simulated intersection points and phase centers in the Southwark Bridge 3D model 

corresponding to the scatterer inside the red circle in Figure (5-d). The intersection points and phase centers 

are shown with 0.04 (m) and 0.01 (m) cubes, respectively, where colors indicate the bounce level, i.e. blue for 

single-bounce, green for double-bounce and red for triple-bounce.   
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig.12. Representation of simulated intersection points in the Tower bridge 3D model corresponding to the 

point scatterer located inside the red circle in Figure (5-f). The intersection points are shown with 0.04 (m) and 

0.01 (m) cubes, respectively, where colours indicate the bounce level, i.e. blue for single-bounce, green for 

double-bounce and red for triple-bounce.   
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Table.1. Quantitative assessment between the simulated and real SAR reflectivity maps  
 N_SDB N_STB %M_PS1 

/SDB 

%M_PS2 

/STB 

%M_PS1 

/PS 

%M_PS2 

/PS 

Waterloo 0 6 0 %83 %0 %9 

Southwark 18 24 %100 %58 %11 %15 

Tower 66 28 %28 %27 %22 %9 
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