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ABSTRACT
Laminar to transitional wakes occur in slow, quasi-steady flows past cylinders at low cylinder Reynolds numbers (Red ≤ 250). Inviscid numerical
solvers of the depth-averaged shallow water equations (SWE) introduce numerical dissipation that, depending on Red, may imitate the mechanisms
of viscous turbulent models. However, the numerical dissipation rate in a second-order finite volume (FV2) SWE solver is so large at a practical
resolution that this can instead hide these mechanisms. The extra numerical complexity of the second-order discontinuous Galerkin (DG2) SWE
solver results in a lower dissipation rate, making it a potential alternative to the FV2 solver to reproduce cylinder wakes. This paper compares the
DG2 and FV2 solvers, initially for wake formation behind one cylinder. The findings confirm that DG2 can reproduce the expected wake formations,
which FV2 fails to capture, even at a 10-fold finer resolution. It is further demonstrated that DG2 is capable of reproducing key features of the flow
fields observed in a laboratory random cylinder array.

Keywords: Discontinuous Galerkin; laminar to transitional wakes; steady flow past cylinders; two-dimensional inviscid shallow water

solvers; vortex dynamics

1 Introduction

Emergent aquatic vegetation is of great importance for biologi-

cal and physical processes in natural water bodies (Darby, 1999;

O’Hare, 2015; Sonnenwald et al., 2017). Understanding the flow

fields within and around patches of vegetation is fundamental

to the prediction and analysis of the advection and disper-

sion of pollutants in slow, steady flows with quasi-periodic

motion, such as vegetated ponds (Marjoribanks et al., 2017;

Nepf, 1999; Sonnenwald, Guymer, et al., 2019; Tsavdaris et al.,

2013). Experimental models and numerical simulators have

been applied to investigate the structure and characteristics of

these flows, in which emergent vegetation is often represented

by rigid circular cylinders (Hamidifar et al., 2015; Tanino &

Nepf, 2009; White & Nepf, 2003). While detailed experimen-

tal studies are rare, because of the difficulty of measuring the

instantaneous flow fields (Talapatra & Katz, 2012), numerical

solvers have been proposed using three-dimensional (3D) direct

numerical simulation (DNS) (Jiang et al., 2016; Jiang & Cheng,

2017; Wissink & Rodi, 2008), large eddy simulation (LES)

(Etminan et al., 2017; Hinterberger et al., 2007; Jiang & Cheng,

2021) and Reynolds-averaged Navier–Stokes (RANS) (Ayyap-

pan & Vengadesan, 2008; Nishino et al., 2008; Rajani et al.,

2009; Stovin et al., 2022) models. These numerical simulators
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lead to unrivalled flow field predictions, though they often entail

overwhelmingly high computational costs as the physical scale

of the application becomes large and there are too many cylin-

ders to account for within the meshing (Chen et al., 2003; Gao

et al., 2019; Kim et al., 2015; Kitagawa & Ohta, 2008; W. Li

et al., 2016; Stoesser et al., 2010; Tong, 2014; Tong et al., 2014,

2015; Zou et al., 2008).

When simulating flow past cylinders, a key difficulty is

to accurately capture the vortical flow structures behind the

cylinders in laminar or transitional flow regimes representa-

tive of slow, quasi-steady flows in ponds and wetlands (Franke

et al., 1990; King, 2006; Mittal, 2005). Such flows correspond

to cylinder Reynolds numbers of Red = U∞d/υ ≤ 250, where

U∞ denotes the steady inflow velocity, d is the cylinder diam-

eter, and υ is the kinematic viscosity. Within this context, the

spatial distribution of the velocity field in the vertical direction

is mostly uniform and two-dimensional (2D) RANS models can

produce reliable flow fields avoiding the heavy computational

costs of 3D simulators (Kim et al., 2018; L. Li et al., 2012;

Ricardo, Franca et al., 2016; Stovin et al., 2022; Tanino, 2008;

Zong & Nepf, 2012).

In the field of 2D modelling, there are two commonly

used approaches for flow field approximation. One is a 2D

RANS model that focuses on simulating flow behaviour within

a 2D horizontal plan under the assumption of infinite water

depth and without considering the bed resistance effects. In

this approach, the cylinders are explicitly represented as voids

by applying wall boundary treatments to their edges (Golzar,

2018; Qu et al., 2013; Rajani et al., 2009; Stovin et al., 2022).

The other approach is the 2D depth-averaged RANS model,

which accounts for the depth-averaged flow variables and bed

resistance by assuming the flow is integrated over the vertical

dimension. The bed slope terms of the depth-averaged models

can be used to explicitly represent the cylinders (Ginting, 2019;

Ginting & Ginting, 2019).

In a classical 2D depth-averaged RANS k-ε model, the evolu-

tion of the conserved momentum quantities mainly includes the

effects of hydrostatic pressure term with the bed slope source

terms, bed resistance, advective fluxes, viscous and turbulent

fluxes (Rastogi & Rodi, 1978). While the viscous fluxes depend

on a kinematic viscosity coefficient that is characteristic of the

fluid, the turbulent fluxes involve computing a (depth-averaged)

spatially and temporally varying coefficient of eddy viscosity.

The eddy viscosity coefficient incorporates the turbulent kinetic

energy (k) and the dissipation rate of turbulence dissipation (ε).

These are classically evolved by transport equation(s) in the

framework of a RANS model to account for the transport and

dissipation processes from turbulent fluxes. These RANS mod-

els including one, two or multiple equation(s) to account for

the turbulent fluxes, are mostly solved by second-order finite

volume (FV2) numerical solvers (Ginting, 2019; Nishino et al.,

2008; Qu et al., 2013; Rajani et al., 2009).

With the 2D depth-averaged inviscid shallow water equa-

tions (SWE), only the hydrostatic pressure term with bed slope

source terms and the advective fluxes are used to evolve the con-

served momentum quantities, while bed resistance effects are

incorporated in the friction source terms involving the Man-

ning’s friction formula (Toro & Garcia-Navarro, 2007). Man-

ning’s formula comes in as an implicit model of the vertical

turbulence structure, which accounts for bed stress effects, but

excludes eddy viscosity (Bonetti et al., 2017; Gioia & Bom-

bardelli, 2001). Consequently, inviscid SWE numerical solvers

may fall short in their capability to predict vortex structures, par-

ticularly for flows at a low Red regime. Nonetheless, there is an

ongoing debate that such solvers can, to a certain extent, imi-

tate many of the mechanisms of viscous turbulent models. This

arises from the fact that any inviscid numerical solver induces

a certain amount of numerical error dissipation whose effects

imitate those of true kinematic and eddy viscosity; and from

the fact that numerical SWE solvers can explicitly represent the

cylinders in the bed-slope terms (abrupt vertices), causing the

formation of local discontinuities that enable them to capture

the flow separation and vorticity generation (Rizzi, 1982; Schär

& Smith, 1993).

When simulating quasi-periodic slow, steady flows at

Red < 250, FV2 solvers to the 2D depth-averaged SWE (herein

referred to as FV2 SWE solvers) may still fail to capture

the wake evolution past cylinders. This is because FV2 SWE

solvers suffer from fast growth of numerical error dissipation

which manifests as a large amount of numerical viscosity that

in turn hides the effects of the true kinematic and eddy viscos-

ity. For instance, this leads to unrealistically flattened vortical

flow structure in the prediction of recirculation zones (Bazin,

2013; Braza et al., 1986; Franke et al., 1990; Mittal, 2005).

Third-order accurate finite volume SWE solvers can also lead to

shortcomings, which include spurious asymmetries in the wake

evolution predictions (Macías et al., 2020). Therefore, using a

sufficiently fine grid resolution has proved necessary with finite

volume SWE solvers, as well as depth-averaged RANS models,

to avoid excessive growth of numerical error dissipation (Gint-

ing, 2019). In other words, computational runtime and memory

costs inevitably increase when applying finite volume solvers to

simulate the wake evolution in quasi-steady flows past a large

number of cylinders (Golzar, 2018; Stovin et al., 2022).

Second-order discontinuous Galerkin (DG2) solvers of the

SWE (herein referred to as DG2 SWE solvers) are numeri-

cally more complex than FV2 SWE solvers. In a Godunov-type

framework, both solvers update flow data (i.e. the conserved

mass quantity, or the water depth, and the conserved momen-

tum quantities, or the unit-width discharges) elementwise based

on the inter-elemental advective flux exchange provided by the

Riemann problem solutions (Toro & Garcia-Navarro, 2007). In

contrast to an FV2 SWE solver, which generates and updates

one coefficient of a piecewise-averaged flow data, a DG2

SWE solver involves three coefficients, of an average and

two directionally independent slopes, to generate and update

piecewise-planar flow data. The update step in the DG2 SWE

solver extends the Godunov-type interpretation to further evolve
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the slope coefficients from the inter-elemental advective flux

exchange while using piecewise-planar representations of the

bed elevation. Generally, the extra numerical complexity of

DG-based solvers makes them better than equally accurate FV-

based solvers in capturing advective fluxes over and past sharp

obstacles (Kesserwani, 2013), and in delivering faster mesh-

convergence rates at smaller errors (Kesserwani, 2013; Zhang &

Shu, 2005; Zhou et al., 2001) – thus more accurate predictions at

coarser grid resolutions (Kesserwani et al., 2023). For hydraulic

modelling, although the DG2 and the FV2 SWE solvers can

both deliver second-order convergence rates (Kesserwani &

Wang, 2014), the former excels in maintaining a significantly

lower and slowly evolving amount of numerical error dissi-

pation irrespective of grid resolution coarsening (Ayog et al.,

2021). Practically, the properties of the DG2 SWE solver lead

to more accurate velocity predictions at 4 to 10 times coarser

grid resolutions, as shown in alternative studies focused on tran-

sient flood modelling (Ayog et al., 2021; Kesserwani & Wang,

2014; Shaw et al., 2021; Vater et al., 2017). The influence of

the advective fluxes on the computation of wake flow patterns

with vortical structures behind cylindrical obstacles is yet to be

examined with reference to the DG2 and FV2 SWE solvers. This

is the novel aim and scope of this contribution.

The rest of the paper is organized as follows. Section 2

overviews the DG2 and FV2 SWE solvers, with a focus on the

differences in their numerical complexity and how elementwise

flow data have been used to generate vorticity fields. In Section

3.1, the capability of the DG2 SWE solver to reproduce lam-

inar and transitional wake patterns is investigated for classical

steady flows past a single cylinder at Red ≤ 250, compared to

the patterns predicted by the FV2 SWE solver with reference to

predictions reported for FV2-based 2D RANS models. Section

3.2 reports a new application for the DG2 SWE solver for repro-

ducing measured flow fields involving wake formations and

interactions from slow, quasi-steady experimental flows past an

irregular cylinder array. Section 4 concludes on the utility of

the DG2 solver to model wake evolution within the scope of

inviscid SWE numerical solvers and its relevance for use in the

companion equation(s) in a complete RANS model. Numerical

simulation data and the code to run the solvers are openly avail-

able to download from Zenodo (Sun et al., 2023) under Creative

Commons Attribution license.

2 Numerical models

The DG2 and FV2 SWE solvers are based on the 2D depth-

averaged SWE with topography and friction source terms

written in the following conservative vectorial form:

∂tU + ∂xF(U) + ∂yG(U) = Sb(U) + Sf (U) (1)

where ∂ represents a partial derivative operator and U(x,

y, t) = [h, qx, qy ]T is the vector of flow variables at time

t and location (x, y), which includes water depth h and

the discharge per unit width, qx = hu and qy = hv, involv-

ing the depth-averaged longitudinal and transverse veloci-

ties u and v, respectively. F = [qx, q2
x/h + gh2/2, qxqy/h]T and

G = [qy , qxqy/h, q2
y/h + gh2/2]T are vectors representing the

components of physical advective flux field, and g is the

gravity acceleration. Sb = [0, − gh∂xz, − gh∂yz]T is the source

term vector representing topography gradients while Sf =
[0, −Cf u

√
u2 + v2, −Cf v

√
u2 + v2]T is the vector representing

the friction effects expressed as a function of the roughness coef-

ficient Cf = gnM
2/h1/3 in which nM is the Manning’s resistance

parameter.

Both solvers assume a 2D domain discretized into N non-

overlapping and uniform square grids Qc (c = 1, . . . , N ), cen-

tred at (xc, yc) with horizontal dimensions (�x = �y), over

which the discrete flow vector Uh(x, y, t) and topography

zh(x, y) will be approximated. The DG2 SWE solver is for-

mulated upon the “slope-decoupled” simplified stencil, that is

made similar to the stencil of the FV2 SWE solver (Ayog

et al., 2021; Kesserwani et al., 2018). The DG2 SWE solver

stores piecewise-planar flow vectors Uh(x, y, t) from which the

inter-elemental advective fluxes, linking the flow discontinu-

ities, are used to perform elementwise update after applying

local limiting to the natural slope coefficients from which vor-

ticity fields can be directly calculated. In contrast, the FV2

SWE solver adopts the Monotonic Upstream-centred Scheme

for Conservation Laws (MUSCL) after global slope limiting

to extrinsically differentiated slopes to update piecewise aver-

aged flow vectors that need to be again differentiated to estimate

vorticity fields. For the targeted simulations, flow discontinu-

ities are quite soft, occurring either around the vortices or as

wet-dry fronts along steep topographies representing the cylin-

ders that are integrated as part of the digital elevation model.

The advective fluxes are computed using the Harten, Lax and

van Leer (HLL) approximate Riemann solver, which is a an

appropriate choice compared to Riemann solvers (Kesserwani

et al., 2008). The full technical descriptions of the DG2 and FV2

SWE solvers are detailed in Ayog et al. (2021). The codes of

these solvers, parallelized on graphical processing units (GPU),

are openly accessible from the University of Sheffield local

repository of the LISFLOOD-FP 8.0 (Shaw et al., 2021; The

University of Sheffield, 2021). In this work, these codes were

run on a personal desktop computer with an Nvidia GeForce

RTX 3090 GPU card. Table 1 summarizes the differences in the

flow vector’s structure and numerical complexity between the

DG2 and FV2 SWE solvers (referred to henceforth as the DG2

and FV2 solvers for simplicity).

3 Numerical test cases

Considering slow quasi-steady flows at Red ≤ 250, the influ-

ence of the advective part of the inviscid SWE numerical models

is examined with the DG2 and FV2 solvers with respect to
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Table 1 Differences in the level of numerical complexity between the DG2 and FV2 SWE solvers.

Flow solver DG2 (Shaw et al., 2021) FV2 (Ayog et al., 2021)

Dimension 2D depth-averaged

Governing equations SWE with Manning’s formula

Grid type Non-overlapping uniform square grid

Shape of Uh over Qc Planar variation that is spanned by an average

coefficient, U0
c , and two slope coefficients, U1x

c

and U
1y
c . Uh(x, y, t)

= U0
c(t) + 2

√
3(x−xc)
�x

U1x
c (t)

+ 2
√

3(y−yc)
�y

U
1y
c (t)

Constant variation spanned by one average

coefficient U0
c

Slope limiting Locally applied to limit the slope coefficient

variations. These coefficients are used to the

get limits of the piecewise-planar solutions for

estimating spatial fluxes.

Globally applied in the MUSCL reconstruction to

estimate the piecewise-linear solution limits for

estimating spatial fluxes.

Fluxes calculation HLL Riemann solver called six times in three

spatial operators

HLL Riemann solver called two times in one

spatial operator

Representation of the cylinder Piecewise planar topography zh with wet-dry

treatments, expressed as: zh(x,y)

= z0
c + 2

√
3(x−xc)
�x

z1x
c

+ 2
√

3(y−yc)
�y

z
1y
c

Piecewise constant topography zh with wet-dry

treatments, expressed as: zh = z0
c

Time integration Second-order Runge–Kutta

(Courant number = 0.3)

Second-order Runge–Kutta (Courant

number = 0.5)

Vorticity over Qc ωc =
q1x

y c

h0
c

− q1x
x c

h0
c

ωc =

(

q0
y neiE

h0
neiE

−
q0
y neiW

h0
neiW

)

2�x
−

(

q0
x neiN

h0
neiN

− q0
x neiS

h0
neiS

)

2�y

∗

Grid resolution 0.25d 0.025d

∗where “nei” is the index of the direct neighbour; E, W, N and S are east, west, north, and south sides.

the computation of wake flow patterns with vortical struc-

ture behind cylindrical obstacles. First, classical flows past

one cylinder are investigated to analyse the potential of the

DG2 solver to produce more accurate and faster-converging

flow fields compared with the FV2 solver, on a grid with one

order-of-magnitude coarser resolution (Section 3.1). Then, the

DG2 solver is further evaluated when applied to reproduce

laboratory-scale flow experiments in a flume with randomly dis-

tributed cylinders, by comparing its velocity predictions to mea-

sured surface particle image velocimetry (SPIV) data (Section

3.2).

In both test cases, the initial flow conditions consist of a

uniform water depth and a steady unit-width discharge. The

mainstream flow is driven by fixing the steady unit-width dis-

charge at the inflow and the uniform depth at the outflow. The

left and right boundary conditions are treated as solid walls.

The parameters of physical lengths are scaled with respect to

the cylinder diameter d, velocities are scaled with the imposed

steady inflow velocities U∞, and the dimensionless time unit

is defined as t∗ = tU∞/d. The Strouhal number St is used to

quantify the period of vortex shedding for analysing the charac-

teristics of the simulated wake flow patterns. The St number

is determined as St = fsd/U∞, where fs is the shedding fre-

quency detected from the time-series of the transverse velocity,

v, recorded at a distance of 2.5d from the cylinder’s centre.

Further analysis of the simulated flow fields is carried out

based on post-processing the longitudinal, u, and transverse,

v, components of velocity according to test-specific validation

criteria.

3.1 Flow past one cylinder

This classical test case has been used to validate 2D RANS

models in reproducing wake flow characteristics occurring in

quasi-periodic, steady, slow flows (Qu et al., 2013; Rajani et al.,

2009). It is here used to assess the capability of the DG2 solver

to treat the advective fluxes in relation to reproducing the wake

evolution, and comparatively unravel the inadequacy of the FV2
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Figure 1 Computational domain for steady flow past one cylinder.

solver. The comparisons are performed with the reference pre-

dictions in Qu et al. (2013) and/or Rajani et al. (2009) from 2D

RANS models, whose grid resolutions closest to the cylinder are

very fine, namely 0.0054d and 0.0001d, respectively.

The test case involves a cylinder of diameter d = 4 mm in

the 30.5d × 32d computational area shown in Fig. 1. The area

dimensions are selected to avoid any impact from the boundaries

on near-cylinder flow structures (Behr et al., 1991; Seo & Song,

2012; Tezduyar & Shih, 1991). The area is assumed to have a

flat surface with a Manning’s coefficient of 0.01 m1/6. Steady

flow cases are explored for Red = 47, 200 and 250, whose cor-

responding inflow velocities are set to be 0.01175, 0.05 and

0.0625 s m−1. As the flow passes the cylinder, it generates vor-

tices that shed periodically and alternately from the cylinder for

Red ≥ 47 (Zdravkovich, 1997). The higher the Red, the more

inertial forces dominate over the viscous forces as the vortices

develop behind the cylinder (Balachandar et al., 1997). A grid

resolution analysis was conducted to identify the coarsest res-

olution at which the DG2 and FV2 solvers were able to excite

vortex shedding (see Appendix A). This was achieved at a res-

olution of 0.25d and 0.025d for the DG2 and FV2 solvers at

Red = 250 (equivalent to 1 mm and 0.1 mm), respectively.

The v time series recorded at P1, shown in Fig. 2, is

first extracted to analyse the characteristics of the flow state.

Informed by this analysis, instantaneous flow fields, at selected

time instants, are then compared in terms of streamlines and vor-

ticity contours extracted from u and v. Finally, time-averaged

velocity profiles, ū, are analysed along the x-directional centre-

line.

3.1.1 Quasi-steady state convergence

The convergence of the DG2 and FV2 simulations to the peri-

odic quasi-steady state is analysed. As this aspect becomes

more challenging for a numerical solver with lower Red (Franke

et al., 1990; Laroussi et al., 2014), it is first analysed for the

Figure 2 Flow past one cylinder: time series of the scaled transverse velocities simulated by the DG2 and FV2 solvers at Red = 250; D1/F1: the

time when vortex shedding is triggered for DG2/FV2; D2/F2: the time when fully developed periodic quasi-steady state is established for DG2/FV2;

D3/F3: the time of simulation termination for DG2/FV2.
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highest Red = 250. Figure 2 shows the scaled v time-series

recorded during the DG2 and FV2 simulations for the flow case

at Red = 250. The captions D1–D3 and F1–F3 in Fig. 2 refer

to the time when the DG2 and FV2 solvers experience different

flow states, respectively. Both series exhibit periodic oscillatory

patterns that reflect the presence of vortex shedding cycles, with

the series of DG2 being quasi-periodic. DG2 predicts a start in

the sinusoidal fluctuations, at time D1, which is around 100 t∗

earlier than the FV2 predictions, at time F1. The appearance of

these fluctuations means that both solvers can capture the pres-

ence of vortex shedding. After nine shedding cycles, the first

vortex generated advects downstream and exits at the outlet,

meaning that both solvers converge to fully developed quasi-

steady state with almost the same flow patterns repeating every

period, at times D2 and F2, respectively. At these times, the

instantaneous spatial flow patterns simulated by the DG2 and

FV2 solvers are then analysed. The simulations were terminated

after the next 50 vortex shedding cycles, at times D3 and F3,

respectively. Rajani et al. (2009) has suggested that a period of

50 cycles is typically sufficient. Hence, time-averaged veloci-

ties were extracted from the instantaneous flow fields between

the 10th and 60th cycles. This applies to both cases of flow past

a single cylinder and the cylinder array.

The convergence properties of the DG2 and FV2 solvers are

assessed by looking at t∗ required to reach quasi-steady state, the

GPU runtime cost, and shedding frequency predicted. From Fig.

2, it can be seen that DG2 requires 95.5 t∗ (D1, Fig. 2), whereas

FV2 takes 190 t∗ (F1, Fig. 2) to excite the vortex shedding. In

this sense, DG2 is about twice as fast as FV2 to converge to

a fully developed quasi-periodic steady state. Their GPU run-

times are recorded at the time when the vortex shedding was

first triggered (D1 and F1, Fig. 2), when it fully developed in the

quasi-steady state profile (D2 and F2, Fig. 2), and at the end of

the simulation after 50 cycles (D3 and F3, Fig. 2), respectively.

These runtimes for DG2 at a grid resolution of 0.25d are 3, 5

and 11 min, whereas the runtimes for FV2 at a 10-fold finer res-

olution of 0.025d are 84, 70 and 90 times slower, respectively.

See Appendix A for a detailed analysis of GPU runtime costs

comparing the DG2 and FV2 solvers.

The predicted St values are obtained after detecting fs from

the v time-series using fast Fourier transforms. Table 2 includes

the St values predicted by the DG2 and FV2 solvers and the

value from the reference prediction for Red = 250 (Rajani et al.,

2009). It can be seen that the St values predicted by DG2 and

FV2 are both lower than the reference St value. This is expected

with inviscid SWE numerical solvers lacking kinematic and

eddy viscosity (Y. Li et al., 2009), and indicates that both DG2

and FV2 solvers cannot precisely reproduce the wake evolution.

However, the St value from the FV2 solver is much further from

the reference value, suggesting that its predictions of the flow

fields are more severely affected than the DG2 predictions.

At Red = 200, no St value is extracted for FV2 as it did not

trigger any vortex shedding (instead it predicted a constant v

time series that is not shown). Refinement of the grid is expected

to reduce the numerical viscosity with the FV2 solver to make

it potentially able to trigger vortex shedding; but at a compu-

tational cost that cannot be justified practically. In contrast the

DG2 solver, even at a 10-fold coarser grid resolution, preserves

its ability to predict vortex shedding cycles as Red reduces.

This can be confirmed by considering its predicted St value

of 0.152 (Table 2), which, although lower than the reference

St, is in agreement with values from the reference prediction

for Red = 200 (Qu et al., 2013; Rajani et al., 2009). The same

is observed for the flow at the lowest Red = 47, where excita-

tion of vortex shedding is even more difficult for the solvers in

the near-cylinder flow region where viscosity effects are higher

(Balachandar et al., 1997; Braza et al., 1986). As expected, in

this case, FV2 also fails to predict the formation of any vortex

and DG2 predicts a St value of 0.142, which is slightly higher

than the St value of 0.124 seen with the reference prediction for

a similar flow at Red = 47 (Qu et al., 2013).

3.1.2 Instantaneous streamlines and vorticity contours

Figure 3 compares the instantaneous streamlines generated from

the flow fields simulated by the DG2 and FV2 solvers after

nine shedding cycles, for the flow cases at Red = 47, 200 and

250. At Red = 250, both DG2 and FV2 solvers simulate the

closed vortex occurring downstream of the cylinder (Fig. 3e

vs. f). Compared with the FV2 simulation, DG2 simulates the

vortex closer to the cylinder, which suggests that it produces

a flow pattern that is in a better agreement with the expected

flow (Zdravkovich, 1997). Far downstream of the cylinder, DG2

simulates streamline fluctuations that are more pronounced than

those simulated by FV2, which indicates that DG2 also per-

forms better in capturing the details of the flow fields in the

far wake. For the lower Red of 200 and 47 (Fig. 3c vs. d, and

Fig. 3a vs. b), the better performance of DG2 is even more

noticeable. DG2 captures the swirling vortex shedding from the

cylinder and the associated streamline fluctuations, which were

not present within the FV2 simulations. Instead, FV2 seems

to simulate elongated recirculation zones without any sign of

vortex formation or waviness in the simulated streamlines.

Table 2 Flow past one cylinder: St values predicted by the

FV2 and DG2 SWE solvers for flow cases at Red = 47, 200

and 250. These values are compared with those reported in Qu

et al. (2013) and Rajani et al. (2009) from 2D RANS models

whose grid resolutions around the cylinders are very fine, of

0.0054d and 0.0001d, respectively.

St ( − )

Red ( − ) Reference DG2 FV2

47 0.124 (Qu et al., 2013) 0.142 –

200 0.196 (Qu et al., 2013; Rajani

et al., 2009)

0.152 –

250 0.205 (Rajani et al., 2009) 0.155 0.105

“–” indicates no data were obtained.
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Figure 3 Flow past one cylinder: instantaneous streamlines at the start of the fully developed quasi-steady state; The left panel contains the DG2

simulated results (at time D2 in Fig. 2), while the right panel contains the FV2 simulated results (at time F2 in Fig. 2). From top to bottom, the flow

cases are at Red = 47, 200 and 250, respectively.

The scaled vorticity ω contours processed from the DG2 and

FV2 flow fields are shown in Fig. 4. It can be seen that the

DG2 solver can reproduce the evolution of the shedding vor-

tices featured with a decay of the peak vorticity within the core

of each vortex, producing classical vorticity patterns such as

those reported in Ponta (2010). These vorticity patterns exhibit

the S-shaped detachment from the cylinder’s surface, agree-

ing with the reference predictions (compare with Fig. 13 in Qu

et al., 2013 and Fig. 8 in Rajani et al., 2009). This suggests

that the DG2 solver has an advantage in treating the advec-

tive fluxes, as it represents the cylinders as piecewise-planar

bed slope terms and reduces the amount of numerical viscosity.

This makes it a better alternative to predict local flow dis-

continuities and thereby a more accurate prediction of vortical

structure. Nonetheless, compared with the reference cases, the

DG2 vorticity distributions are sparser for Red = 200 and 250,

and exhibit a higher frequency for Red = 47, which is consis-

tent with the aforementioned deviations between the St value

predicted by DG2 and the reference values. In contrast, FV2

fails to reproduce the typical vorticity patterns for Red = 47,

200 and 250 (Fig. 4, right), leading to an almost symmetrical

and elongated wake flow.

3.1.3 Time-averaged longitudinal velocity

Figure 5 compares the scaled time-averaged longitudinal veloc-

ity ū profile along the wake centreline y/d = 0 simulated by the

DG2 and FV2 solvers with the reference predictions reported

in Qu et al. (2013). In the figure, x = 0 is the location of the

cylinder, 0 ≤ x ≤ 0.5d represents the cylinder radius shown as

the light grey shading, 0.5d < x ≤ 4d covers the near-cylinder

region, and the area spanning x > 4d represents the far-wake

region. The recirculation length is the distance starting from the

cylinder edge to the point where ū changes its sign to positive.

The velocity recovery rate can be analysed by looking at the

gradient of the slope in the ū profile. It should be noted that the



638 X. Sun et al. Journal of Hydraulic Research Vol. 61, No. 5 (2023)

Figure 4 Flow past one cylinder: Instantaneous scaled vorticity contours at the start of the fully developed quasi-steady state. The left panel provides

the results processed from DG2 flow fields (at time D2 in Fig. 2) and the right panel provides the results processed from FV2 flow fields (at time F2

in Fig. 2). From top to bottom, each row refers to the flow cases at Red = 47, 200 and 250, respectively.

profile generated for Red = 250 is excluded from the analysis

as no reference data are found for quasi-steady flow case at this

Red.

At Red = 200, the ū profile simulated by DG2 (blue dashed

line with square markers) is in a reasonable agreement with

the reference ū profile (red dashed line). In the near-cylinder

region, the ū profile simulated by DG2 is below but nearly par-

allel to the reference profile and lags behind it by 0.8d before

reaching the same peak of 0.75. This suggests that DG2 can

reproduce an almost consistent velocity recovery rate but yields

an elongated recirculation length. In the far-wake region, DG2

slightly overpredicts the reference profile but maintains a sim-

ilar (decreasing) trend with minor fluctuations. In contrast, the

FV2 simulated ū profile (black dashed line with circle markers)

is negative until x > 18d, and shows a much longer recircula-

tion length and a much slower velocity recovery rate than the

reference profile. In particular, at x = 5d, FV2 reaches the low-

est value of − 0.55, whereas the associated reference value is

around 0.7, reinforcing that FV2 tends to yield simulation results

that deviate significantly from expected behaviour.

At Red = 47, as the viscosity effect becomes more domi-

nant, the ū profile simulated by DG2 (blue solid line with square

markers) shows less agreement with the reference ū profile (red

solid line). In the near-cylinder region, DG2 overpredicts the

reference ū profile and exhibits a much steeper slope, showing

that a DG2 prediction would lead to faster velocity recovery

rate and shorter recirculation length. In the far-wake region,

the ū profile simulated by DG2 tends to become closer to the
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Figure 5 Flow past one cylinder: Profiles of the time-averaged longitudinal velocity simulated by DG2 (blue lines) and FV2 (black lines) extracted

along centreline y/d = 0 relative to the reference profiles (red lines) at Red = 47 (solid lines) and 200 (dashed lines). The light grey shade indicates

the cylinder.

reference profile with increased distance, x > 15d. Again, FV2

(black solid line with circle markers) fails to capture the velocity

recovery behind the cylinder and the negative ū along the cen-

treline indicates persistent velocity deficit downstream. This is

in noticeable disagreement with the reference numerical result.

Hence, it could be inferred from the results that, when applied

to simulate flow past a cylinder, the DG2 solver is a much bet-

ter choice than the conventional FV2 solver, to at least produce

reliable results in the far-wake region regardless of Red. Near

the cylinder, the reliability of the DG2 simulations seems to be

Red-dependent: with a fairly high Red, around 200 and higher,

the DG2 simulated profiles are closer to the reference profiles

than with very low Red, around 47. Still, given the absence of

kinematic and eddy viscosity in the present DG2 solver, it is

expected to yield profiles with an elongated recirculation length

for transitional Red and with underestimated recirculation length

with laminar Red.

The analyses of Section 3.1 suggest that a DG2 solver’s run

at a resolution of 0.25d is much faster to trigger vortex shed-

ding than an FV2 solver’s run at a 10-fold finer resolution of

0.025d, making it 90 times faster to complete a converged simu-

lation. Therefore, the DG2 solver is a more accurate and efficient

alternative to simulate flow within cylinder arrays to at least

capture the flow characteristics in the far-wake region. This

will be investigated next with respect to a new laboratory-scale

application.

3.2 Flow within an array of cylinders

The DG2 solver is further explored through the simulation of

experimental flow fields within randomly distributed cylinders

of diameter d = 4 mm in a 3750d × 75d flume. The experi-

ment was conducted at the University of Warwick, and involved

SPIV measurements of instantaneous u and v data (Corredor-

Garcia et al., 2020; Sonnenwald, Stovin et al., 2019). Within

the flume, a random distribution of cylinders was generated

for a 625d × 75d baseplate, and duplicates of this baseplate

were used to cover a total length of 1875d (Fig. 6a). SPIV

data (Corredor-Garcia et al., 2020) was collected for an area

137.5d × 75d, located 1332.5d from the start of the cylinder

section (Fig. 6b), i.e. in a downstream section where the flow

was believed to be fully developed. The computational domain

covered the full 1875d channel length, again to ensure that the

flow field was fully developed. Four cases with different Red are

reported (Corredor-Garcia et al., 2021), but for consistency with

Section 3.1, only the flows with the lowest and highest Red of 53

and 220, representing the laminar and transitional flow regimes,

are investigated here. Table 3 shows the hydraulic and exper-

imental parameters used to run the DG2 simulations for each

of the selected Red. It should be noted that the projection bias

from the SPIV measurement has not been corrected, and this

therefore shifts the measured cylinder positions. The cylinders

project above the surface of the flow, which leads to missing

hydrodynamic information (data shadows) where visualization

of the flow surface is blocked by the projected cylinders. Finally,

it should also be noted that, whereas the laboratory cylinders

were truly cylindrical, the numerical cylinders are approxi-

mated by rectilinear shapes on the 1 mm square computational

grid.

The DG2 simulations are run on a grid with the same resolu-

tion identified in Section 3.1 (i.e. 1 mm), which also matches the

1 mm pixel resolution of the SPIV datasets. The DG2 simulated
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Figure 6 Flow within an array of cylinders: (a) schematic plan view of the randomly distributed cylinders in the flume; (b) cylinder spatial

distribution in the SPIV measurement section (Corredor-Garcia et al., 2020; Sonnenwald, Stovin et al., 2019).

Table 3 Flow within an array of cylinders: the hydraulic and experimental parameters for flow cases at Red = 53 and 220.

Red (–) U∞ (m s−1) h (m) qx (m2 s−1) S0 (m m−1) nM (m1/6)

53 0.0147 0.15 0.002205 0.0 0.045

220 0.06 0.009 4.6 × 10−4

instantaneous u and v components of velocity are recorded

at the same time interval as the SPIV measuring frequency

of 25 frames per second to allow for consistent comparisons.

The shedding frequencies are first analysed to study quasi-

steady state convergence, and further investigations are done

using time-averaged 2D velocity maps and 1D profiles along

the longitudinal and transverse cross sections y = 1372.5d and

x = 50d, respectively. The average deviation errors between

the simulated and SPIV velocity data are quantified using the

L1-norm error that is expressed as:

L
1 - norm error =

1
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k |
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where V is the time-averaged velocity vector consisting of com-

ponents ū and v̄, < > denotes the inner product operator, and ||
|| indicates the magnitude of V =

√
ū2 + v̄2. The RI takes values
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Table 4 Flow within an array of cylinders: DG2 simulated and

SPIV measured shedding frequencies and St ranges for the cylin-

der array within the SPIV measurement section for each flow

condition after 50 shedding cycles.

fs (s−1) St ( − )

Red ( − ) SPIV DG2 SPIV DG2

53 0.56 ± 0.2 0.4 ± 0.21 0.15 ± 0.054 0.11 ± 0.057

220 2.9 ± 0.8 1.6 ± 0.85 0.2 ± 0.055 0.11 ± 0.057

between − 1 and 1, with 1 indicating a perfect alignment of the

simulated and reference velocity vectors.

3.2.1 Quasi-steady state convergence

For each flow case, the simulation is set to terminate after 50

cycles when a fully developed quasi-periodic steady state is

reached, informed by the analysis of Section 3.1. Steady state

convergence is analysed in terms of vortex shedding frequency

fs and Strouhal number St. Since the flow is influenced by

the background turbulence imposed by the adjacent cylinders

(Nepf, 1999; Ricardo, Sanches et al., 2016), fs values sam-

pled behind all the cylinders should have a range of variations.

Table 4 also includes the mean and standard deviation values for

simulated and measured fs and St, which have been derived from

the time histories of v for all the cylinders located within the

portion of SPIV data measurements, at a distance of 2.5d behind

each cylinder’s centre. For both flow cases at Red = 53 and 220,

the mean values for fs and St simulated by the DG2 solver are

lower than the estimates from the SPIV data. This discrepancy

may be due to the overpredicted velocities near the sidewalls (as

shown later in Fig. 7), which may exert an influence on the wake

flow evolution and thereby distort the shedding frequency. Still,

for both cases, the DG2 predicted ranges for standard deviation

of fs and St are close to the ranges estimated from the SPIV

data, showing a satisfactory level of agreement. The associated

time-averaged velocities extracted over the 50 cycles are then

analysed.

3.2.2 Time-averaged scaled flow fields

Figure 7 compares the scaled ū contour maps obtained from

the DG2 solver’s simulations to the measured ones at Red = 53

and 220, showing generally good agreement. This is confirmed

by the small magnitude of the L1-norm errors ( ≤ 0.2). Note

that these errors may be higher than expected, being affected

by the aforementioned projection bias in the SPIV data. At

Red = 53 (Fig. 7b vs. a), DG2 simulates elongated wake flow

areas behind all the cylinders as compared with the measured

data. The observed over-expansion of the wake flow patterns

is expected to occur due to the mismatch between numerical

viscosity and true kinematic and eddy viscosity. At the higher

Red = 220 (Fig. 7d vs. c), the simulated ū map better matches

the measured ū map, as the L1-norm error is smaller. This indi-

cates a better performance for the DG2 solver at Red = 220

where there is more dominance from the advective fluxes over

the viscosity effects. This also implies that the DG2 solver intro-

duces an amount of numerical viscosity for the flow at the higher

Red that helps imitate the effects of the true kinematic and eddy

viscosity. The most noticeable differences between the mea-

sured and simulated flow fields are in the right hand one third

of the channel (0 < y/d < 30) where a high velocity preferen-

tial flow path forms between widely-spaced cylinders; this is

far less evident in the simulation compared with the measured

data. Also, for both flow cases, the simulated ū near the side-

walls are overpredicted, and this may be caused by the lack of an

explicit wall treatment function within the DG2 solver (Ginting,

2019).

In Fig. 8, the scaled v̄ contour maps acquired from the

DG2 simulations are compared with the measured v̄ maps at

Red = 53 and 220. Generally, the simulated v̄ maps are in

close agreement with measured maps and the L1-norm errors

are not greater than 0.05. The DG2 solver is seen to reproduce

the alternating and symmetrical patterns along each cylinder’s

wake centreline, which are observed in the measured v̄ maps.

At Red = 53 (Fig. 8b vs. a), the measured v̄ patterns along

the cylinders are bigger in magnitude than the simulated pat-

terns. This underestimation of transverse velocities implies that

the simulation tends to underestimate the extent to which the

streamlines curve around the cylinders. Reduced streamline cur-

vature is also evident in the velocity vector maps (as shown later

in Fig. 11). This may arise as a result of the rectilinear repre-

sentation of the cylinder geometry, and the mismatch between

numerical viscosity and true kinematic and eddy viscosity. At

Red = 220, the simulated patterns agree better with the mea-

sured patterns for v̄ (Fig. 8d vs. c), which is in line with the

better agreement observed between the simulated and measured

ū at Red = 220 (recall Fig. 7).

To closely analyse the simulated wake flow features,

Fig. 9 compares the simulated and measured ū profiles along

y = 37.5d and x = 1372.5d, for Red = 53 (left) and 220 (right).

Along y = 37.5d (Fig. 9a and b), the ū profiles are only anal-

ysed up to the second cylinder (the predictions around the last

two cylinders may be subject to position shift from the pro-

jection bias). At Red = 53, in the near-cylinder regions, the

simulated profile (blue dashed line) is above the measured one

(red solid line) with a steeper slope, showing that DG2 over-

predicts the measured ū magnitude as observed in the findings

of Section 3.1. In the far-wake regions, the simulated profile

is below but almost parallel to the measured profile, confirm-

ing that DG2 produces a similar velocity recovery rate to

the measured one but underestimates the ū magnitudes. Such

underestimation of the ū magnitudes also reflects the difference

between the simulated and measured ū contours in the far-

wake regions, as discussed previously for Fig. 7a and b. At

Red = 220, the simulated ū profile achieves a closer agree-

ment with the measured profile than that at Red = 53, which

again reinforces that the DG2 solver predicts closer results

at higher Red. Along x = 1372.5d, at Red = 53 (Fig. 9c),
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the simulated ū profile agrees well with the measured one,

albeit with slight deviations due to the projection bias. At

Red = 220 (Fig. 9d), the DG2 solver produces a generally

good agreement with the measured profile but yields sharper

peaks near the two cylinders spanning 20d < y < 30d and

45d < y < 55d.

From Fig. 10, a similar analysis can be conducted for the sim-

ulated and measured v̄ profiles. Along y = 37.5d, at Red = 53

(Fig. 10a), the simulated profile (blue dashed line) deviates

from the measured profile (red solid line), which is expected,

as the overall variation in measured v̄ is more pronounced com-

pared with the simulation (recall Fig. 8a vs. b). However, at

Red = 220 (Fig. 10b), the simulated v̄ profile is very close to the

measured profile. Along x = 1372.5d, at Red = 53 (Fig. 10c),

the DG2 solver produces smoother variations in the simulated

v̄ compared with the measured v̄ that have lower magnitudes.

At Red = 220 (Fig. 10d), the simulated profile resembles the

measured profile but DG2 yields sharper v̄ peaks within zones

20d < y < 30d and 45d < y < 55d. Such overestimation is

expected due to the rectilinear representation of the cylinders,

as discussed previously for Fig. 8.

Figure 11 displays the RI fields calculated from the simu-

lated and measured velocity vectors for flow cases at Red = 53

(top panel) and 220 (bottom panel), to further assess the agree-

ment in directionalities of flow fields. Figure 11a and c show

the RI fields within the whole measurement section. Figure

11b and d illustrate the zoomed-in view of the simulated

and measured time-averaged velocity vectors superimposed

onto the RI fields, which are around the cylinder located at

(1370.3d, 25d). This cylinder was selected due to the over-

lap between the position of the simulated cylinder and the

measured one. Within data shadows, the green circle indicates

the actual cylinder position, the area with black outline repre-

sents the simulated cylinder, and the light grey shading shows

the blocked hydrodynamic information around the measured

cylinder.

At Red = 53, Fig. 11a shows a fairly strong alignment

between the simulated and measured flow directions in the

majority of the RI field. This can be confirmed by the whole

mean RI value which is close to 1. However, misalignment of

the flow direction can be seen in the areas around the cylinders,

owing to the difference between the simulated and measured

cylinder positions and data shadows. Figure 11b clearly iden-

tifies this relatively poor alignment, and the mean RI value in

this zoomed-in portion, of 0.84 is lower than the whole mean RI

value of 0.99. There are small included angles between some of

the simulated and measured velocity vectors. The greater curva-

ture visible in the measured vectors is consistent with the fact

that the magnitude of measured v̄ around the cylinder is higher

than the simulated one (recall Fig. 8a and b). At Red = 220 (Fig.

Figure 7 Flow within an array of cylinders: contours of the scaled time-averaged longitudinal velocity and the L1-norm errors. The upper panel

contains the results for the flow case at Red = 53: (a) SPIV measurement and (b) DG2 simulation, while the lower panel contains those for the flow

case at Red = 220: (c) SPIV measurement and (d) DG2 simulation.
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11c), the simulated flow direction almost perfectly matches the

measured one as the whole mean RI value is very close to 1.

Figure 11d shows that the DG2 solver can closely reproduce

the measured velocity vectors around the cylinder. The mean

RI value in the zoomed-in portion of 0.95 indicates a better

directional alignment at higher Red.

Overall, the analysis in Section 3.2 confirms that the DG2

solver can reproduce the complex wake evolution patterns and

closely reproduce the flow directions around cylinders, and the

reliability of its predictions would be enhanced with the increase

in Red. This suggests that the DG2 solver can be a practical

modelling tool for environmental hydraulic applications involv-

ing a quasi-steady, slow flow past large-scale cylinder arrays in

the higher Red regimes.

4 Conclusions

Inviscid numerical solvers of the two-dimensional (2D) depth-

averaged SWE integrate the advective fluxes and bed slope

terms and use Manning’s formula as an implicit model of the

vertical turbulence structure. Although these solvers exclude the

viscous and turbulent eddy viscosity terms, they introduce an

amount of numerical viscosity that may imitate many of the

mechanisms of viscous turbulent models for low Red. When

simulating laminar to transitional wakes past cylinder(s) in slow

quasi-steady flows (Red ≤ 250), an FV2 SWE solver fails to

detect the wake formation at practically affordable grid resolu-

tion. It is affected by fast growth of numerical error dissipation

that manifests as large numerical viscosity. The extra numeri-

cal complexity in a DG2 SWE solver provides a more accurate

treatment of the advective fluxes and bed slope terms, gener-

ally resulting in better predictions at coarser grid resolutions and

much lower numerical viscosity.

The advantage of the DG2 solver over the FV2 solver was

first diagnostically evaluated in simulating wake evolution for

classical flows past a single cylinder. The comparative analy-

sis included convergence speed to complete 50 vortex shedding

cycles, ability to excite and capture periods of vortex shedding,

and to capture vortical structures and longitudinal velocity pro-

files. The analysis confirms that the DG2 solver is more suited

to efficiently model the wake formation, despite the limitation

of solving the inviscid SWE. Therefore, its reliability to predict

the wake formation improves with a Red > 200 compared to a

Red around 50 where viscosity effects are more significant. This

capability for the DG2 solver was then verified by applying it

to reproduce laboratory-scale flows past an array of randomly

distributed cylinders with validation against measured velocity

fields. The laboratory-scale tests reinforce that the DG2 SWE

solver is a useful tool to efficiently simulate sufficiently accurate

Figure 8 Flow within an array of cylinders: contours of the scaled time-averaged transverse velocity and the L1-norm errors. The upper panel

contains the results for the flow case at Red = 53: (a) SPIV measurement and (b) DG2 simulation, while the lower panel contains those for the flow

case at Red = 220: (c) SPIV measurement and (d) DG2 simulation.
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Figure 9 Flow within an array of cylinders: time-averaged longitudinal velocity profiles measured by SPIV (red solid lines) and simulated by DG2

(blue dashed lines), at Red = 53 (left) and 220 (right). (a) and (b) show the profiles along y = 37.5d. (c) and (d) show the profiles along x = 1372.5d.

The upper part of each sub-plot shows the positions of cylinders (black dots) and the flow direction (grey arrows).

wake formations that would resemble the measurements and

those produced by more complex models. Being far less dissi-

pative than the FV2 solver, the findings suggest that the DG2

solver is a promising alternative to also improve the predic-

tive capability of depth-averaged RANS models using the SWE

with the equations integrating the viscous and/or the turbulent

fluxes.
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Appendix A. Grid resolution selection

This section is aimed to justify the grid resolution selected for

running the DG2 and FV2 solvers. For the scope of this study,

the aim was to choose a resolution that is appropriate for a
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Figure 10 Flow within an array of cylinders: time-averaged transverse velocity profiles measured by SPIV (red solid lines) and simulated by DG2

(blue dashed lines), at Red = 53 (left) and 220 (right). (a) and (b) show the profiles along y = 37.5d. (c) and (d) show the profiles along x = 1372.5d.

The upper part of each sub-plot shows the positions of cylinders (black dots) and the flow direction (grey arrows).

solver to trigger periodical shedding of vortices, while keep-

ing the simulation within the GPU memory capacity and within

a runtime of less than a day in order to support the needs for

larger scale simulations, including the case study in Section 3.2.

This choice was done diagnostically by applying both solvers

to run the flow past a single cylinder of diameter d = 4 mm for

Red = 250 (Section 3.1). The simulations were investigated on

grids starting with a resolution of 0.25d, equivalent to 1 mm, and

the finest resolution possible was 0.025d, equivalent to 0.1 mm.

The capability of a solver to capture periodical vortex shed-

ding was evaluated based on the predicted Stvalues as compared

to values of 0.205 from the reference prediction (Rajani et al.,

2009). Also, the runtime efficiency of each solver at different

grid resolutions was measured by considering the overall GPU

runtime cost needed to complete 50 shedding cycles and the rel-

ative runtime cost per grid element. The latter was obtained by

first dividing the overall GPU runtime cost by the number of

elements and then scaling it with respect to the runtime cost

per element of a baseline simulation. The baseline simulation

Table A1 Flow past one cylinder at Red = 250: St values predicted by the DG2 and FV2 solvers at grid resolutions between 0.25d and 0.025d,

and the associated number of elements, overall GPU runtime costs as well as relative runtime cost per element.

St (–) Overall GPU runtime costs Relative runtime costs per element

Resolution No. of elements DG2 FV2 DG2 FV2 DG2 FV2

0.25d (1 mm) 15,616 0.155 — 11 min — 1 × —

0.125d (0.5 mm) 62,464 0.19 — 2 h — 2.7 × —

0.0625d (0.25 mm) 249,856 0.21 — 5 h — 1.7 × —

0.025d (0.1 mm) 1.56 million — 0.105 — 16.5 h — 0.9 ×

Reference St is 0.205 (Rajani et al., 2009).

“—” indicates no data were obtained.
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Figure 11 Flow within an array of cylinders: Relevance Index fields (left panel) and zoomed-in view of spatial velocity vectors of DG2 (blue

arrows) and SPIV (red arrows) superimposed onto Relevance Index fields and around one cylinder x, y = 1370.3d, 25d (right panel); The upper

panel (a and b) is for the flow case at Red = 53, whereas the lower panel (c and d) is for the flow case at Red = 220. The Relevance Index coefficients

are provided in each panel.

was taken to be the DG2 solver run at the coarsest resolution

that could trigger the vortex shedding (i.e. at the grid resolution

of 0.25d). Table A.1 lists the predicted Stvalues, GPU runtime

costs and the relative runtime costs per element for the DG2 and

FV2 solvers at different grid resolutions.

The FV2 solvers fail to predict any St values except using

a grid resolution of 0.025d. Relative to the baseline simulation,

the FV2 solver at this grid resolution has a slightly lower relative

runtime cost per element (0.9 times) but requires 90 times higher

overall GPU runtime cost, taking about 16.5 h to complete the

simulation. Moreover, the predicted St value of 0.105 is lower

than that predicted by the baseline of 0.155, showing less accu-

racy. Note that better accuracy could not be achieved since a

finer grid resolution could not be afforded for this simulation. In

contrast, the DG2 solver is able to predict St values regardless of

the grid resolutions used, except for the grid resolution of 0.025d

which could not be performed due to insufficient GPU memory.

Also, finer grid resolutions lead to predictions that approach the

reference St value of 0.205. However, compared to the baseline

simulation, the grid resolutions of 0.125d and 0.0625d lead to

prohibitive GPU runtime costs (2 h and 5 h, respectively) and

higher relative runtime costs per element (2.7 and 1.7 times,

respectively). These in turn result in simulation runtimes longer

than one day and exceed GPU memory limits, for the laboratory-

scale case study in Section 3.2. Therefore, the grid resolution

used in the baseline, 0.25d, is found to be adequate for meeting

the needs of the simulations for this study.

Notation

d = cylinder diameter (m)

fs = shedding frequency (s−1)

F = flux vector in x-direction (–)

g = gravity acceleration (m s−2)

G = flux vector in y-direction (–)

h = water depth (m)
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L1 = scaled L1-norm error (–)

nM = Manning’s resistance parameter (m1/6)

N = number of gird elements (–)

qx = x-directional flow discharge per unit width (m2 s−1)

qy = y-directional flow discharge per unit width (m2 s−1)

Qc = computational grid element (–)

Red = cylinder Reynolds number (–)

RI = Relevance Index (–)

Sb = topography source term vector (–)

Sf = friction source term vector (–)

St = Strouhal number (–)

t = time (s)

t∗ = dimensionless time (–)

u = longitudinal velocity (m s−1)

ū = time-averaged longitudinal velocity (m s−1)

U = vector of flow variables (–)

U∞ = steady inflow velocity (m s−1)

v = transverse velocity (m s−1)

v̄ = time-averaged transverse velocity (m s−1)

x = longitudinal coordinate (m)

xc = centre of grid in x-direction (–)

y = transverse coordinate (m)

yc = centre of grid in y-direction (–)

z = topography (m)

z = vector of topography coefficients (–)

�t = time step (s)

�x = length of a grid Qc in x-direction (m)

�y = length of a grid Qc in y-direction (m)

υ = kinematic viscosity (m2 s−1)

ω = vorticity (s−1)

Superscripts

0 = average coefficient (–)

1x = x-directional slope coefficient (–)

1y = y-directional slope coefficient (–)

Subscripts

c = computational grid (–)

h = approximate solution (–)

nei = index of the direct neighbour grid (–)

W, E, S, N = western, eastern, southern, northern sides (–)
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