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Port-based teleportation is generalization of the standard teleportation protocol which does not require unitary

operations by the receiver. This comes at the price of requiring N > 1 entangled pairs, while N = 1 for the

standard teleportation protocol. The lack of correction unitaries allows port-based teleportation to be used as a

fundamental theoretical tool to simulate arbitrary channels with a general resource, with applications to study

fundamental limits of quantum communication, cryptography and sensing, and to define general programmable

quantum computers. Here we introduce a general formulation of port-based teleportation in continuous variable

systems and study in detail the N = 2 case. In particular, we interpret the resulting channel as an energy

truncation and analyse the kinds of channels that can be naturally simulated after this restriction.

I. INTRODUCTION

Quantum teleportation is a fundamental protocol in quantum information [1–3]. In its original formulation, it involves per-

fectly transmitting a qudit using a pre-shared maximally entangled discrete variable (DV) state. A projective Bell measurement is

carried out on the state that is to be transmitted (the signal state) and one half of the entangled (resource) state. The measurement

result is sent to the receiver, who then carries out one of a set of teleportation unitaries (which one depends on the measurement

result) on their half of the resource state to recover the signal state. The concept has since been generalised in a number of ways.

It has been extended to continuous variable (CV) states. First, this was done via the naive approach of simply replacing the

maximally entangled DV states with maximally entangled CV states and the measurements with projective measurements onto

such states [4]. Such a protocol is not experimentally realisable, however, since a maximally entangled CV state has infinite

energy. Instead, the Braunstein-Kimble protocol was developed, which uses finite-energy two-mode squeezed vacuum (TMSV)

states [2]. The measurement is of the displacement of a superposition of the signal state and half of the entangled state and the

teleportation unitaries, in this case, are displacements. The trade-off is that, for any finite energy resource, the channel enacted is

no longer the identity, although it approaches the identity in the asymptotic limit (see Refs. [5, 6] for related concepts of strong

and uniform convergence in CV teleportation).

Resource states other than the maximally entangled state have been considered. Changing the resource state (without changing

the measurement performed) can change the channel enacted (i.e. the transformation applied to the signal state to get the received

state). In the standard qudit teleportation case, the channel is simply the identity, but by changing the resource, one can enact

any Pauli channel [7]. Altering the classical communication stage allows an even wider range of channels to be enacted [8]. This

generalisation leads to another use for the teleportation protocol.

Teleportation can be used to send quantum states from one physical location to another. The fact that channels other than

the identity can be enacted opens up another possibility. By carrying out teleportation with a resource other than the maximally

entangled state, we can apply a channel to a state (generalising the idea of quantum gate teleportation [9]). This method allows

certain channels to be applied to states deterministically (as long as the resource state can be prepared without errors). It can

also be used as a particular protocol for channel simulation [10], a mathematical tool for simulating a quantum channel via local

operations and classical communications (LOCC) and a given resource state. Channel simulation allows finding computable

upper bounds on quantum communication capacities and key rates for a general channel in terms of the entanglement of the

resource state [10], as quantified by the relative entropy of entanglement [11, 12]. Note that this is a theoretical technique

for calculating information theoretic quantities of the channel that relies only on the possibility of enacting the channel via

teleportation, rather than a practical application of the teleportation protocol. One limitation of using teleportation to implement

channels or for channel simulation is that only Pauli channels can be enacted via standard qudit teleportation with a modified

resource. Indeed, the measurement-dependent post-processing by the receiver forces a requirement, teleportation covariance

[5, 8], which in turn implies that the only channels that can be enacted by a teleportation protocol are those that commute with

the post-processing teleportation unitaries.
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Ishizaka and Hiroshima introduced a new type of teleportation protocol, called port-based teleportation [13, 14], later studied

and improved in a number of works [15–17]. In port-based teleportation (PBT), the sender and receiver share several entangled

states (called ports), rather than one, and these collectively form the shared resource state. The measurement on the sender’s half

of the resource state and the signal state gives one of N possible results, where N is the number of ports (for the deterministic

version of the protocol). Crucially, the only post-processing required is to select the correct port, based on the measurement

result. The lack of teleportation unitaries on the receiver state allows for the simulation of any channel, without the requirement

of teleportation covariance. However, unlike in the standard teleportation case, for any finite number of ports this protocol

does not enact perfect simulation, namely an identity channel on the signal state, even with the optimal resource state and

the optimal measurement. However, the enacted channel approaches the identity asymptotically in the number of ports. The

lack of post-processing is a key advantage, as it means every qudit channel can be enacted to arbitrary precision with enough

ports and the correct resource state. Aside from finding upper bounds on quantum capacities, other applications include finding

theoretical limits for quantum sensing [18] and defining programmable quantum computers [19], where the resource state defines

the program. One important basic case uses a tensor product of N maximally entangled qudits as the resource and the square

root measurement, also called pretty good measurements [20, 21].

The Braunstein-Kimble protocol has the same limitation as standard DV teleportation of only being able to enact channels

that commute with the teleportation unitaries, namely the set of displacement operators [5]. One particular example of an entire

class of channels that cannot be simulated at all are channels that apply an energy truncation. Specifically, consider the set

of all channels that accept any input but only output states with an average photon number below some number E. For any

such channel, we can always choose an input with a very high energy so that the outputs of the “simulated” channel and the

teleportation channel are arbitrarily far apart. This limitation exists for any resource state. Note, however, that it is possible to

modify the Braunstein-Kimble protocol slightly so that it is able to simulate channels that apply an energy truncation by, for

instance, restricting the set of post-processing displacements by imposing a maximum displacement magnitude.

In this paper, we will consider a natural follow-on to the idea of PBT: namely, whether the concept can be extended to CV

systems. We call this CV-PBT. Here, we avoid the naive approach of replacing maximally entangled qudit ports with maximally

entangled but unphysical CV ports. Instead, we use finite energy TMSV ports as the resource, and construct our square root

measurement in a similar way (from finite energy TMSVs).

Continuous variable PBT is largely absent from the literature, except from Boiselle’s master thesis [22], so it is worth ad-

dressing how this work differs from ours. Boisselle proposes (in Chapter 6) the following protocol for teleporting coherent

states starting from the same type of resource as us (a number of finite energy TMSVs). The parties first carry out entanglement

purification on their shared resource to replace the (CV) TMSV states with a smaller number of maximally entangled DV states.

The sender then encodes the (CV) coherent state in a multi-qubit state (thereby applying an energy truncation) and then sends

each qubit via standard DV-PBT (using the purified resource). Finally, the receiver reconstructs (an truncated approximation of)

the original coherent state. Whilst this is technically using PBT to teleport an initially CV state, this is quite far from what one

might expect from a CV extension of PBT. Fundamentally, it is DV-PBT with some pre- and post-processing to convert both

the resource and the signal to DV states. The final state is DV, not CV, since the reconstruction process uses beamsplitters to

recombine the multi-qubit state into a single mode, but cannot undo the truncation. In contrast, our protocol uses a CV resource

with a CV measurement, and the output states can have support over the entire (overcomplete) basis of coherent states.

We will propose the general form of the CV-PBT protocol, but will only calculate exact expressions for the channel enacted

by the two port case. Whilst this is a somewhat limited result, it serves two main purposes. Firstly, it is a proof in principle of a

CV extension to PBT, showing that we can get meaningful results using this new protocol, and that it does (imperfectly) transmit

a quantum state. Secondly, we find that the protocol enacts an energy truncation on the transmitted state, so that any input state

results in an output state with bounded energy. This means that CV-PBT can simulate a completely, qualitatively different set of

channels than standard CV teleportation, even in the two port case. We have also developed the N mode formalism, allowing

numerical calculations of the channel output, although we have not found analytical expressions.

II. SPECIFICATION OF THE PROTOCOL

Let us begin by setting out the protocol in its general, N port form, before focusing more narrowly on the two port case.

Suppose a sender, Alice, is trying to transmit a one-mode CV state to a receiver, Bob, using a pre-shared resource state, and

without sending any quantum states from one party to the other. Denote Alice’s half of the shared resource collectively as

system A, with the individual ports constituting systems A1, A2, etc. Bob’s half of the shared resource constitutes system B
(with individual ports constituting systems Bi). The signal state is system C.

The initial resource state, φ
[N ]
x , consists of N TMSVs, each with a squeezing specified by x. We write

φ[N ]
x =

N
⊗

i=1

S(λx) |00〉 〈00|AiBi
S(λx)

†, (1)
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where x is a squeezing parameter (λx = tanhx) and S(λ) is the two-mode squeezing operator, which acts on the zero state as

S(λ) |00〉 =
√

1− λ2
∞
∑

n=0

(−λ)n |nn〉 . (2)

Next, we must specify the measurement. We define

σ
[N ]
i,y = S(λy) |00〉 〈00|AiC

S(λy)
† ⊗ IAīB , (3)

where i is any element of the set of integers from 1 to N and ī is the same set excluding i. Then define ρ
[N ]
y =

∑N
i=1 σ

[N ]
i,y .

Henceforth, we neglect the superscript [N ] where not required. We now construct a POVM with elements

M (i)
y = ρ

− 1
2

y σi,yρ
− 1

2
y +

1

N
{ρy}K , (4)

where {X}K denotes the kernel of X . By construction, the elements sum to the identity, so this is a valid measurement.

Alice carries out this measurement on systems A and C (the signal state and her half of the shared resource), then sends the

result, j (an integer between 1 and N ), to Bob. Bob then picks and retains port j (i.e. system Bj), whilst discarding the rest of

his subsystems.

Denoting the channel enacted by CV-PBT on an initial state ψ as Ex,y , we can write Ex,y[ψ] = N TrABīC
[M

(i)
y ψ ⊗ φ

[N ]
x ],

where - due to the permutation symmetry of the resource and the measurement operators - it does not matter what value i takes.

To characterise the effect of the channel, we could choose to express the output for an (arbitrary) coherent state input. This serves

as a complete characterisation of a CV channel because any CV state can be expressed as a pseudo-probability distribution over

the set of coherent states (and due to the linearity of quantum channels).

A. CV-PBT channel for two ports

Before going through the details, we will give a high level overview of how we go about finding an explicit expression for the

channel output for a coherent state input, Ex,y[|αcoh〉 〈αcoh|] (where we denote the output of the teleportation channel, for an

input state ψ, as Ex,y[ψ].). We start by writing an eigenvector decomposition of ρy . We then calculate ρ
− 1

2
y σi,yρ

− 1
2

y (i.e. the part

of the measurement that lies in the support of ρy), and hence M (i). We apply this expression to calculate Ex,y[|a〉 〈b|], the effect

of the channel on an arbitrary entry in the number state basis. Finally, we use the number state expression for a coherent state to

calculate Ex,y[|αcoh〉 〈αcoh|].
For N = 2, we can decompose ρ in terms of its eigenvectors as

ρy =

∞
∑

m=0

[

Ξ+
y,m

∣

∣Ψ+
y,m

〉 〈

Ψ+
y,m

∣

∣+ Ξ−
y,m

∣

∣Ψ−
y,m

〉 〈

Ψ−
y,m

∣

∣

]

, (5)

where the eigenvalues {Ξ±
y,m} and the eigenstates {

∣

∣Ψ±
y,m

〉

} are defined as

Ξ±
y,m = 1± χy,m,

∣

∣Ψ±
y,m

〉

=

√

1− λ2y

2Ξ±
y,m

∞
∑

n=0

(−λy)n |n〉C ⊗ (|nm〉 ± |mn〉)A, (6)

and where χx,r is given by χx,r = (1− λ2x)λ
2r
x . The details of this eigendecomposition are given in Appendix A.

Defining σ′
i,y = ρ

− 1
2

y σi,yρ
− 1

2
y , we get (see Appendix B)

σ′
1,y =

1

2

∞
∑

m=0

(
∣

∣Ψ+
y,m

〉

+
∣

∣Ψ−
y,m

〉

)(
〈

Ψ+
y,m

∣

∣+
〈

Ψ−
y,m

∣

∣), σ′
2,y =

1

2

∞
∑

m=0

(
∣

∣Ψ+
y,m

〉

−
∣

∣Ψ−
y,m

〉

)(
〈

Ψ+
y,m

∣

∣−
〈

Ψ−
y,m

∣

∣). (7)

Including the contribution from the kernel of ρ, we get

M (1)
y =

I
2
+

1

2

∞
∑

m=0

(∣

∣Ψ+
y,m

〉 〈

Ψ−
y,m

∣

∣+
∣

∣Ψ−
y,m

〉 〈

Ψ+
y,m

∣

∣

)

, M (2)
y =

I
2
− 1

2

∞
∑

m=0

(∣

∣Ψ+
y,m

〉 〈

Ψ−
y,m

∣

∣+
∣

∣Ψ−
y,m

〉 〈

Ψ+
y,m

∣

∣

)

. (8)
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Now let us calculate the effect of the protocol on an arbitrary entry in the number state basis. Recalling that we denote the

resource state with squeezing parameter x by φx, we define φ
(i)
ab,x = TrBī

[|a〉 〈b|C ⊗ φx]. If we have measurement outcome i,

we are interested in TrAC [M
(i)
y φ

(i)
ab,x]. Without loss of generality, we set i = 1. We express φ

(1)
ab,x as

φ
(1)
ab,x = (1− λ2x) |a〉 〈b|C ⊗

( ∞
∑

p,q=0

(−λx)p+q |pp〉 〈qq|A1B1

)

⊗
( ∞
∑

r=0

χx,r |r〉 〈r|A2

)

. (9)

Since we have traced over mode B2, mode A2 is in a thermal state.

We calculate (see Appendix C)

Ex,y[|a〉 〈b|] = (1− λ2x)(1− λ2y)λ
a+b
y

∞
∑

m=0

χx,a+m
√

1− χ2
y,m

(λb−ax |a〉 〈b| − δab |m〉 〈m|) +
∞
∑

m=0

χx,m |m〉 〈m| . (10)

Note that if a = b, the trace of Eq. (10) is 1, verifying that we have a valid channel.

A generic CV state can be expressed as a combination of coherent states via the so-called P-representation [23–25]

ρ =

∫

dαP (α) |αcoh〉〈αcoh|, (11)

where P (α) is a quasi-probability distribution, namely P (α) may be negative for non-classical states. The possibility of ex-

pressing a general CV state as a combination of diagonal elements as in Eq. (11) comes from the fact that coherent states form

an overcomplete basis. Note however that Eq. (11) does not represent a convex combination of coherent states, as P (α) may be

negative. Thanks to the P-representation, we can characterise any channel via its action on coherent states.

Mathematically, a generic coherent state can be expressed as

|αcoh〉 〈αcoh| = exp[−|α|2]
∞
∑

a,b=0

αaα∗b
√
a!b!

|a〉 〈b| , (12)

where α∗ is the complex conjugate of α. Defining Ωx,y =
∑∞
m=0

χx,m√
1−χ2

y,m

, we can characterise the channel by writing

Ex,y[|αcoh〉 〈αcoh|] =e−(1−λ
2
xλ

2
y)|α|2(1− λ2x)(1− λ2y)Ωx,y |λxλyαcoh〉 〈λxλyαcoh|

+

∞
∑

m=0

χx,m



1− e−(1−λ
2
xλ

2
y)|α|2

(1− λ2x)(1− λ2y)
√

1− χ2
y,m



 |m〉 〈m| .
(13)

Thanks to the P-representation (11), this is a complete characterisation of the channel. Note from Eq. (10) that there is no global

phase applied to the transmitted state, so if we have an idler state, teleportation will not lead to a relative phase between the idler

and the teleported state. Note too that if |α| is close to 0 and λy is sufficiently small (specifically, if (1−λ2y)−2−1 < (1−λ2x)2),

the m = 0 term in the final sum in Eq. (13) can be negative and the first term can be > 1. This is not unphysical, since coherent

states and number states are not orthonormal, so the contributions cancel out, but it can complicate calculations, so it is often

easier to work in what we call the positive regime (as opposed to the negative regime), for which (1− λ2y)
−2 − 1 ≥ (1− λ2x)

2.

III. PROPERTIES OF THE TELEPORTATION CHANNEL

A. Effect of the channel

By looking at the form of Eq. (13), we can gain a more physically intuitive understanding of the effect of the channel. One

observation we can immediately make is that the channel is phase-insensitive. With some probability, the channel output is the

same as that of a lossy channel with a transmission of λ2xλ
2
y (which we denote by Lx,y). Otherwise, the output is a thermal

state (with average photon number
λ2
x

1−λ2
x

) with some non-Gaussian corrections, which are diagonal in the number state basis. It

should be noted, however, that even without these non-Gaussian corrections, the channel output would be a convex combination

of two Gaussian states, which is not itself Gaussian. We can rewrite Eq. (13) as

Ex,y[|αcoh〉 〈αcoh|] = e−(1−τx,y)|α|2gx,yΩx,y
∣

∣

√
τx,yαcoh

〉 〈√
τx,yαcoh

∣

∣+ (1− e−(1−τx,y)|α|2gx,y)ρ
th
x

+e−(1−τx,y)|α|2gx,y

∞
∑

m=0

χx,m

(

1− (1− χ2
y,m)−

1
2

)

|m〉 〈m| ,
(14)
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where ρthx is the thermal state with coefficients χx,m, τx,y = λ2xλ
2
y , and gx,y = (1 − λ2x)(1 − λ2y). The magnitude

of the non-Gaussian corrections (the last term in Eq. (14)) is smaller for higher number states. In the case of m = 0,

χx,m

(

1− (1− χ2
y,m)−

1
2

)

= (1− λ2x)
(

1− λ−1
y (2− λ2y)

− 1
2

)

, whilst as m→ ∞, χx,m

(

1− (1− χ2
y,m)−

1
2

)

→ 0.

B. Energy of the channel output

Let us consider the energy of the channel output for a coherent state input. The average photon number of a coherent state is

|α|2, whilst for our output, it is

E|α|2 =

∞
∑

n=0

n 〈n| Ex,y[|αcoh〉 〈αcoh|] |n〉 = e−(1−τx,y)|α|2gx,y



τx,yΩx,y|α|2 −
∞
∑

m=0

m
χx,m

√

1− χ2
y,m



+
λ2x

1− λ2x
. (15)

A key realisation here is that, for any finite x, this quantity is bounded, even as |α| → ∞. In fact, the maximum output energy

for any input state is (see Appendix D)

Emax =
τx,ygx,yΩx,y
1− τx,y

exp



−



1 +
1− τx,y
τx,yΩx,y

∞
∑

m=0

m
χx,m

√

1− χ2
y,m







+
λ2x

1− λ2x
. (16)

The channel therefore applies an energy truncation. It is also of interest that this energy truncation is not a “hard cut-off”

(i.e. a truncation in the number state basis, which would map CV states to DV), but rather a constraint on the average photon

number of the output. The outputs of CV-PBT remain CV states and their support continues to be the entire set of coherent

states. Unlike for a hard cut-off, there is no quantum channel that applies only this kind of truncation whilst leaving the state

otherwise undisturbed (i.e. there is no channel that acts as the identity on all states with an average photon number less than

some maximum value but not on states with a higher energy). This follows from the linearity of quantum channels and of the

energy of a state, by considering a convex combination of a low energy state and a high energy state. This means that Ex,y
cannot be decomposed into the pointwise application of a channel that does not apply an energy truncation and a channel that

just applies an energy truncation.

C. Distance from physically relevant channels

It is unlikely that a physical scenario can be modelled exactly by the channel given in Eq. (14). If we want to use CV-PBT for

channel simulation, we must ask: what physically relevant channels does Eq. (14) resemble? When we say that two channels

are similar to each other, we mean that if the same signal state is the input for both channels, the resulting output states will be

close to each other (generally in the sense of the trace norm between them). One important metric for assessing the similarity of

two channels is the diamond norm. The diamond norm is the trace norm between the output states maximised over all possible

input states (including those with idler modes).

Since CV-PBT applies a lossy channel with a probability that depends on the energy of the input, one simple channel we

might consider comparing it to is a lossy channel with the same loss, which we will call Lx,y . Since lossy channels do not

apply an energy truncation, for sufficiently energetic inputs, the output of Lx,y can be arbitrarily far away from the output of

Ex,y , so the diamond norm between the two channels will be 2 (the maximum value). Instead, we can consider the energy

constrained diamond norm (first introduced in Ref. [10] for the study of the two-way assisted capacities of bosonic channels and

then generalized in Refs. [26, 27]). Instead of maximising over every possible input state, we only maximise over those states

for which the energy of the signal state is less than or equal to some maximum value. We define

Dx,y,E = sup
ψIS∈ΨE

‖I ⊗ Ex,y[ψ]− I ⊗ Lx,y[ψ]‖, ΨE = {ψIS |Tr[n̂Sψ] ≤ E}, (17)

where S denotes the mode that is sent through the channel (the signal mode), I denotes an idler system, and n̂S is the photon

number operator on the signal mode.

We find (see Appendix E) that, for the positive regime,

Dx,y,E [Ex,y,Lx,y] ≤ 2
(

1− e−E(1−τx,y)gx,yΩx,y

)

. (18)

This bound takes a more complicated form in the negative regime. It is not necessarily a good bound, since it relies on the

triangle inequality. It is illustrated, for λx = 0.5 and λy = 0.5, in Fig. 1. The plot shows that the lossy channel is not very
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FIG. 1: Upper bound on the energy constrained diamond norm between the two port CV-PBT channel with λx = 0.5 and λy = 0.5 and a

lossy channel with a transmissivity of τ = 0.0625. E is the average number of photons for the input state.

similar to the two port CV-PBT channel for these parameter values, even at low energies, since even for α = 0 the energy

constrained diamond norm is ∼ 0.44.

We might instead consider channels of the form

C[|αcoh〉 〈αcoh|] = e−κ|α|
2

f
∣

∣

√
ταcoh

〉 〈√
ταcoh

∣

∣+ (1− e−κ|α|
2

f)ρthh , (19)

where κ, f , τ , and h are parameters to be specified. We will call this type of channel an energy-dependent replacement channel,

since it enacts a replacement channel with a probability that depends on the energy of the input state. At first glance, this is a less

simple and generally useful type of channel than the lossy channel, however we can conceive of physical scenarios for which it

could be a good model. We will present one such physical situation, purely as an example.

Suppose we have a filament of material that we wish to send laser pulses through (either to probe it or to transmit quantum

information). Any photonic state passing through the material has a chance to be consumed in an interaction that replaces it with

a thermal state (e.g. they could be absorbed by reactive sites distributed through the material that then randomly emit a photon

from a thermal distribution), whilst otherwise it emerges subject to some damping (e.g. due to reflection at the boundaries).

Suppose its chance of being consumed in such an interaction depends on the time spent within the filament of material, so that

its probability of not interacting is e
nL
c , where n is the refractive index of the filament, L is its length, and c is the speed of

light in a vacuum. The probability of interacting is then 1 − e
nL
c . Finally, suppose that the filament has a large second-order

non-linear refractive index, so that the refractive index, n, is dependent on the intensity, I , of the optical state, and can be written

as n0 +n2I . I is proportional to the average photon number of the state. With these ingredients in place, we can see that we can

model this situation using the quantum channel given in Eq. (19).

We emphasise that, whilst this is a very specific physical scenario, we are not interested in any particular physical scenario,

but rather offer this as one example of a quantum channel that could be simulated by our teleportation protocol. We could

also calculate the diamond norm between the teleportation channel and other channel models, or could change the teleportation

channel significantly by changing the resource state.

Assuming the positive regime and setting κ = 1 − τx,y , f = gx,yΩx,y , τ = τx,y , and h = x in Eq. (19), we compare the

resulting energy-dependent replacement channel, Cx,y , to Ex,y . The diamond norm is (see Appendix F)

Dx,y[Ex,y, Cx,y] = 2gx,y

mc
∑

m=0

χx,m

(

(1− χ2
y,mc

)−
1
2 − Ωx,y

)

, (20)

where we define mc as the largest integer for which (1 − χ2
y,mc

)−
1
2 > Ωx,y . This can be much smaller than the bound on the

energy constrained diamond norm between the same channel (Ex,y) and Lx,y , even for small energy constraints, although this is

not surprising since Eq. (20) is exact and since we have specifically chosen the form of Eq. (19) to be similar to the PBT channel.

IV. CHANNEL SIMULATION EXAMPLE

Suppose we have a physical scenario that can be modelled by one of two channels of the form

C[|αcoh〉 〈αcoh|] = e−(1−τx,y)|α|2gx,yΩx,y
∣

∣

√
τx,yαcoh

〉 〈√
τx,yαcoh

∣

∣+ (1− e−(1−τx,y)|α|2gx,yΩx,y)ρ
th
x , (21)
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FIG. 2: Upper bound on the diamond norm between two channels of the form given in Eq. (21), derived using simulation with CV-PBT.

where τx,y , gx,y , and Ωx,y are the previously defined functions of λx and λy , λy = 2−
1
4 , and λx± = 2−

1
4 ± 1

2δ. We want to

send probe states through the channel and then carry out a final measurement, in order to determine which of the channels we

have. The scenario could involve the filaments described in the previous section or could be some other situation with a similar

mathematical description.

Suppose we want to upper bound the distinguishability (diamond norm) of this pair of channels after a single channel use.

At first glance, this could be a tricky problem, since even for a coherent state input, the difference between the outputs is a

complicated combination of two different coherent states and two different thermal states. It is not obvious how one would

diagonalise this difference to calculate the trace norm of the difference, let alone maximise over all possible P-distributions.

If we allowed multiple channel uses, this problem would become even more difficult, since we must account for all possible

processing operations between uses. For a finite dimensional system, we could solve the problem numerically via semidefinite

programming, but since we are looking at CV states, this is only possible if we apply some truncation.

Alternatively, we can simulate the channels using CV-PBT with the same values of λx and λy (these are not necessarily

the optimal values that give the tightest bounds, but we choose them for convenience). For more details about how channel

simulation can be used to bound the distinguishability of two channels, see Ref. [18]. Using Eq. (20) and bounding the trace

norm between the resource states φx±
using the fidelity and the Fuchs-van de Graaf inequality, we get the plot in Fig. 2, which

bounds the diamond norm between the channels in terms of δ. The extension to multiple channel uses is simple. Note that it is

not possible to simulate channels of this type using the Braunstein-Kimble protocol.

V. CV-PBT FOR N PORTS

For the N port case, we do not give an explicit expression for the channel output, but rather show how one can go about

calculating the output state. Recall that the action of the PBT channel is Ex,y[ψ] = N TrAB1̄C
[M

(1)
y ψ ⊗ φ

[N ]
x ]. We do not

present, as for the two port case, an explicit expression for the measurement operator in terms of λy , but instead give a method

for finding it. This requires quite a lot of new notation, which we introduce very quickly here, but which is explained in more

detail in Appendix G.

The eigenstates of ρy take the form

|ψ(M, ηM)〉CA =

√

1− λ2y
ΞM,ηM

∞
∑

n=0

(−λy)n |n〉C ⊗
∑

Φ∈P
ηM,Φ (Φ |n〉 |M〉)A , (22)

where ΞM,ηM is the corresponding eigenvalue, given by

ΞM,ηM = 1− (1− λ2y)
∑

m∈M̄
λ2my + h(M, ηM), h(M, ηM) =

1− λ2y
ηM,Φ

∑

m∈M̄
λ2my

∑

Φ′∈Pm

ηM,Φ·Φ′ . (23)

M is a multiset consisting of N − 1 integers ≥ 0 (i.e. a set but with repetition allowed), Φ is a permutation of the A modes (i.e.

a way of rearranging |n〉 |M〉), P is the set of all such (non-degenerate) permutations, Pm is the set of all permutations of the A

modes that only exchange n and a mode with value m, and P̃ is the subset of P that only acts on the last N − 1 modes. ηM is
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a set of parameter values that defines a particular eigenvector, and finding the eigendecomposition of ρy is equivalent to finding

all allowed sets of parameters ηM. This is a very brief introduction to the formalism we have developed for the N port case; for

further details, see Appendix G.

The measurement operator can now be expressed as

M (1)
y =

1

N
I +

∑

M

∑

η
(a)
M
,η

(b)
M

(1− δab)
(

∑

Φ∈P̃

η
(a)∗
M,Φη

(b)
M,Φ

) ∣

∣

∣ψ(M, η
(a)
M )
〉〈

ψ(M, η
(b)
M )
∣

∣

∣ , (24)

where the first sum is over all multisets of N − 1 integers (≥ 0) and the second sum is over all eigenvectors forming a basis for

ρy . So long as we know all parameter sets, ηM, that give rise to eigenvectors of ρy , we are now able to calculate the channel

output for any given input state.

In Appendix G 1, we show how the eigenvectors of ρy can be found. This is simple for N = 3, but quickly becomes difficult

to do analytically for largeN . Instead, in Appendix G 2, we explain how one could instead numerically approximate the channel

output, by only summing over a finite number of multisets M.

VI. DISCUSSION

We have generalised the PBT protocol by introducing a CV version that can be carried out using finite energy resources (and

hence is physically achievable). Unlike other CV teleportation protocols, the only post-processing required is a swap operation

between modes.

We have explicitly calculated the resulting teleportation channel for the two port case, demonstrating in principle that it is

feasible to analytically calculate the teleportation channel for CV-PBT. In the N port case, we have developed a method for

calculating the channel output numerically. The teleportation channel in the two port case has a maximum output energy, and so

imposes an energy constraint, but without a hard cut-off in the number state basis. This opens up a new class of channels that

can be simulated using teleportation.

A possible extension of this work is simplifying the formalism for the N port case in such a way that it is possible to give an

explicit analytical expression for the channel output in the general case. Another possibility is to investigate how changing the

resource state changes the teleportation channel. In this work we have generalised deterministic PBT protocols to the CV case,

however there exists another type of PBT protocol (in the DV case). In probabilistic PBT, the protocol has a chance of failing,

but if it succeeds, the teleportation is perfect. Further research could generalise the probabilistic PBT protocol in a similar way

to our generalisation of the deterministic version. Finally, in the DV case “optimal” PBT optimises over both the measurement

and the resource state to maximise the closeness of the teleportation channel to an identity channel, whilst retaining the property

that no post-processing is required. Future research could consider the effect of using some other type of measurement on the

teleportation channel.
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Appendix A: Eigendecomposition of ρy

We calculate the eigendecomposition by considering the effect of ρy on the state |pqr〉CA1A2
.

ρy |pqr〉 = (1− λ2y)(−λy)p
∞
∑

s=0

(−λy)s(δpq |ssr〉+ δpr |sqs〉) (A1)

where δ is the Kronecker delta. It is clear that any state of the form |pqr〉 for which p is not equal to at least one of q and r lies

in the kernel of ρs.
We construct a generic state

|ψ(η, γ)〉 =
∞
∑

m,n=0

|n〉C ⊗ (ηmn |nm〉+ γmn |mn〉)A1A2 , (A2)

where the functions η and γ define a specific state. Any state with no component lying in the kernel of ρy must be of this form.

ρy acts on this state as

ρy |ψ(η, γ)〉 = (1− λ2y)
∞
∑

q,m=0

(−λy)q |q〉 ⊗
[( ∞
∑

n=0

(−λy)nηmn + (−λy)mγmm
)

|qm〉

+

( ∞
∑

n=0

(−λy)nγmn + (−λy)mηmm
)

|mq〉
]

,

(A3)

where we note the extra contribution due to the state |mmm〉.
We can now construct the following (necessary and sufficient) conditions for the state to be an eigenvector:

Ξ(1− λ2y)
−1(−λy)−qηmq =

∞
∑

n=0

(−λy)nηmn + (−λy)mγmm ∀m, q 6= m, (A4)

Ξ(1− λ2y)
−1(−λy)−qγmq =

∞
∑

n=0

(−λy)nγmn + (−λy)mηmm ∀m, q 6= m, (A5)

Ξ(1− λ2y)
−1(−λy)−m(ηmm + γmm) =

∞
∑

n=0

(−λy)n(ηmn + γmn) + (−λy)m(ηmm + γmm) ∀m, (A6)

where Ξ is an eigenvalue. Note that the right-hand sides of Eqs. (A4) and (A5) have no q-dependence. We can therefore write

ηmq = (−λy)qc(m)
η , γmq = (−λy)qc(m)

γ ∀m, q 6= m, (A7)
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where c
(m)
η and c

(m)
γ are constant for a fixed value of m. Substituting these expressions back into Eqs. (A4) and (A5) and

carrying out the sum over n (excluding the n = m term), we get

Ξ = gm + hm,c, (A8)

gm = 1− (1− λ2y)λ
2m, hm,c =

1− λ2

c
(m)
η

(−λy)m(ηmm + γmm) =
1− λ2

c
(m)
γ

(−λy)m(ηmm + γmm). (A9)

We can rewrite Eq. (A6) as Ξ(−λy)−m(ηmm + γmm) = (gm + hm,c)(c
(m)
η + c

(m)
γ ), and dividing both sides by Ξ, we get

(−λy)−m(ηmm + γmm) = c(m)
η + c(m)

γ . (A10)

We can therefore choose, without loss of generality, to set ηmm = (−λy)mc(m)
η , γmm = (−λy)mc(m)

γ .

All eigenvectors can therefore be written in the form

|ψ(m, cη, cγ)〉 =
∞
∑

n=0

(−λy)n |n〉C ⊗ (cη |nm〉+ cγ |mn〉)A1A2
, (A11)

where we no longer sum over m, because any two vectors of this form but with different values of m are orthogonal. It only

remains to determine for which values of cη and cγ we get valid eigenvectors. Our expression for hm,c becomes

hm,c =
1− λ2

cη
λ2my (cη + cγ) =

1− λ2

cγ
λ2my (cη + cγ), (A12)

and clearly this can only be satisfied if cη = cγ or if cη = −cγ . Finally, by imposing the normalisation condition, the eigenvalues

and eigenvectors given in Eq. (6) follow directly.

Appendix B: Calculation of POVM elements

Consider the effect of σ1/2,y on the state |pqr〉CA1A2
:

σ1,y |pqr〉CA1A2
= δpq(1− λ2y)

∞
∑

s=0

(−λy)p+s |ssr〉CA1A2
, (B1)

σ2,y |pqr〉CA1A2
= δpr(1− λ2y)

∞
∑

s=0

(−λy)p+s |sqs〉CA1A2
. (B2)

Using these expressions, we can calculate

σ1,y
∣

∣Ψ±
y,m

〉

=
(1− λ2y)

3
2

√

2Ξ±
y,m

( ∞
∑

r=0

λ2ry ± λ2my

) ∞
∑

n=0

(−λy)n |nnm〉 =

√

(1− λ2y)Ξ
±
y,m

2

∞
∑

n=0

(−λy)n |nnm〉 , (B3)

with a corresponding expression for σ2,y . Next, we find

〈

Ψ±
y,m

∣

∣σ1,y
∣

∣Ψ±
y,m

〉

=
(1− λ2y)

2

( ∞
∑

n=0

(−λy)n(〈nnm| ± 〈nmn|)
) ∞
∑

p=0

(−λy)p |ppm〉 =
Ξ±
y,m

2
, (B4)

〈

Ψ∓
y,m

∣

∣σ1,y
∣

∣Ψ±
y,m

〉

=
(1− λ2y)

2

√

Ξ±
y,m

Ξ∓
y,m

( ∞
∑

n=0

(−λy)n(〈nnm| ∓ 〈nmn|)
) ∞
∑

p=0

(−λy)p |ppm〉 =

√

Ξ+
y,mΞ−

y,m

2
. (B5)

Combining these expressions (and the corresponding expressions for σ2,y) with Eq. (5), we get Eq. (7).

We note that the kernel of ρy can be expressed as

{ρy}K = I −
∞
∑

m=0

[∣

∣Ψ+
y,m

〉 〈

Ψ+
y,m

∣

∣+
∣

∣Ψ−
y,m

〉 〈

Ψ−
y,m

∣

∣

]

, (B6)
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and so Eq. (8) follows immediately. Explicitly, M
(1)
y takes the form

M (1)
y =

I
2
+

1− λ2y
2

∞
∑

p,q=0

(−λy)p+q |p〉 〈q| ⊗
∞
∑

m=0

|pm〉 〈qm| − |mp〉 〈mq|
√

Ξ+
y,mΞ−

y,m

, (B7)

with a similar expression for M
(2)
y . Finally, note that Ξ+

y,mΞ−
y,m = 1− χ2

y,m.

Appendix C: Calculating the effect of the channel on a coherent state

Since the resource state is identical for both ports, both measurement outcomes result in the same output state. We can

therefore calculate TrAC [M
(1)
y φ

(i)
ab,x] and then double the result. Using Eq. (B7), we get

2TrAC [M
(1)
y φ

(i)
ab,x] =

∞
∑

m=0

χx,m |m〉 〈m|+ (1− λ2x)(1− λ2y)(−λy)a+b
∞
∑

m=0

(−λx)a+bχx,m |a〉 〈b| − δabλ
2m
x χx,a |m〉 〈m|

√

1− χ2
y,m

.

(C1)

From the definitions of χ and λ, we can write χx,aλ
2b
x = χx,a+b, and so can simplify the previous expression, getting Eq. (10).

It is worth verifying that Ex,y[|a〉 〈a|] is a valid quantum state. From Eq. (10), we have

Ex,y[|a〉 〈a|] = (1− λ2x)(1− λ2y)λ
2a
y

∞
∑

m=0

χx,a+m
√

1− χ2
y,m

(|a〉 〈a| − |m〉 〈m|) +
∞
∑

m=0

χx,m |m〉 〈m| . (C2)

It is clear that the trace of the first term is 0 (and so the trace of the entire state is 1), but it is not immediately obvious that the

state is a positive operator. Since our expression is in diagonal form (in the number state basis), proving positivity amounts to

showing that the following inequality holds for all m and for any a (except for m = a):

χx,m(1− (1− λ2x)(1− λ2y)λ
2a
x λ

2a
y (1− χ2

y,m)−
1
2 ) ≥ 0. (C3)

After some rearrangement, this becomes

1− χ2
y,m

(1− λ2y)
2
= (1− λ2y)

−2 − λ4my ≥ (1− λ2x)
2λ4ax λ

4a
y . (C4)

For m ≥ 1, the left-hand side is ≥ 1, whilst the right-hand side is always ≤ 1. On the other hand, if m = 0, the left-hand side

becomes cosh4 y − 1 whilst the right-hand side is ≤ λ4ay , and so the inequality holds for any a ≥ 1. If m = a, the first term in

Eq. (C2) cancels out. Hence, Eq. (C2) describes a valid quantum state, as expected.

Applying Eq. (10), we see that CV-PBT applied to a coherent state gives the output

Ex,y[|αcoh〉 〈αcoh|] = exp[−|α|2](1− λ2x)(1− λ2y)

[ ∞
∑

a,b=0

(λxλy)
a+bαaα∗b

√
a!b!





∞
∑

m=0

χx,m
√

1− χ2
y,m



 |a〉 〈b|

−
∞
∑

m=0

λ2mx
√

1− χ2
y,m

( ∞
∑

a=0

χx,a
|λyα|2a
a!

)

|m〉 〈m|
]

+

∞
∑

m=0

χx,m |m〉 〈m| .
(C5)

By explicit evaluation,

∞
∑

a=0

χx,a
|λyα|2a
a!

= exp[|α|2λ2xλ2y] cosh−2 x, (C6)

and consequently,

Ex,y[|αcoh〉 〈αcoh|] = exp[−|α|2](1− λ2x)(1− λ2y)

[ ∞
∑

a,b=0

(λxλy)
a+bαaα∗b

√
a!b!





∞
∑

m=0

χx,m
√

1− χ2
y,m



 |a〉 〈b|

− exp[|α|2λ2xλ2y]
∞
∑

m=0

χx,m
√

1− χ2
y,m

|m〉 〈m|
]

+

∞
∑

m=0

χx,m |m〉 〈m| .
(C7)

This simplifies to Eq. (13).
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Appendix D: Maximum output energy

From Eq. (15), we know E|α|2 , the output energy for an input coherent state with an average photon number of |α|2. To

maximise over all inputs, we use the fact that all CV states can be represented by P-distributions. Any one mode state can be

written as

ψ =

∫

P (α) |αcoh〉 〈αcoh| d2α, (D1)

where P (α) is a real function that can take both positive and negative values and where we use d2 to indicate that we are

integrating over both the real and imaginary parts of a complex number. Although P (α) can take negative values,

∫

P (α)d2α = 1. (D2)

Defining α = |α|eiφ, we can express E(ψ), the output energy for an input state ψ, as

E(ψ) =

∫ ∫

p(|α|)P (φ||α|)E|α|2dφ d|α|, (D3)

where we have decomposed P (α) into a product of p(|α|) and the conditional P-distribution P (φ||α|). Whilst the conditional

P-distribution can again be negative and integrates to 1 for all values of |α|, p(|α|) is a true probability distribution. This is

guaranteed by the fact that |α|2 is the average photon number, which is an observable.

Since E|α|2 is not a function of φ, Eq. (D3) becomes

E(ψ) =

∫ ∞

0

p(|α|)E|α|2d|α|. (D4)

We can show that E|α|2 has a (single) maximum, so the maximum possible output energy is achieved if p(|α|) is a delta function

centred on this maximum value.

The expression for E|α|2 is of the form

Ex = e−xβ(γx− δ) + ǫ, (D5)

where all of the variables are positive (semidefinite). Differentiating this expression, we get

dEx
dx

= e−xβ(γ + βδ − βγx), (D6)

which is equal to 0 for only one x-value: xmax = γ+βδ
βγ . Using this value, we get

Exmax
=
γ

β
e−(1+ βδ

γ
) + ǫ. (D7)

Finally, returning to our original variables (i.e. by comparing Eqs. (15) and (D5)), we recover Eq. (16).

Appendix E: Bounding the energy constrained diamond norm from a lossy channel

Defining ∆α = Ex,y[|αcoh〉 〈αcoh|]−
∣

∣

√
τx,yαcoh

〉 〈√
τx,yαcoh

∣

∣, we evaluate

∆α =

∞
∑

m=0

χx,m



1− e−(1−τx,y)|α|2 gx,y
√

1− χ2
y,m



 |m〉 〈m| −
(

1− e−(1−τx,y)|α|2gx,yΩx,y
)

∣

∣

√
τx,yαcoh

〉 〈√
τx,yαcoh

∣

∣ .

(E1)

Recalling that any two mode state can be written as

ψIS =

∫

α

∫

β

P (α, β) |βcoh〉 〈βcoh|I ⊗ |αcoh〉 〈αcoh|S d2α d2β, (E2)
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where P (α, β) is a real function that can take both positive and negative values and where we use d2 to indicate that we are

integrating over both the real and imaginary parts of a complex number. Although P (α, β) can take negative values,

∫

α

∫

β

P (α, β)d2α d2β = 1. (E3)

If P (α, β) were a true probability distribution, we could calculate the trace norm of Eq. (E1) and then use the convexity of the

trace norm to bound the trace norm for any input state. However, since P (α, β) can take negative values, the convexity argument

does not hold. Instead, we define

α = rαe
iφα , P (α, β) = P (rα, φα, β) = P (rα)P (φα, β|rα), (E4)

where rα ≥ 0 and we have decomposed P (α, β) into a product of P (rα) and the conditional P-distribution P (φα, β|rα).
Whilst the conditional P-distribution can again be negative and integrates to 1 for all values of rα, P (rα) is a true probability

distribution. This is guaranteed by the fact that rα corresponds to the observable n̂S (specifically, n̂S = r̂2α). Consequently, if

we can write an upper bound on

Trα =

∥

∥

∥

∥

∫

φα

∫

β

P (φα, β|rα)∆α,S ⊗ |βcoh〉 〈βcoh|I dφα d2β
∥

∥

∥

∥

(E5)

that holds for all conditional probability distributions P (φα, β|rα), we can then use the convexity of the trace norm over P (rα)
to bound the trace norm for any given input state.

We can split ∆α into two contributions:

∆diag
α =

∞
∑

m=0

χx,m

(

1− e−r
2
α(1−τx,y)gx,y(1− χ2

y,m)−
1
2

)

|m〉 〈m| , (E6)

∆coh
α = −

(

1− e−r
2
α(1−τx,y)gx,yΩx,y

)

∣

∣

√
τx,yαcoh

〉 〈√
τx,yαcoh

∣

∣ , (E7)

where ∆coh
α is the part of ∆α that resembles a coherent state, whilst ∆diag

α is diagonal in the number state basis. Noting the

independence of ∆diag
α from φα and the independence of both contributions from β, we can write

Trα =

∥

∥

∥

∥

∆diag
α +

∫

φα

P (φα|rα)∆coh
α dφα

∥

∥

∥

∥

, P (φα|rα) =
∫

β

P (φα, β|rα)d2β. (E8)

Using the triangle inequality, we bound Trα with

Trα ≤
∥

∥∆diag
α

∥

∥+

∥

∥

∥

∥

∫

φα

P (φα|rα)∆coh
α dφα

∥

∥

∥

∥

. (E9)

Now let us assume that (1− λ2y)
−2 − 1 ≥ (1− λ2x)

2. If this condition holds then every term in Eq. (E6) is positive for every

value of rα (if not, then the m = 0 term may be negative). We will discuss how to adjust the bound if this is not the case later.

Recalling that
∑

m χx,m = 1, we evaluate

∥

∥∆diag
α

∥

∥ = f(x, y, rα) = 1− e−r
2
α(1−τx,y)gx,yΩx,y. (E10)

We then evaluate
∥

∥

∥

∥

∫

φα

P (φα|rα)∆coh
α dφα

∥

∥

∥

∥

= f(x, y, rα)

∥

∥

∥

∥

−
∫

φα

P (φα|rα)
∣

∣

√
τx,yαcoh

〉 〈√
τx,yαcoh

∣

∣ dφα

∥

∥

∥

∥

. (E11)

Recalling that the term on the right-hand side that we take the norm of is (minus) our original state passed through a lossy

channel, and that it therefore has a norm of 1, we write
∥

∥

∥

∥

∫

φα

P (φα|rα)∆coh
α dφα

∥

∥

∥

∥

= f(x, y, rα). (E12)

Combining our results, we can write Trα ≤ 2f(x, y, rα).
We can then bound the diamond norm with

Dx,y,E ≤ sup
P (rα)∈PE

2

∫

rα

f(x, y, rα)P (rα)drα, PE =

{

P (rα)|
∫

rα

r2αP (rα)drα ≤ E

}

. (E13)
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Via calculus of variations, we maximise over all probability distributions, P (rα), and find that the optimal distribution is the

delta function centred on rα =
√
E. We therefore finally have the bound in Eq. (18). Due to the use of the triangle inequality,

the bound is not tight.

Let us now consider cases in which (1 − λ2y)
−2 − 1 < (1 − λ2x)

2. In this case, the first (m = 0) term of Eq. (E6) will be

negative for sufficiently small rα. All of the other terms (m ≥ 1) will still be positive. In fact, the m = 0 term is unbounded

from below: (1 − χ2
y,0)

− 1
2 can be arbitrarily large, so

∥

∥∆diag
α

∥

∥ (and
∥

∥∆coh
α

∥

∥) can too. This is not unphysical, since ∆diag
α and

∆coh
α diverge in opposite directions for small λy and so cancel each other out. Rather, it is a quirk of how we have chosen to

split ∆α into two contributions. It does mean, however, that bounding ‖∆α‖ using
∥

∥∆diag
α

∥

∥ and
∥

∥∆coh
α

∥

∥ results in a bad bound.

Instead, we can split ∆α into three contributions:

∆diag
α = χx,0 |0〉 〈0|+

∞
∑

m=1

χx,m

(

1− e−r
2
α(1−τx,y)gx,y(1− χ2

y,m)−
1
2

)

|m〉 〈m| , (E14)

∆coh
α = −

(

1− e−r
2
α(1−τx,y)gx,yΩ

′
x,y

)

∣

∣

√
τx,yαcoh

〉 〈√
τx,yαcoh

∣

∣ , (E15)

∆extra
α = e−r

2
α(1−τx,y)gx,yχx,0(1− χ2

y,0)
− 1

2

(∣

∣

√
τx,yαcoh

〉 〈√
τx,yαcoh

∣

∣− |0〉 〈0|
)

, (E16)

where Ω′
x,y = Ωx,y − χx,0(1− χ2

y,0)
− 1

2 . Again using the triangle inequality, we get

Trα ≤
∥

∥∆diag
α

∥

∥+
∥

∥∆coh
α

∥

∥+
∥

∥∆extra
α

∥

∥ , (E17)

where we now have
∥

∥∆diag
α

∥

∥ =
∥

∥∆coh
α

∥

∥ = f ′(x, y, rα) = 1− e−r
2
α(1−τx,y)gx,yΩ

′
x,y . Since

∣

∣

√
τx,yαcoh

〉

and |0〉 are both pure,

we can calculate the trace norm of ∆extra
α exactly using the fidelity. We get

∥

∥∆extra
α

∥

∥ = 2e−r
2
α(1−τx,y)gx,yχx,0

√

1− e−r2ατx,y

1− χ2
y,0

, (E18)

which allows us to bound Trα and hence the diamond norm (again using calculus of variations, although this time Trα has a

more complicated dependence on α). Note that this bound on Trα is still not necessarily tight, even if it does not diverge for

small λy , the way the original bound did.

Appendix F: Bounding the diamond norm from an energy-dependent replacement channel

Defining ∆α = Ex,y[|αcoh〉 〈αcoh|]− Cx,y[|αcoh〉 〈αcoh|], we get

∆α = e−(1−τx,y)|α|2gx,y

∞
∑

m=0

χx,m

(

Ωx,y − (1− χ2
y,m)−

1
2

)

|m〉 〈m| . (F1)

If we then write our input state as

ψIS =

∫

α

∫

β

P (rα)P (φα, β|rα) |βcoh〉 〈βcoh| ⊗
∣

∣

∣rαe
iφα

coh

〉〈

rαe
iφα

coh

∣

∣

∣ d2α d2β, (F2)

the trace norm between the channel outputs is

Tψ = gx,y

∞
∑

m=0

χx,m

∣

∣

∣Ωx,y − (1− χ2
y,m)−

1
2

∣

∣

∣

∫

P (φα, β|rα)dφα d2β
∫

P (rα)e
−(1−τx,y)r

2
αdrα, (F3)

which (recalling that Tr∆α = 0) we can rewrite as

Tψ = 2gx,y

mc
∑

m=0

χx,m

(

(1− χ2
y,m)−

1
2 − Ωx,y

)

∫

P (rα)e
−(1−τx,y)r

2
αdrα, (F4)

where mc is the largest integer for which (1−χ2
y,m)−

1
2 > Ωx,y . This is maximised by setting P (rα) to a delta function centred

on 0. Thus, we recover Eq. (20).
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Appendix G: N port formalism

Here, we will develop the N port formalism and find an expression for the measurement operator in terms of the eigenvectors

of ρy . We find these eigenvectors up to a set of parameters that are to be determined from an equation, and in Subsection G 1 we

show how to calculate these parameters for arbitrary N (although we do not give explicit expressions for them, in the general

case, in terms of λy). This is sufficient to calculate the effect of the channel for arbitrary N , however the actual analytical

calculation is difficult, and so in Subsection G 2, we show how to calculate the channel output numerically.

A more general, N port formulation of the effect of ρy on a generic state (i.e. a more general form of Eq. (A1)) is given by

ρy |p〉C |Q〉A = (1− λ2y)

∞
∑

r=0

(−λy)p+r |r〉C ⊗
N
∑

i=1

δpqi
∣

∣Q̄i

〉

Aī
|r〉Ai

, (G1)

where Q = {q1, q2, ...qN} is a multiset (a set with repetition allowed) of N integers and Q̄i is that same multiset with the i-th
element removed. Any state that does not lie in the kernel of ρy must therefore take the form

|ψ(f)〉CA =
∑

M

∞
∑

n=0

|n〉C ⊗
∑

Φ∈P
f(M, n,Φ) (Φ |n〉 |M〉)A , (G2)

where the first sum is over all distinct multisets of N − 1 integers, M = {m1, ...mN−1}, Φ is a permutation of the N ports (a

way of reordering the multiset composed of n and the N − 1 elements of M, some of which may be repeated elements), and

P is the set of all such non-degenerate permutations (if M has repeated elements, some permutations will result in the same

sequences). f is a function that defines a particular state (i.e. it defines an assignment of coefficients). This is a generalisation

of Eq. (A2). Note that whilst Eq. (G2) does involve summing over every possible multiset M, for full generality, we will soon

discover that each eigenvector of ρ only involves a single value M.

Applying ρy to the state in Eq. (G2) gives

ρy |ψ(f)〉CA = (1− λ2y)
∑

M

∞
∑

q=0

(−λy)q |q〉C

⊗
∑

Φ∈P









∞
∑

n=0,
n/∈M

(−λy)nf(M, n,Φ) +
∑

m∈M̄
(−λy)m

∑

Φ′∈Pm

f(M,m,Φ · Φ′)









(Φ |q〉 |M〉)A ,
(G3)

where M̄ is the set of unique elements of M, Pm is the subset of P that only permutes n and elements of M that take the value

m (including the identity), and Φ ·Φ′ denotes the composition of the two permutations. We then derive an eigenvector condition:

Ξ(1− λ2y)
−1(−λy)−qf(M, q,Φ) =

∞
∑

n=0,
n/∈M

(−λy)nf(M, n,Φ) +
∑

m∈M̄
(−λy)m

∑

Φ′∈Pm

f(M,m,Φ · Φ′) ∀Φ, ∀q /∈ M. (G4)

Once again, there is no q-dependence on the right-hand side, so we can write

f(M, q /∈ M,Φ) = cM,Φ(−λy)q. (G5)

Substituting Eq. (G5) into Eq. (G4) (and assuming cM,Φ 6= 0; we will discuss how to deal with this case later), we get

Ξ = g(M) + h(M, cM) ∀Φ, (G6)

g(M) = 1− (1− λ2y)
∑

m∈M̄
λ2my , h(M, cM) =

1− λ2y
cM,Φ

∑

m∈M̄
(−λy)m

∑

Φ′∈Pm

f(M,m,Φ · Φ′), (G7)

where we note that h can have no Φ-dependence, since the eigenvalue is fixed. The value of h will be different for different

eigenvectors, which correspond to different choices of variables cM,Φ (we denote by cM the collection of all of these variables

for every value of Φ) and f(M,m ∈ M,Φ), but any choice of these variables must make h a constant with regard to Φ.

The eigenvector condition for q ∈ M is

Ξ(−λy)−q
∑

Φ′∈Pq

f(M, q,Φ · Φ′) =
∑

Φ′∈Pq



g(M)cM,Φ·Φ′ + (1− λ2y)
∑

m∈M̄
(−λy)m

∑

Φ′′∈Pm

f(M,m,Φ · Φ′ · Φ′′)



 , (G8)
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and using the Φ-independence of h, we get

Ξ(−λy)−q
∑

Φ′∈Pq

f(M, q,Φ · Φ′) = (g(M) + h(M, cM))
∑

Φ′∈Pq

cM,Φ·Φ′ . (G9)

Finally, we can choose without loss of generality that Ξ(−λy)−qf(M, q,Φ · Φ′) = (g(M) + h(M, cM)) cM,Φ·Φ′ , and so

f(M, q,Φ) = cM,Φ(−λy)q. (G10)

The only difference between Eqs. (G5) and (G10) is that the expression now applies to all values of q, rather than just those that

are not elements of M.

This tells us that all eigenvectors of ρy can be expressed as (Eq. (22) in the main text)

|ψ(M, ηM)〉CA =

√

1− λ2y
ΞM,ηM

∞
∑

n=0

(−λy)n |n〉C ⊗
∑

Φ∈P
ηM,Φ (Φ |n〉 |M〉)A ,

where we no longer sum over different choices of M, since any states of the form in Eq. (22) with different values of M are

orthogonal, and where we have made the replacement ηM =

√

1−λ2
y

ΞM,ηM

cM for easier normalisation. We rewrite h(M, ηM) as

h(M, ηM) =
1− λ2y
ηM,Φ

∑

m∈M̄
λ2my

∑

Φ′∈Pm

ηM,Φ·Φ′ (G11)

and use its Φ-independence to find the values of the coefficients ηM that give valid eigenvectors. The normalisation condition

for eigenvectors of the form given in Eq. (22) is
∑

Φ∈P |ηM,Φ|2 = 1, whilst orthogonality demands that for any pair of orthog-

onal eigenvectors,

∣

∣

∣ψ(M, η
(a)
M )
〉

and

∣

∣

∣ψ(M, η
(b)
M )
〉

,
∑

Φ∈P η
(a)
M,Φη

(b)∗
M,Φ = 0. From this orthonormality condition, it is clear

that the total number of independent eigenvectors for a given multiset M is at most |P|. We will address how these eigen-

vectors can be found in Subsection G 1. There is a subtlety here: if ηM,Φ = 0 for some particular Φ, we instead require that
∑

m∈M̄ λ2my
∑

Φ′∈Pm
ηM,Φ·Φ′ = 0.

Now consider the general form of σ1,y applied to a generic state (generalising Eq. (B1)):

σ1,y |p〉C |Q〉A = δpq1(1− λ2y)

∞
∑

r=0

(−λy)p+r |r〉C |r〉A1

∣

∣Q̄1

〉

A1̄
. (G12)

Define P̃ as the subset of P containing all permutations that leave the first element unchanged. Observe that any element in P
can be uniquely written as a composition of an element of Pm (for some m) and an element of P̃ . Then, applying σ

[N ]
1,y to an

eigenstate of ρy gives

σ1,y |ψ(M, ηM)〉 =
(1− λ2y)

3
2

Ξ
1
2

M,ηM

∞
∑

r=0

(−λy)r |r〉 ⊗
∑

Φ∈P̃

[ ∞
∑

n=0,
n/∈M

λ2ny ηM,Φ +
∑

m∈M̄
λ2my

∑

Φ∈Pm

ηM,Φ·Φ′

]

(Φ |r〉 |M〉). (G13)

Noting the similarity of the bracketed term to the expression for eigenvalues, we simplify this to

σ1,y |ψ(M, ηM)〉 =
√

(1− λ2y)ΞM,ηM

∑

Φ∈P̃

ηM,Φ

∞
∑

r=0

(−λy)r |r〉 (Φ |r〉 |M〉), (G14)

and then calculate

〈

ψ(M, η
(a)
M )
∣

∣

∣σ1,y

∣

∣

∣ψ(M, η
(b)
M )
〉

= (1− λ2y)

√

Ξ
(b)
M,ηM

√

Ξ
(a)
M,ηM

∑

Φ∈P̃

η
(b)
M,Φ

[ ∞
∑

n=0,
n/∈M

λ2ny η
(a)∗
M,Φ +

∑

m∈M̄
λ2my

∑

Φ∈Pm

η
(a)
M,Φ·Φ′

]

=

√

Ξ
(a)
M,ηM

Ξ
(b)
M,ηM

∑

Φ∈P̃

η
(a)∗
M,Φη

(b)
M,Φ.

(G15)
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Consequently, we can write

ρ
− 1

2
y σ1,yρ

− 1
2

y =
∑

M

∑

η
(a)
M
,η

(b)
M

(

∑

Φ∈P̃

η
(a)∗
M,Φη

(b)
M,Φ

) ∣

∣

∣ψ(M, η
(a)
M )
〉〈

ψ(M, η
(b)
M )
∣

∣

∣ , (G16)

where the sum is over those values of η
(a)
M and η

(b)
M that give rise to an orthonormal set of eigenvectors. Finally, we arrive at

Eq. (24), which gives us an explicit expression for the measurement operator so long as we have the eigendecomposition of ρy .

Recalling that Ex,y[ψ] = N TrABīC
[M

(i)
y ψ ⊗ φ

[N ]
x ], we can then calculate the effect of the channel, with a given resource state

φ
[N ]
x , on an arbitrary coherent state, and so can fully characterise the PBT channel.

1. Finding the eigenvectors of ρy

To use Eq. (24), we need to find all of the eigenvectors of ρy for every multiset M. Since there are infinite multisets M,

and so infinite eigenvectors, we cannot find them individually. Instead, we categorise the multisets by their multiplicities. The

eigenvectors for multisets within a given category all have a fixed form. For instance, for N = 4, M can have the following

forms: {m1,m1,m1} (all elements the same), {m1,m1,m2} (two unique elements), or {m1,m2,m3} (all elements unique).

For a given N , the number of different categories of M that we need to consider is the number of ways of partitioning N − 1
(we could also label the categories with the Young diagrams consisting of N − 1 boxes).

For a fixed multiset M, we find all sequences of |P| parameters ηM that satisfy Eq. (G11). For a sequence of parameters, ηM,

to give rise to an eigenvector, every ηM,Φ in ηM, the expression in Eq. (G11) must take a constant value (which is not known a

priori and so must also be determined).

To make the explanation of how to find the eigenvectors clearer, we will pick the specific multiset M = {m1,m1,m2} (from

the 4 port case) as an example, but none of what we do is specific to this choice. Each eigenvector takes the form

|ψ(M, η)〉CA =

√

1− λ2y
ΞM,η

∞
∑

n=0

(−λy)n |n〉C ⊗
(

η1 |nm1m1m2〉+ η2 |m2nm1m1〉+ η3 |m1m2nm1〉+ η4 |m1m1m2n〉

+ η5 |nm1m2m1〉+ η6 |m1nm1m2〉+ η7 |m2m1nm1〉+ η8 |m1m2m1n〉
+ η9 |nm2m1m1〉+ η10 |m1nm2m1〉+ η11 |m1m1nm2〉+ η12 |m2m1m1n〉

)

A
,

(G17)

where ΞM,η is the corresponding eigenvalue. We have assigned numerical labels to the different orderings; the choice of number

for each ordering is somewhat arbitrary. Any of the ηi can be complex.

Since the sequences ηM specify particular eigenvectors, we can represent the eigenvector |ψ(M, ηM)〉 by the vector η̄
whose elements are given by ηM. In our example, the i-th eigenvector for the multiset M is represented by the vector

η̄(i) = (η
(i)
1 , η

(i)
2 , η

(i)
3 , η

(i)
4 , η

(i)
5 , η

(i)
6 , η

(i)
7 , η

(i)
8 , η

(i)
9 , η

(i)
10 , η

(i)
11 , η

(i)
12 ), but we note that the actual form of the eigenvector is given by

Eq. (G17); this vector is simply a more convenient and compact representation. In this representation, orthonormality demands

that η̄(i) · η̄(j) = δi,j for any pair of eigenvectors. Our task is then to find an orthonormal set of basis vectors, all of which obey

the eigenvector condition. In our example case, each vector, η̄(i), has 12 components, and so we can find 12 mutually orthogonal

basis vectors (and hence 12 orthogonal eigenvectors per multiset of the form {m1,m1,m2}). In general, the vectors η̄(i) have

|P| components, and we can find |P| of them, where |P| is the number of ways of uniquely arranging n and the elements of

M in a sequence. If M has no repeated elements, this number is N !. The eigenvector condition then takes the form of |P|
expressions that must all be satisfied simultaneously. The expressions overlap in terms of the variables they contain (i.e. more

than one of the expressions uses each of the ηj), so it is not simple to find an assignment satisfying this condition.

Since we find that several of these eigenvectors are degenerate for the N > 2 case, there is no unique way of finding the

eigendecomposition. Instead, we present one way of finding the eigenvectors. Recall that we must ensure that

h(η̄) =
1− λ2y
ηΦ

∑

m∈M̄
λ2my

∑

Φ′∈Pm

ηΦ·Φ′

takes a constant value for every Φ. Defining Rj as a rotation of all N elements in a sequence by j positions, we require that

1− λ2y
ηΦ

∑

m∈M̄
λ2my

∑

Φ′∈Pm

ηΦ·Φ′ =
1− λ2y
ηRj ·Φ

∑

m∈M̄
λ2my

∑

Φ′∈Pm

ηRj ·Φ·Φ′ . (G18)
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We can fulfil this requirement by setting a constant phase relation between every pair of elements ηRj ·Φ and ηΦ. We set

ηRj ·Φ = ei
2πjk
N ηΦ, (G19)

for every Φ and j, where k is an integer between 0 and N − 1.

Note that every permutation Φ can be uniquely decomposed as Φ = Rj · Φ′, where j is an integer between 0 and N − 1 and

Φ′ ∈ P̃ (the set of permutations of only the last N − 1 elements of the sequence, leaving the first element unchanged). Hence,

by setting the phase relation between ηRj ·Φ and ηΦ, we divide the number of free parameters in η̄ that we need to set by N .

Returning to our example, every eigenvector has one of the following forms:

η̄k=0 = (φ1, φ1, φ1, φ1, φ2, φ2, φ2, φ2, φ3, φ3, φ3, φ3),

η̄k=1 = (φ1, Iφ1,−φ1,−Iφ1, φ2, Iφ2,−φ2,−Iφ2, φ3, Iφ3,−φ3,−Iφ3),
η̄k=2 = (φ1,−φ1, φ1,−φ1, φ2,−φ2, φ2,−φ2, φ3,−φ3, φ3,−φ3),
η̄k=3 = (φ1,−Iφ1,−φ1, Iφ1, φ2,−Iφ2,−φ2, Iφ2, φ3,−Iφ3,−φ3, Iφ3),

(G20)

where φ1, φ2, and φ3 are parameters to be determined. The eigenvector condition in all four cases is

1− λ2y
η1

(

λ2m1
y (η6 + η11) + λ2m2

y η12
)

=
1− λ2y
η5

(

λ2m1
y (η10 + η4) + λ2m2

y η7
)

=
1− λ2y
η9

(

λ2m1
y (η3 + η8) + λ2m2

y η2
)

, (G21)

except for when one of the parameters is equal to 0. Solving this equation for each case gives three solutions per case, and so 12
eigenvectors in total. In general, we will have N forms the eigenvectors can take, each with |P̃| parameters to determine. Note

that satisfying this equation is equivalent to solving a polynomial equation in |P̃| variables. In this way, we can determine all of

the eigenvectors of ρy , which we can then use in Eq. (24).

One special case we note is that for multisets M containing only a single unique element, e.g. M = {m1,m1}, we do not

need to solve any equation to determine η̄, as all of the eigenvectors are given directly by Eq. (G19). E.g. for the M = {m1,m1}
case, the valid eigenvectors are represented by η̄k=0 = 1√

3
(1, 1, 1), η̄k=1 = 1√

3
(1, ei

2π
3 , ei

4π
3 ), and η̄k=2 = 1√

3
(1, ei

4π
3 , ei

2π
3 ).

Finally, we note that whilst the method we present here allows the eigendecomposition of ρy to be found analytically, for

general λy and M, in practice this is likely to be impossible for large N (or even for N > 4). However, it is possible that

there are significant simplifications possible that would allow the eigendecomposition for large N to be found much more easily.

In particular, the correspondence between the different categories of M that we need to consider and the number of ways of

partitioning N − 1 suggests a possible link to representation theory, which could be of use here.

2. Numerical calculations of the channel output

In order to analytically calculate the channel output for an arbitrary coherent state, we need to find an analytical form for the

eigenvectors of ρy in terms of λy and M. In general, this is difficult. As shown in Subsection G 1, this can be done by solving

a polynomial condition. However, this rapidly becomes impossible for large N . However, since there are infinite values of m1,

m2, etc, we cannot numerically find the eigenvectors for every multiset M.

We can deal with this problem by only considering certain multisets M. Specifically, defining S(M) =
∑

m∈Mm, we can

replace Eq. (24) with a truncated version:

M
(1)
y,trunc =

1

N
I +

∑

M,
S(M)≤E

∑

η
(a)
M
,

η
(b)
M

6=η(a)
M

(

∑

Φ∈P̃

η
(a)∗
M,Φη

(b)
M,Φ

) ∣

∣

∣ψ(M, η
(a)
M )
〉〈

ψ(M, η
(b)
M )
∣

∣

∣ , (G22)

where the sum is now only over those multisets M for which the sum of all elements is less than or equal to E. The intuition

behind this is that eigenvectors with large S(M) make a small contribution to the channel output. This is because the projection

onto the eigenspace of eigenvectors with large S(M) is related to the probability of finding modes Aī in number states whose

numbers of photons sum to S(M). For large enough E (so that λ2Ex is very small), we can get a good approximation to M
(1)
y .

Our method to numerically find the channel output is therefore to pick a large value of E, numerically find all of the eigenvec-

tors |ψ(M, ηM)〉 for all multisets M such that S(M) ≤ E, calculate the approximate measurement operator (using Eq. (G22)),

and then numerically apply Ex,y[ψ] = N TrABīC
[M

(i)
y ψ ⊗ φ

[N ]
x ] to find the approximate channel output. We may need to also

truncate the channel input, again using a sufficiently high truncation.
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