# Simulation of multiphase flow in pipes with simplified models of deposited beds 

Min Liu（刘敏）${ }^{\text {a }}$ ，Lee F．Mortimer ${ }^{\text {b，＊}}$ ，Bisrat Wolde ${ }^{\text {b }}$ ，Michael Fairweather ${ }^{\text {b }}$ ，Yanlin Zhao（赵彦琳）${ }^{\text {a }}$ ，Jun Yao（姚军）${ }^{\text {a }}$<br>${ }^{\text {a }}$ Beijing Key Laboratory of Process Fluid Filtration and Separation，College of Mechanical and Transportation Engineering，China University of Petroleum－Beijing，Beijing 102249，PR China<br>${ }^{\text {b }}$ School of Chemical and Process Engineering，University of Leeds，Leeds，LS2 9JT，United Kingdom

## ARTICLE INFO

## Keywords：

Turbulent pipe flows
Deposited beds
Lagrangian particle tracking
Secondary flows


#### Abstract

Turbulent particle－laden flows in pipes can result in particle deposition leading to the formation of solid beds． The presence of such beds modifies the flow field，resulting in secondary motions in the plane of the pipe cross－ section，which in turn impact particle transport．In this work turbulent pipe flows with equal mass flow rates and solid beds of height $H_{\mathrm{b}}=0$（full pipe）， $0.5 R$（three－quarter pipe），and $R$（half pipe）are predicted using direct numerical simulation，with the beds represented simplistically as flat surfaces．The particulate phase is one－way coupled to the flow at a volume fraction of $10^{-3}$ and particle motion is solved for using a Lagrangian point－ particle approach．The Reynolds numbers computed based on bulk velocity and equivalent pipe diameter for the full， $3 / 4$ and， $1 / 2$ pipes are $5,300,5,909$ and 7,494 ，respectively．The same particle size is used in all the sim－ ulations and their respective Stokes numbers，based on the shear timescale，are $0.5,1.2$ and 1.9 ，respectively．The results for flows with beds show that the fluid flow exhibits secondary vortices and an increase in the mean streamwise vorticity caused by corners in the cross－sectional plane of the pipes，with their intensity near the upper curved wall increasing with $H_{\mathrm{b}}$ ．However，the upper vortices remain relative weak compared to those in lower regions of the pipes．The increase in mean streamwise vorticity in the half pipe is larger than that in the three－quarter pipe near the upper curved wall，while similar near the flat pipe floor due to the resistance of the curved wall to secondary motions．The movement of the particles in the cross－sectional plane is consistent with that of the secondary flows，but with slightly lower velocities．In regions near the wall away from the pipe corners，particle concentration in the half pipe is lower than in the three－quarter pipe，most likely due to its thinner boundary layer．This is reversed for concentration maxima near the pipe corners because of the magnitude of the secondary flows．Finally，the secondary flow changes the deposition or resuspension rate of the particles，particularly near the pipe corners，but these are always less than equivalent rates in the full pipe flow， which is likely caused by the magnitude of the wall unit．


## 1．Introduction

Turbulent flows through pipes are ubiquitous in engineering appli－ cations such as water supply，ventilation and the transportation of oil and gas．In all these applications，solid materials are frequently carried by the fluid medium to transport them to a desired location．The pres－ ence of a particulate phase considerably complicates the pipe＇s flow dynamics．For example，high concentrations of hydrates in oil pipelines may be deposited at the bottom of a horizontal pipeline due to the gravitational force．This in turn affects extraction efficiency and pipeline
life（Wang et al．，2022，Zhang et al．，2022）．In gas pipelines，sulfide in the gas reacts easily with the pipeline metal and produces impurities． These impurities are removed from the wall by erosion by the flow of natural gas and can again deposit at the bottom of a horizontal pipeline （Sherik et al．，2008）．Material deposition in turbulent pipe flows is not only of importance in industrial applications，since such deposits will impact the flow field and particle transport potentially resulting in flow restrictions or even pipe blockages，but is also of scientific interest because of the interactions between the flow field and the particles due to the existence of secondary flows in the cross－sectional plane of the

[^0]pipe. Despite interest in this field, studies concerning the relationship between material deposition and its impact on the flow field and particle transport in pipes is lacking, with the particle sizes involved in most experimental studies generally (Arolla and Desjardins, 2015) being of order $100 \mu \mathrm{~m}$ which consequently take significant periods of time to deposit and affect the turbulent flow.

In this work we circumvent this issue by using direct numerical simulation-based predictions of an infinite length of horizontal pipe, with particle dispersion accommodated using Lagrangian particle tracking. Deposited particle beds are handled in a simplistic way as flat solid surfaces (Liu et al., 2021a, 2021b) at the bottom of the pipe. Nevertheless, plane flat beds that do not vary with time are one form of bed type found in depositing flows (Rice et al., 2017). Additionally, particle deposition, bed formation and evolution are complex processes that would entail high computational costs to predict as the use of boundary resolving approaches would be required. In this work, therefore, and given that flat beds are one category of bedform, the simplified approach adopted, although idealised, allows the present study to focus on the impact of the secondary flows, caused by the simulated particle beds, on particle behaviour.

Since the present study involves particles interacting with the turbulence field which arises due to a non-trivial geometry, the characteristics of the secondary flows generated in a range of geometries including pipes as well as square, triangular and elliptical ducts are of relevance. In 2011, Larsson et al. (2011) used a horizontal semicircular duct as an experimental pipe (with the height of the pipe smaller than its radius) and measured the turbulence field within it using laser-Doppler velocimetry. Under the condition of a bulk Reynolds number of 80,000, they observed secondary flows in the flow field and successfully predicted this phenomenon using a Reynolds-averaged Navier-Stokes approach closed using a Reynolds stress turbulence model. In addition, a large eddy simulation-based study was also carried out in the same pipe with a flat bed, and the resulting particle distribution analysed (Liu et al., 2021). It was found that the streamwise vortices near the curved boundary are significantly different from those near the flat floor, which had a unique effect on the motion of the particles. Due to a lack of more detailed experimental data and the difficulty in predicting the influence of the large eddy simulation filtering employed on the secondary flows and particle behaviour, more accurate studies of the turbulence field and particle motion in similar pipes with simulated beds are warranted. In addition, laminar flow in a semicircular duct has also been simulated (El Hasadi et al., 2007). Under thermal boundary conditions, secondary flows were found to form due to buoyancy effects, but the formation mechanism of these secondary flows is different from when they form due to the confining geometry of the pipe or duct. Without the effects of heat transfer, no secondary flows were observed in similar laminar flows in a semicircular duct (Alassar, 2014).

Secondary flows in turbulence, of Prandtl's second kind, give rise to an average transverse flow of fluid superimposed on the streamwise flow due to the anisotropy of the turbulence, with a magnitude in the range of $1 \%-3 \%$ of the mean streamwise velocity (Bradshaw, 1987, Nikuradse, 1930, Prandtl, 1926, Brundrett and Baines, 1964, Gavrilakis, 1992, Madabhushi and Vanka, 1991, Pirozzoli et al., 2018). Different from secondary flows of the first kind, which occur within curved flows under the action of centrifugal effects and where transverse velocities up to $40 \%$ of the mean streamwise velocity can occur (Flack and Brun, 2003, Liou et al., 2003, Noorani et al., 2016), flows of the second kind can be generated in straight pipes and have less influence on the streamwise flow (Bradshaw, 1987, Nikuradse, 1930, Prandtl, 1926, Brundrett and Baines, 1964, Gavrilakis, 1992, Madabhushi and Vanka, 1991, Pirozzoli et al., 2018). For example, in a turbulent square duct flow, the fluid flows from the centre of the duct to its corners, then returning to the centre of the flow along the walls (Bradshaw, 1987, Nikuradse, 1930, Prandtl, 1926, Brundrett and Baines, 1964, Gavrilakis, 1992, Madabhushi and Vanka, 1991, Pirozzoli et al., 2018). Due to the symmetry of the duct, there are eight secondary vortices in its cross-section which
transport momentum and change the distribution of the mean streamwise velocity and other turbulence statistics (Bradshaw, 1987, Nikuradse, 1930, Prandtl, 1926, Brundrett and Baines, 1964, Gavrilakis, 1992, Madabhushi and Vanka, 1991, Pirozzoli et al., 2018). In a rectangular duct, the vortex near the shorter side is smaller, but the overall pattern of the secondary flows is close to that in a square duct (Vinuesa et al., 2014, 2016). Secondary flows can also be generated in a right-triangular duct (Hurst and Rapley, 1991). However, due to the asymmetry of the duct, the secondary vortices near the corners are of different sizes and have different characteristics. In hexagonal tubes the secondary flows exhibit similar characteristics (Marin et al., 2016). Thus, although the corners of the tube reach $120^{\circ}$, the fluid still moves from the centre of the tube to the corners along the corner bisector, with vortex pairs associated with each corner of the tube (Marin et al., 2016). The secondary flows in elliptical ducts are unusual (Nikitin and Yakhot, 2005) because the ellipse clearly does not have corners. However, the boundary curvature at both ends of the long axis of the ellipse is large, with a significantly lower boundary curvature at either end of the short axis. The boundaries at either end of the major axis therefore act like corners in a square duct, with two counter-rotating vortices formed around the major axis, with the fluid flowing along that axis from the centre of the duct and returning along the curved walls (Nikitin and Yakhot, 2005).

Due to the influence of the secondary flows, the behavior of particles in the pipe will also change. For example, in square duct turbulent flows, the secondary vortices cause particles to move within a single vortex at longer time scales (Sharma and Phares, 2006). Under the action of gravity, large heavy particles may modify the characteristics of the secondary flow, resulting in asymmetry in the vortices (Lin et al., 2017). Even when the particles have the same density as the fluid, their presence enhances and changes the structure of the secondary flows (Lin et al., 2017). In addition, the lift force on the particles also changes their behaviour, although this force is mainly derived from the large gradient in the streamwise mean velocity near the walls (Winkler and Rani, 2009). The influence of the secondary flows on the particle concentration distribution is also very significant. In a square duct flow, for example, the concentration of particles is greatest in the viscous sub-layer at the centre of the walls which is caused by fluid movement from the corners back to the duct centre (Yao and Fairweather, 2010, 2012). In contrast, in rectangular ducts, the location of the highest concentration of particles is nearer the corners due to the different characteristics of the secondary flows (Noorani et al., 2016).

The main objective of the work described is to quantitatively characterise the turbulent flow and particle distribution in two pipes with a flat bed using direct numerical simulation and Lagrangian particle tracking methods. The geometric models considered include a full pipe, three-quarter pipe and a half pipe. The mass flow rate through the different pipes was kept the same to simulate practical situations where the flow rate would be maintained by a pump. Therefore, the equivalent diameter-based Reynolds numbers for the full pipe, three-quarter and half pipe are 5300, 5909 and $7494\left(\operatorname{Re}_{\tau}=360,401\right.$ and 509 using the shear stress calculated at the midpoint of the pipe floor for the cases with beds), respectively. A detailed assessment of the most relevant turbulence features is reported, including mean flow and Reynolds stress tensor components. In all three pipes, the particle size and volume fraction are the same, but the Stokes number is not due to fluid timescale variations. For the particles, concentration, mean velocity, Voronoi diagrams, and deposition and resuspension rates are considered and analysed. The simulation is one-way coupled in order to focus the study on the influence of the secondary flows on the particles and eliminate the complexities introduced by other factors.

## 2. Methodology

### 2.1. Flow configurations

The flow geometries and coordinate system are shown in Fig. 1, with


Fig. 1. Coordinate system and geometry of pipes with different beds, contours show instantaneous streamwise velocity. $H_{b 1}=0.25 D, H_{b 2}=0.5 D, L_{x}=4 \pi D$.
the colour representing the instantaneous streamwise velocity of the fluid. The diameter of the three pipes is $D$ and the radius is $R$. For the three-quarter and half pipes, a bed of height $H_{b 1}$ and $H_{b 2}$, respectively, exists at the bottom on the pipe, reducing their volume. A Cartesian coordinate system with $x, y$ and $z$ in the streamwise, vertical and spanwise directions, respectively, is used, with corresponding fluid velocities of $u, v$ and $w$. The origin of the coordinate system is the lowest point of the full pipe, and the centre of the flat surface for the pipes with simulated beds. The length of the pipes is $L_{x}=4 \pi D$ which is sufficient to accommodate the largest turbulent coherent structures in the streamwise direction and meet the requirements of periodic boundary conditions (Robinson, 1991, Jimenez and Hoyas, 2008). No-slip boundary conditions are applied to the pipe wall and flat bed.

To be as consistent as possible between the flows, when the lower regions of the pipe are considered to be filled with sediment, a pump with a fixed volumetric flow rate is assumed to drive the flow. Therefore, the bulk velocity of the fluid flow in the half pipe is twice that in the full
pipe, with the bulk velocity in the three-quarter pipe in-between the two. The pipe diameter $D$ is used as the characteristic length for all three cases. The Reynolds number of the flow in the full, three-quarter and half pipes is 5300, 5909 and 7494, respectively, based on the equivalent pipe diameter and velocity scales.

### 2.2. Direct numerical simulation

The direct numerical simulation code, Nek5000 ${ }^{35}$, is used to calculate the three flows. The code is based on the spectral element method, and each computational domain is divided into hexahedral elements. Due to its high precision and high efficiency parallelisation characteristics, it is widely used to predict wall-bounded flows (Vinuesa et al., 2014, Noorani et al., 2016, Mortimer et al., 2019, El Khoury et al., 2013).

The numerical meshes used are shown in Fig. 2, where each geometry is divided into different elements and different structures. For the

full pipe, the continuous phase is discretised into 286 (cross-section) $\times$ 128 (streamwise) eighth-order spectral elements, while equivalent values for the three-quarter and half pipes are $268 \times 128$ and $288 \times 128$, respectively. Nodes in all meshes are uniformly distributed in the $x$ direction. In the streamwise direction, the mesh spacing in wall units ranges from $\Delta x^{+}=10-30$, while in the cross-section the range is $0.3-12$. The time step (non-dimensionalised using the bulk flow timescale) is set constant at $\Delta t^{*}=0.001$ which ensures that the Courant number is always less than 0.5 . From here on, any variable labelled with an asterisk (*) will be used to denote a quantity non-dimensionalised by bulk properties, whereas a plus sign $(+$ ) denotes non-dimensionalisation by shear scales. In addition, a pressure gradient is applied in the $x$ direction in order to drive the flow. The Navier-Stokes equations, which are nondimensionalised using the pipe diameter and bulk velocity, may be stated in general non-dimensional form as:
$\nabla \cdot \vec{u}^{*}=0$,
$\frac{\partial \vec{u}^{*}}{\partial t}+\vec{u}^{*} \cdot \nabla \vec{u}^{*}=-\nabla p^{*}+\frac{1}{R e_{b}} \nabla \cdot \tau^{*}+\vec{f}^{*}$,
where $\vec{u}^{*}$ is the fluid velocity, $\vec{p}^{*}$ is the fluid pressure, $\tau^{*}$ is the viscous stress tensor, and $\vec{f}^{*}$ is the additional applied pressure gradient term, ensuring that the mass flux of the flow remains constant. More details on the spectral element method and code may be found elsewhere (Vinuesa et al., 2014, Noorani et al., 2016, Fischer et al., 2008).

### 2.3. Lagrangian particle tracking

The Lagrangian particle tracking technique is used to predict particle motion (Mortimer et al., 2019). In fully developed turbulence, particles move along calculated trajectories. Particles are treated as point spheres, and the size of the particles is smaller than the minimum Kolmogorov length scale (Kuerten, 2016). The forces acting on the particles typically include the drag, lift, virtual mass, pressure gradient and Bassett history forces, together with gravity and buoyancy (Maxey and Riley, 1983). According to the work of Armenio and Fiorotto (Armenio and Fiorotto, 2001), when the density ratio range is $O(1)$, the pressure gradient force should be considered. In this work, the fluid is considered as water and the particle density ratio is 2.71 , so the pressure gradient force cannot be ignored. The Bassett history force is not considered because the integration time used in this work is short and the particle size is small, which makes the Bassett history force much smaller than the drag force (Pan and Banerjee, 1996). In addition, particle interaction, gravity and buoyancy are not considered to focus the study more closely on the effect of the fluid flow on particle motion. Lift due to particle rotational dynamics is also ignored (Zeng et al., 2009). The particle volume fraction considered is $10^{-3}$, but the high particle number chosen is to enable converged particle statistics upon analysis, rather than to predict a specific concentration of particles in the flow. That said, collisions between particles (Elghobashi, 1994) will be considered in future studies. All particles are treated as rigid spheres of the same size, and collisions between particles and walls are treated as fully elastic.

Based on the above assumptions, the dimensionless equation of motion for the particle velocity, solved in conjunction with that for the particle position, can be given as follows:
$\frac{d \vec{u}^{*}{ }_{p}}{d t^{*}}=\frac{3 C_{D}\left|\vec{u}^{*}{ }_{s}\right| \vec{u}^{*}{ }_{s}+\frac{3 C_{L}}{4 \rho_{p}^{*} \rho_{p}^{*}}\left(\vec{u}^{*}{ }_{s} \times \vec{\omega}^{*}\right)+\frac{C_{a m}}{\rho_{p}^{*}}\left(\frac{d \vec{u}^{*}}{d t^{*}}-\frac{d \vec{u}_{p}^{*}}{d t^{*}}\right)+\frac{1}{\rho_{p}^{*}} \frac{d \vec{u}^{*}}{d t^{*}}, ~(3)}{}$

On the right side of this equation are the drag force, shear-induced lift force, added-mass force and pressure gradient force terms. $\vec{u}^{*}{ }_{p}$ is the particle velocity, $\vec{u}^{*}{ }_{s}=\vec{u}^{*}-\vec{u}^{*}{ }_{p}$ is the slip velocity, with the fluid velocity at the position of the particle obtained through spectral interpolation, and $d_{p}^{*}$ is the particle diameter. The particle to fluid density
ratio is $\rho_{p}^{*}=\rho_{p} / \rho_{f}$, where $\rho_{\mathrm{p}}$ is the particle density. $\vec{\omega}^{*}=\nabla \times \vec{u}^{*}$ is the vorticity of fluid. $C_{a m}$ is the added-mass force coefficient, which is 0.5 for a sphere. $C_{D}$ and $C_{L}$ are the Stokes drag and slip lift coefficients (Zeng et al., 2009, Schiller and Naumann, 1933), which vary with the gap distance between the particle and the wall, $\delta$ :
$\left\{\begin{array}{cc}C_{D}=24 / R e_{p}, & R e_{p} \leq 0.5 \\ C_{D}=24 / R e_{p} \cdot\left(1+0.15 R e_{p}^{0.678}\right), & 0.5<R e_{p}<1000 \\ C_{D}=0.44, & R e_{p} \geq 1000\end{array}\right.$
with
$R e_{p}=R e_{b} d_{p}\left|\vec{u}_{s}^{*}\right|$

In addition,
$C_{L}=C_{l s} \exp \left(-0.5 \delta\left(R e_{G} / 250\right)^{4 / 3}\right) \times\left(\exp \left(\alpha\left(\operatorname{Re}_{G}\right) \delta^{\beta\left(\mathrm{Re}_{G}\right)}\right)-\lambda\left(\delta, R e_{G}\right)\right)$
$\left\{\begin{array}{cc}C_{l s} & =3.663 /\left(R e_{G}^{2}+0.1173\right)^{0.22} \\ \alpha\left(R e_{G}\right) & =-\exp \left(-0.3+0.0025 R e_{G}\right) \\ \beta\left(R e_{G}\right) & =0.8+0.01 R e_{G} \\ \lambda\left(\delta, R e_{G}\right) & =(1-\exp (-\delta))\left(R e_{G} / 250\right)^{5 / 2}\end{array}\right.$
with

$$
\begin{equation*}
\operatorname{Re}_{G}=\operatorname{Re}_{b} d^{*}{ }_{p} 2\left|\vec{\omega}^{*}\right| \tag{8}
\end{equation*}
$$

The fourth order Runge-Kutta method is used to integrate the particle equations of motion. Initially, particles are randomly injected into the pipe domain, and the initial velocity of the particles is set to be the same as the local fluid velocity. The particle solution time step is the same as the flow time step, which is much smaller than the particle relaxation time. Therefore, the trajectories of particles are fully resolved. Similarly, at the inlet and outlet boundaries of the pipes, the particles are treated as periodic, that is, the particles flowing out of the pipe are reintroduced into the inlet. The particle-fluid density ratio is 2.71 , with the continuous phase considered as water and the particulate phase as calcite. There are different quantities of particles in the different pipe geometries to ensure the same particle volume fraction in all three cases, which is $150,000,120,000$ and 75,000 for the full, three-quarter and half pipes, respectively. The dimensionless relaxation time of the particles and Stokes number can be used to characterise the importance of particle mass. The Stokes numbers based on the viscosity scale (using the shear Reynolds number calculated at the centre of the pipe floor for cases with beds) and integral scale (using the bulk Reynolds number) are as follows:
$S t^{+}=R e_{\tau}^{2} \frac{d_{p}^{* 2} \rho_{p}^{*}}{18}$
$S t_{b}=R e_{b} \frac{d_{p}^{* 2} \rho_{p}^{*}}{18}$
For the particle properties used in this study, the Stokes numbers based on the friction wall scales are $0.5,1.2$ and 1.9 for the full, threequarter and half-pipes respectively, which correspond to Stokes numbers based on the Kolmogorov timescales, $\tau_{\eta}$, of $0.017,0.03$ and 0.06 respectively.

## 3. Results and discussion

In this section, the single-phase flow and particle distribution in pipes with different bed thicknesses are analysed. Before this, the flow field in the full pipe is fully validated to ensure the reliability of the
calculation method. We will then focus on the turbulent secondary flow in the pipes and the resulting statistical characteristics of the particles.

### 3.1. Multiphase flow validation

To illustrate the accuracy of the current simulation approaches, the flow field in a full pipe with $R e_{\tau}=277$ and 360 is compared with the results obtained by Vreman (2007) and Rani et al. (2004). The variables are averaged after the turbulent flow has fully developed, ensured by monitoring the statistical profiles at regular intervals until they were exhibiting negligible changes with time. Since the full pipe flow is axisymmetric, the average of any variable does not take into account either the position along the pipe or the angle in the cross-section, but only distance from the wall. It is worth noting that this is different for the three-quarter and the half pipe due to the incomplete symmetry of their cross-sections. As shown in Fig. 3, for one-way coupling, both the mean velocity, the root mean square of velocity fluctuations and the major shear stress are in good agreement with predictions of Vreman (Vreman, 2007) and Rani et al (Rani et al., 2004). Minor discrepancies are observed when comparing the $R e_{\tau}=360$ case, attributed to the differences in numerical method, as well as reduced spatial and temporal resolutions employed in the comparison study.

### 3.2. Continuous phase flow field

For the fluid phase, a completely uniform velocity superimposed with sufficiently chaotic sinusoidal fluctuations is taken as the initial state of flow field calculation, which then ensures that the flow reaches a fully developed state as soon as possible. The flow field is confirmed to
be fully developed by monitoring the average velocity and the turbulence statistics. Fluid statistics are collected over 1500 integration time units. In addition to time averaging, since there is spatial symmetry in the streamwise ( $x$ ) direction, as well as mirror symmetry about the $y-z$ plane, the statistics were spatially averaged in the streamwise direction, and then across the left and right half planes of the flows with simulated beds.

To ensure the mesh was sufficient to capture flow resolution below


Fig. 4. Kolmogorov length scales and mesh spacing in the cross-section along the center line of different pipe, normalized by wall unit.


Fig. 3. Predictions of streamwise mean velocity (left), root-mean-square of streamwise, radial and circumferential velocity fluctuations, and shear stress (right). Comparison with Vreman (2007) at $R e_{\tau}=277$ (top) and Rani et al. (2004) at $R e_{\tau}=360$ (bottom). Solid lines: present work; Symbols: predictions from Vreman and Rani et al.
the Kolmogorov length scale, $\eta^{+}$was measured across the vertical direction and is compared to the local mean cell spacing in Fig. 4. In all cases, the mean mesh spacing is approximately half that of the Kolmogorov length scale, guaranteeing that the important smallest-scale flow features are captured, and ensuring the simulated particle dynamics respond to an accurate flow field. To further confirm DNS is being performed, the energy spectral densities of the streamwise velocity fluctuations in each case (and at various distances from the wall) are provided in Fig. 5. In all cases, the decay is demonstrated to be consistent with the $-5 / 3$ power law.

Fig. 6 shows contours of the mean cross-stream velocity and the mean $x$-velocity magnitude, as well as the secondary motion vectors and streamlines, which are normalised using the bulk velocity.

The secondary flows in the half pipe are shown in Fig. 6(a). The fluid flows from the centre of the pipe to the corner and then back to the centre along the pipe wall, which is consistent with other reported turbulent secondary flows (Larsson et al., 2011, Vinuesa et al., 2014, Marin et al., 2016, Huser and Biringen, 1993). Interestingly, the size of the secondary flow near the bed is much larger than that near the upper wall, above the corner bisector, which is at variance with other reported results. In addition, the shape of the secondary flow near the upper wall is also significantly different from that near the floor. This is due to the limiting effect of the curved wall on circumferential velocity fluctuations
and the consequent extension of the secondary vortices near that wall.
It is known that turbulent secondary flows result from the interaction of turbulent coherent structures near two adjacent walls (Marin et al., 2016, Huser and Biringen, 1993). Near the wall, there are ejection and sweep events, collectively referred to as burst events. In the boundary layer, ejection and sweep events are balanced due to continuity considerations, with ejections in the wall normal direction, and sweep events tangential to the wall. Therefore, the direction of the burst events is not the same for the two different wall orientations. If two walls meet and form a corner, the burst events must interact with each other. In the corner, after a burst event occurs, momentum is transported from the flat boundary to the outer layer because the direction of the ejection event is not blocked, and the fluid moves along the wall away from the corner. At the same time, due to the presence of the adjacent wall, sweep events cannot occur normally. This creates an area of low pressure at a corner, causing fluid to flow from the centre to the corners.

For pipes with a simulated bed, differences from previous findings occur due to the shape of the adjacent pipe walls. The upper wall is an inward curved arc, while the bed is a flat surface with zero curvature. In full pipes, burst events occurring near walls have been found to be different from those at flat walls, and inwardly curved walls restrict fluid movement in the circumferential direction, thus creating restrictions on sweep events (Elghobashi, 1994). The greater the curvature, the greater


Fig. 5. The energy spectral density $(E(f))$ with frequency $f$, normalized by $D u_{\mathrm{b}}$ and $u_{\mathrm{b}} / D$, of the streamwise velocity fluctuation at points at different distances from the bed of (a) half pipe, (b) three-quarter pipe and (c) full pipe. (d) The sampling point positions. Dashed lines are reference to the slope of $-5 / 3$.


Fig. 6. Contours of the magnitude of the mean cross-stream velocity of the fluid flow ( $\mathrm{ms}^{-1}$ ) with superimposed vectors (left), and of the mean streamwise velocity together with isocontours of the cross-flow stream function (right) where dashed lines represent negative values of $\psi$. The velocity and length scales used are the bulk velocity $u_{\mathrm{b}}$ and the pipe diameter $D$, respectively. (a) half pipe ( $R e$ $=7,494$ ), (b) three-quarter pipe ( $R e=5,909$ ), and (c) three-quarter pipe ( $R e$ $=7,494$ ).
the limitation. This effect causes the fluid to flow along the wall to the area of lower curvature in elliptic pipes, thus inducing the generation of secondary flows (Nikitin and Yakhot, 2005). In a pipe with a simulated bed, the curvature of the upper wall obviously also limits the circumferential motion of the fluid. Therefore, the secondary flow near the upper wall is weaker.

Fig. 6(b) shows equivalent results for a bed height $H_{\mathrm{b}}=0.25 D$ (threequarter pipe). Compared with the half pipe, the secondary flow pattern has changed significantly. Therefore, although the fluid similarly flows from the centre to the corner and then returns along the wall to the centre of the pipe, the streamwise vortices near the upper wall become smaller and less intense. In contrast, the intensity of the secondary flow near the bed is not only much larger than that near the upper wall, but is also greater than that near the bed of the half pipe. In addition, at the top of the pipe, away from the corners, induced small vortices are generated that cannot be eliminated by larger averaging timescales.

Obviously, the differences between these secondary flows in the two pipes can be attributed to differences in geometry. Compared with the half pipe, the three-quarter pipe has a larger cross-section area, longer curved wall and shorter bed. In addition, the two walls meet to form a larger angle. Because of its larger cross-section area and same mass flow rate, the bulk velocity in the three-quarter pipe is also smaller than that
in the half pipe. These factors work together to cause changes in the secondary flow and the effect of these factors is now discussed.

First, a larger angle where the curved and flat walls meet attenuates the interaction of turbulence near the adjacent walls. When this angle is increased to $180^{\circ}$, it is clear that this interaction does not exist. Therefore, the smaller the angle, the more the corner can promote the generation of secondary flows. In the three-quarter pipe, the increase in this angle weakens the intensity of the secondary flow near the upper wall. Similarly, this effect is also of importance to the secondary flow near the bed, but the difference is that the intensity of the secondary flow here is increased. This is because the secondary flow near the bed is not limited by the inward curvature of the upper wall, and the increase in the angle has a smaller effect on this secondary flow. In addition, due to continuity considerations, most of fluid flowing from the centre to the corner can only return along the bed, instead of via upper wall, to the centre of the pipe. Because the pipe cross-section is larger and the upper wall is longer, the upper regions of the three-quarter pipe are less affected by the corner turbulence dynamics. This results in a few small vortices towards the top of the pipe induced by secondary flow at the corners. Finally, in order to demonstrate the influence of $R e$ on the secondary flows, a flow in the three-quarter pipe with the same Reynolds number as that in the half pipe $(R e=7,494)$ is simulated, with the results shown in Fig. 6(c). Obviously, the pattern of the secondary flow changes slightly at higher Reynolds number. Compared with Fig. 6(b), the secondary flow becomes larger near the side wall and the streamlines extend further away from the corner. At the same time, the maximum mean cross-stream velocity becomes smaller near the floor. In addition, near the vertical plane dissecting the pipe, the secondary flow is stronger. Because of the change in the secondary flow pattern, the contours of the streamwise mean velocity also change. The secondary flow near the floor no longer curves upwards from approximately a third of the bed length from the corner, but only towards the centre of the pipe (Fig. 6 (c)). It is worth noting that, with the increase in Reynolds number, the streamwise mean velocity is more evenly distributed in the pipe, so the position of the isolines also changes, though qualitatively, the major flow features demonstrate significant differences with changes in geometry, rather than Reynolds number, therefore further analysis relates predominantly to comparing results obtained with the three bed heights.

In order to explain the effect of Reynolds number on the mean secondary flow pattern, the characteristics of turbulent secondary flows in square ducts are noted (Pinelli et al., 2010). When the Reynolds number is in the range of $2,000-3,500$, the eddy and streamwise vorticity centres in a square duct gradually approach the wall with increasing Reynolds number, and the streamlines are closer to the walls. This phenomenon is related to the preferred position of coherent structure. In square ducts, when the Reynolds number increases, the preferred position of the highand low-speed streaks which occur in the near-wall region of turbulent boundary layers is closer to the corners, with a higher probability of occurrence than near the centre of the walls where their probability of occurrence becomes more uniform as the Reynolds number increases (Pinelli et al., 2010). It is likely that smaller transient vortex structures and more chaotic momentum exchange at higher Reynolds numbers lead to this result. For a wall of infinite length, the distribution of these streaks is uniform as the fluid flows along the wall. Therefore, the change in distribution of the high- and low-speed streaks is due to the influence of the adjacent wall, and particularly due the influence of coherent structures in the turbulent flow of the boundary layer. When the Reynolds number increases, the boundary layer becomes thinner under the influence of smaller vortex structures and more chaotic momentum exchange, and the influence of the coherent structures in the flow is closer to the adjacent wall and the corner. Therefore, as the Reynolds number increases, the secondary flow away from the corner is less affected by the corner and more likely to flow along the wall. This is likely why the secondary flow adheres more to the wall at high Reynolds numbers.

For secondary flows near curved walls, although the motion of the
fluid is less affected by the corner at higher Reynolds number, the curved wall makes the secondary flows deflect from the wall as they flow along it. It is noted that at a Reynolds number of 40,000, the form of secondary flows predicted by large eddy simulation is significantly different from that found in the present work, with the vortex near the upper wall being significantly larger and stronger (Liu et al., 2021a, 2021b). This is due to the fact that fluids at high Reynolds numbers are able to move along the wall under the influence of inertia.

The distribution and intensity of the shear components of the Reynolds stress tensor for each case are presented in Fig. 7. In all cases, the high shear-stress regions present in the corners of the half-pipe are strengthened when compared to the three-quarter pipe, with the presence of the outward-facing wall permitting the formation of the turbulent secondary flows identified in Fig. 6. The u'w' component demonstrates more complex behaviour above the base of the pipe, with the direction reversing multiple times between either corner, likely to impact resuspension and deposition particle dynamics in that region.

Of more interest to the impact on particle dynamics is the gradient of the Reynolds stress tensor components, which impacts particle migration processes such as turbophoresis. Fig. 8 depicts contour plots of the Reynolds stress tensor components' gradients in the streamwise and vertical directions. In comparison with Fig. 7, it becomes apparent that the gradients of the Reynolds stress components on the cross-section exhibit a general correspondence with these components themselves. For instance, at upper left and upper right of the pipe cross-section, where $v w$ exhibits its maximum value, a similar observation holds true for the gradients at that location. Similarly, the Reynolds stress
components $u w$ and $u v$ exhibit maximal values on the left and right sides and upper and lower sides, respectively; correspondingly, their respective gradients along the $z$-direction and $y$-direction also display significant magnitudes here, despite these gradients being negative. This alignment is consistent with intuitive expectations, as these Reynolds stress components are intimately linked to the nearby wall. In proximity to the wall, turbulence invariably demonstrates pronounced anisotropy, wherein the magnitudes of fluctuations in various directions are distinctly influenced by the wall. Most intuitively, at the position nearest the center of the bed of the pipe, if there is positive fluctuation in the streamwise direction at a local region, due to the fluid's continuity, surrounding fluid will replenish this region within the cross-section. However, for fluid on the left and right sides, due to the pipe's symmetry, the probabilities of replenishment are equivalent, resulting in less correlation between streamwise and spanwise velocity fluctuations at that location. Conversely, in the vertical direction, only fluid above the bed of the pipe can replenish this region, as there is no fluid below it, leading to a correlation between vertical and streamwise velocity fluctuations. It is precisely due to this that the maxima of Reynolds stress components are intrinsically tied to the presence of the wall, and their gradients naturally exhibit maxima in the vicinity of the wall. Further from the wall, this mechanism generating Reynolds stress components diminishes, rapidly reducing the gradients of Reynolds stress components to nearly zero. Naturally, for Reynolds stress itself, the influence of the wall seems to extend over a more substantial range. Reynolds stress in proximity to the wall is elevated to higher levels due to wall effects; owing to the continuity of the fluid, stress cannot abruptly vanish and


Fig. 7. Shear components of the Reynolds stress tensor non-dimensionalised by the square of the bulk velocity for the half-pipe (left) and three-quarter pipe (right). Top: $\overline{v^{\prime} w^{\prime}}$, middle: $\overline{u^{\prime} w^{\prime}}$ and lower: $\overline{u^{\prime} v}$.


Fig. 8. Gradients of the Reynolds stress tensor components nondimensionalised by the square of the bulk velocity for the half-pipe (left) and three-quarter pipe (right).
instead gradually diminishes from the wall towards the center. Similarly, at a slight distance from the wall, the gradients of these stress components and their orientations oppose those near the wall. These observations highlight the role of the wall in promoting the increase of Reynolds stress components and the dissipation of Reynolds stress components at the pipe's center.

The gradients of $u w$ in the $y$-direction and $u v$ in the $z$-direction exhibit maxima near the curved wall of the pipe, attributable to variations in the wall's shape. According to the aforementioned analysis, there consistently exists pronounced correlation between wall-normal velocity fluctuations and streamwise velocity fluctuations in proximity to the wall. Alterations in the direction of the wall's normal result in the rotation of the Reynolds stress tensor. Therefore, in essence, these extrema merely signify the transformation of Reynolds stress and Reynolds stress gradients from polar coordinates to Cartesian coordinates. The occurrence of maxima for vw itself and the gradients of $v w$ at upper left and upper right can also be attributed to the manifestation of correlation between radial and tangential velocity fluctuations and their correlation gradients in the Cartesian coordinate system.

Fig. 9 shows the turbulence kinetic energy (TKE) normalized by the bulk velocity for the two bed thicknesses. The maximum values of the turbulence kinetic energy are all close to the upper and lower walls of the pipes. In the corner regions, although there is a greater probability of high- and low-speed streaks, these locations have lower values. This suggests that the coherent structures represented by high- or low-speed streaks represent a more stable (rather than chaotic) velocity distribution. Lastly, the secondary flows also affect the distribution of turbulence kinetic energy, and this influence is much greater than that of the secondary flows on the mean streamwise velocity, an effect found in other turbulent secondary flows (Esmaily et al., 2020), since the energy contained within them is close to the scale of the velocity fluctuations, and far smaller than that of the large-scale motion. In Fig. 9(c), the TKE along the centerline of the full pipe, the three-quarter pipe and the half pipe is compared. Maximum values in the two pipes with simulated beds are close, and significantly larger than those in the full pipe. This indicates that the secondary flow from the corners not only affects the distribution of velocity fluctuations, but also increases their intensity.

### 3.3. Particulate phase flow field

After the average statistics of the flow field reach stability, that is, the flow field is fully developed, the particles are injected randomly into the pipe domain. As previously mentioned, regardless of the effect of the particles on the fluid, the interaction between particles and the influence of gravity, the present work used one-way coupling with the Lagrangian tracking approach to capture the movement of the particles and the influence of the secondary flows. This approach avoids the influence of other complicating factors in order to focus the study specifically on the effect of the secondary flows on particle behaviour. Whether the particles reach a stable state or not is determined by calculating the number of particles near the pipe wall. In the range of $\Delta^{+}<5$ (where $\Delta$ is the distance from any position to the nearby wall), the concentration of particles near the upper wall and the bed is calculated with time. Similarly, a particle laden flow with the same particle concentration in the full pipe is also calculated, and the results are shown in Fig. 10, where local values are normalized by the bulk concentration $C_{b}$. It can be observed that the particles near different surfaces always increase and then stabilize with time, no matter whether in the full, three-quarter or half pipe. This is the result of the turbophoretic effect, which has been reported by many researchers (Noorani et al., 2016, Esmaily et al., 2020). Interestingly, there is a significant difference in the time taken for the particle distribution to reach full development in the different pipes, with the near-wall particle concentration in the full and three-quarter pipes taking longer to reach stability than the half pipe.

This occurs because the turbulence kinetic energy in the half pipe near the upper wall is steepest (Fig. 9(c)), with fewer particles affected in the region of the peak kinetic energy. In addition, for the half pipe, the wall unit is smaller than in the other cases, hence the particle sampling area is smaller due to the larger bulk flow velocity. These are likely the reasons the particle concentration in this pipe stabilizes most rapidly.

For the three-quarter and half pipes, fluid and particle velocities are collected along horizontal lines at $y=1 H_{\text {pipe }} / 5,2 H_{\text {pipe }} / 5,3 H_{\text {pipe }} / 5$, and $4 H_{\text {pipe }} / 5$ (where the pipe height $H_{\text {pipe }}=D-H_{\mathrm{b} 1}$ ), with the results shown in Fig. 11. The velocity distribution for the continuous phase corresponds to the velocity contours shown in Fig. 6. It is noticeable that the secondary flow velocity of both particles and the fluid always has larger values in the lower regions of both pipes. For the half pipe, the horizontal and vertical velocities of the particles and fluid have their maximum values near the side wall along the line $y=1 H_{\text {pipe }} / 5$, with the vertical velocities at a maximum value at pipe centre. At $y=2 H_{\text {pipe }} / 5$, the horizontal velocity has a maximum value at $z / R=0.4$, and the vertical velocity now has a smaller maximum than at $y=1 H_{\text {pipe }} / 5$. In the upper regions of the pipe, both particle and fluid velocities are close to zero. In the three-quarter pipe, the maximum horizontal velocity of the particles and fluid reaches 0.1 at $y=2 H_{\text {pipe }} / 5$, and then the maximum


Fig. 9. Contours of turbulence kinetic energy of the fluid phase normalized by the bulk velocity $0.5 u_{b}{ }^{2}$ for (a) the half pipe, (b) the three-quarter pipe and (c) the fullpipe. (d) TKE along the center line of the full pipe (solid line), three-quarter pipe (dashed line) and half pipe (dash dot line).


Fig. 10. Number of particles with distance less than $\Delta^{+}=5$ to the upper and lower boundaries of the pipes with beds, and the full pipe, as a function of time. Equal sized particles in all pipes with $\mathrm{St}=0.5,1.2$ and 1.9 for particles in the full, three-quarter and half pipes. Black dash dot line: full pipe; Red solid line: upper wall of three-quarter pipe; Blue solid line: upper wall of half pipe; Red dashed line: floor of three-quarter pipe; Blue dashed line: floor of half pipe.
horizontal velocity gradually decreases with height, subsequently increasing again to 0.004 at $y=4 H_{\text {pipe }} / 5$. The vertical velocity of the particles and fluid again approaches 0 at $4 \mathrm{H}_{\text {pipe }} / 5$. Clearly weak vortices in the upper regions of the three-quarter pipe do impact on particle
behaviour, although not significantly.
Due to the small Stokes number of the particles they have little inertia, short relaxation times and are better able to follow the flow streamlines, so the slip velocity between the particles and the fluid is small. As shown in Fig. 11, the mean velocity of the particles is almost always less than that of the fluid. This is because the energy for moving the particles comes from the fluid. In a rectangular turbulent duct flow, it has been found that the velocity of the particles in the angular bisector region is significantly higher than that of the fluid, while the velocity of particles is lower than that of the fluid near the wall (Noorani et al., 2016). This variation with the present findings is explained by differences in particle inertia, with the density ratio adopted in this work of $O$ (1). Therefore, the inertia of the particles is the same order of magnitude as that of the local fluid, so the inertia of the particles does not significantly influence the slip velocity.

Fig. 12 shows the particle concentration near the wall. It has already been noted that the concentration of particles at this location is significantly greater than the mean concentration due to turbophoresis. This effect is evident in all the pipes considered, including the full pipe. However, the particle distribution near the wall is significantly different in the various pipes. For the half pipe, the concentration at the bed centre is only slightly higher than the mean volume fraction, and lower than the particle concentration near the wall of the full pipe. At $z / R=$ $\pm 0.8$, this concentration increases to a maximum and then drops off near the pipe corners. For the three-quarter pipe, the particle concentration near the centre of the bed is similar in magnitude to that in the full pipe, increasing slightly to maximum values at $z / R= \pm 0.6$ and then decreasing again near the corners. For the upper wall of the threequarter pipe, the particle concentration reaches its maximum value near $y=0(\theta \approx 0$ and $\pi)$, and is higher than that near the wall of the full


Fig. 11. Time-averaged cross-stream velocity of fluid (solid lines) and particles (dashed lines) along four lines whose positions are $1 / 5$ to $4 / 5$ times the pipe height. (a) and (c), velocity in spanwise direction; (b) and (d) velocity in vertical direction.
pipe except close to the corners. For the half pipe, although the qualitative trend of particle concentration is similar to that of the threequarter pipe, its magnitude is very different. The maximum particle concentration near the corners is therefore higher than in the threequarter pipe, although much lower at the top of the pipe and closer to that in the full pipe.

The particle distributions observed can be explained in terms of the turbulence kinetic energy distribution and the secondary flows. As shown in Fig. 9, the gradient of TKE near the wall in the half pipe is greater than that in the three-quarter pipe, that is, the flow disorder in the half pipe is greater and the boundary layer is thinner. Since the average particle concentration in the different pipes is the same, the thinner boundary layer means that the number of particles affected by turbophoresis is smaller. As a result, the particle concentration near the upper and lower walls, far from the corner of the three-quarter pipe, is higher than that at similar positions in the half pipe. It is worth noting that the TKE magnitude in the full pipe is always lower than that in the three-quarter pipe and there is no mean secondary flow in the full pipe which can promote the cross-stream movement of particles. Therefore, the particle concentration near the wall of the full pipe is lower than that near the upper wall of the three-quarter pipe, except at the corners of the latter.

Near the pipe corners, the secondary flows have a significant effect on the particle concentration. Particles are carried from the centre of the flow to the corners by the secondary flows, and continue to move along the wall on either side of the corner, causing the number of particles approaching the corners to increase. Small Stokes numbers cause the particles to follow the streamlines, however, and not fully reach the corners of the pipe, accounting for the minima in those regions. As the average velocity of the fluid in the half pipe is higher and the absolute intensity of the secondary flow is larger (Fig. 6), the secondary flow has a more obvious effect on the particles in this pipe, and the particle concentration maxima near the corners are higher than in the three-quarter pipe.

The particle concentration near the pipe walls is similarly affected by the turbulence and secondary flow intensities, and the concentration in the $y$ direction at $z=0$ may be considered in this regard. The large Re in the half pipe causes particles to move more vigorously and concentrate in the bulk flow region, while secondary flows back to the centre cause a smaller concentration of particles near the walls (red circles in Fig. 12 (f)). This also occurs in the three-quarter pipe, but the effect is less significant due to the lower Reynolds number and secondary flow intensity.

The instantaneous distribution of particles close to the pipe boundaries and within the flow is also worthy of consideration. Here, a Voronoi tessellation approach is applied. By dividing the flow region into cells based on the location of the nearest particle, the diagrams reveal spatial variations in particle distribution. The size and shape of Voronoi cells can offer information about flow dynamics, revealing regions of high and low particle concentration, as well as potential particle clustering or segregation areas. Near the curved wall and the simulated bed, and on a horizontal surface at the centre of the pipes, particles within $\Delta^{+}=10$ at $\mathrm{t}^{+}=4000$ are sampled and their Voronoi diagrams are presented in Fig. 13, where the colour represents the area of cells normalized by $D^{2}$. Lower areas hence indicate more clustering. Because the mean particle concentration near the walls of the half pipe is lower than in the three-quarter pipe, away from the corners at least, the Voronoi cells at the near-wall sampling locations of the half pipe are larger. Interestingly, the regions of small cells also do not form a streaky structure and are not randomly clustered.

Comparing the dynamics of both the half-pipe and the three-quarter pipe, it would appear that longer structures are observed in the half pipe, with particles clustering in streamwise-orientated regions. Though these are present in the three-quarter pipe, they appear thinner and more isotropic in orientation. In previous studies of flows in square ducts with higher Stokes number particles, for $S t^{+}=25$ particle concentration streaks are formed near the wall under the action of fluid velocity streaks (Wang et al., 2020), with the particles more likely to stay in low-speed


Fig. 12. Average normalized particle concentration in the pipe cross-section. (a-c) contours of the mean particle concentration, $\log _{10}\left(C / C_{b}\right)$, and its profiles (d) along the floor, (e) along the upper wall at $\Delta^{+}=10$ and (f) at $z=0$ along the centre line. Solid lines: full pipe; dashed lines: three-quarter pipe; dash dot lines: half pipe. The particle concentration in the half pipe has a local minimum at $\Delta^{*} \approx 0.04\left(\Delta^{+} \approx 30\right)$ indicated by red circles.
streak regions. For larger St particles, the high momentum of the particles cannot be dissipated by the action of the low-speed streaks because of their inertia. Therefore, the streak distribution of particles disappears with increases in Stokes number. In addition, for cases with smaller Stokes number, such as the particles studied in this work, the streak structure is not formed near the wall.

Small St particles will be slowed down rapidly as they pass through a low-speed streak due to their low inertia. As a result, the particles will accumulate in these regions. However, the position of the velocity streaks is not constant, moving and evolving as the fluid moves along the pipe, and streaks at given locations appear and disappear. In this way, during the evolution of the high- and low-speed streaks, small tracer particles evolve their concentration distribution together with that of the fluid flow, and stable particle streaks are not formed. On the horizontal plane at the centre of the pipes there is clearly no streak structure, therefore a coherent structure within the particles does not appear here either.

By calculating the particle fluxes $J_{\text {res }}$ and $J_{\text {dep }}$ (particles moving from the wall and towards the wall, respectively), the migratory behaviour of particles can be quantitatively described by the resuspension and deposition rates:
$v_{\text {res }}=J_{\text {res }} / C_{b}$
$v_{\text {dep }}=J_{\text {dep }} / C_{b}$
Here, we calculate $J_{r e s}$ and $J_{\text {dep }}$ by counting the number of particles each timestep moving across a boundary at wall distance $\Delta^{+}$, either away from the wall or towards the wall respectively. Fig. 14 shows the deposition and resuspension rates of particles, normalized by $u_{\mathrm{b}}$, near the upper curved wall and simulated bed of the half and three-quarter pipes at $\Delta^{+}=10$, which was chosen to ensure enough statistical data could be gathered through particle migration events, while also remaining within the turbulent near-wall regions. The straight horizontal line in the figure gives equivalent rates for the full pipe. As shown in Fig. 14, the deposition and resuspension rates of both the half and three-quarter pipes are much lower than that of the full pipe. Because of the larger wall unit, the number of particles within $\Delta^{+}=10$ for the full pipe is more than that in either of the pipes with beds, as is the particle flux. For the half and three-quarter pipes, the deposition and resuspension behaviour of particles near the wall reflects the action of the secondary flows on them.

In Fig. 14(a), for the upper wall of the half pipe, the deposition and resuspension rates of the particles in the centre of the wall remains relatively stable with the same approximate magnitude. The deposition rate of particles decreases from the centre of the wall to the corners,


Fig. 13. Voronoi tessellation diagram for particles at sample locations shown on the left, with sampling width $\Delta^{+}=10$. The Voronoi cells are coloured by the area of cells normalized by $D^{2}$.
although then is a small maximum near the corners. The resuspension rate of particles follows a similar trend, except that the maximum position near the corners is now further towards the pipe centre. It is worth noting that the maximum value near the corners is smaller than that at the wall centre for both the deposition and resuspension rates.

The maximum values of deposition and resuspension rate near the corners correspond to the movement of particles from the centre of the flow to the corners and back to the centre of the pipe along the pipe wall under the action of the secondary flows, while the deposition and resuspension rates at the centre of the wall represent the movement of particles under the influence of fluid momentum exchange in the boundary layer. Because the turbulence kinetic energy of the flow at the corners is lower and the particles in the corner are restricted by two adjacent walls, the kinetic energy of the particles is more likely to be dissipated. Therefore, regardless of the influence of the secondary flows on particle behaviour, the transport of the particles gradually decreases from the centre of the wall to the corners, and the resuspension and deposition rates also gradually decrease. At the bed of the half pipe, as shown in Fig. 10(b), the deposition rate of particles is similar to that near
the upper wall, but there is no resuspension rate maximum near the corners. This is because the vertical component of the cross-stream velocity near the bed is small, while near the upper wall, the secondary flows do not completely flow along the wall, and there is an inward velocity component at $\theta=1 / 8 \pi$ and $\theta=7 / 8 \pi$ (Fig. 6(a-b)).

For the three-quarter pipe, the deposition and resuspension rate of the particles near the upper wall is different from that of the half pipe. In the centre of the upper wall, both remain relatively constant and roughly equal. However, there is no maximum in the deposition and resuspension rate near the corners. On the contrary, there is a minimum in these rates followed by an increase into the corners. Obviously, the difference in particle behaviour is related to the different secondary flow characteristics in the two pipes. The secondary flows near the upper wall of the three-quarter pipe occupy less space and are weaker than in the half pipe, so they only slightly affect the movement of particles near the corners. As shown in the figure, the deposition rate of particles near the corners is greater than the resuspension rate, as is the case for particles near the upper wall of the half pipe.

The deposition and resuspension rate of particles near the bed of this


Fig. 14. Deposition and resuspension rates of particles near the (a) and (c) upper curved wall and (b) and (d) bed at $\Delta^{+}=10$. (a) and (b) half pipe; (c) and (d) threequarter pipe.
pipe is also different from that in the half pipe. The deposition rate in the three-quarter pipe increases close to the corners and is higher than at the centre of the wall. This is because the fluid in this pipe has a larger vertical velocity component when it moves towards the corners compared with the half pipe. Therefore, the secondary flow has a greater effect on the deposition and resuspension rate of particles. The particle resuspension rate also has a minimum value near the corners under the action of the secondary flows. The increase in the resuspension rate at the corners themselves is likely related to the secondary flows near the side wall.

Finally, it is important to note that the rotational symmetry of the full pipe means that the deposition and resuspension rates are isotropic. Furthermore, since these are calculated after concentration profiles have stabilized, there is no net migration towards or away from the wall, hence the two rates are almost identical throughout.

## 4. Conclusions

Bed formation through particle deposition in pipes is common in many industrial applications. In this work, the bed formed by particle deposition was simplified and modelled assuming that it was flat, horizontal and unchanged in the streamwise direction. Based on this, pipes with two bed heights were considered, with $H_{\mathrm{b}}=0.5 R$ (three-quarter pipe) and $R$ (half pipe), as well as a full pipe used as a touchstone for comparison with the computations of flows in pipes with simulated beds. One-way coupling between the fluid flow and the particles was assumed in order to focus the study on the influence of the secondary flows on the particles and eliminate the complexities introduced by
other factors.
The open-source direct numerical simulation code Nek5000 was to calculate the flow in these pipes. The mass flow in the various pipes was assumed to be constant. Therefore, for the full, three-quarter and half pipe, the bulk Reynolds numbers were 5300, 5909 and 7494, respectively, and corresponding shear Reynolds numbers based on the equivalent diameter of the pipes were 360,401 and 509 , respectively. The flow field and particle distribution in the full pipe was shown to be in good agreement with other simulations available in the literature data.

The presence of a simulated sedimentary bed at the bottom of the pipe caused the formation of mean secondary flows in the pipe crosssection. The pattern of these flows was such that there were two streamwise vortices near each corner in the pipe, formed at the junction of the upper curved pipe wall and the flat bed, which transport momentum from the centre of the pipe to the corners. The characteristics of the secondary flows were related to the height of the bed. For $H_{\mathrm{b}}=0.5 R$, the vortices near the bed occupy the space below a line bisecting the corner, with the vortices compressed into the corner. When the bed height was $R$, the vortices in the lower regions of the pipe were again largely below the corner bisector, but extended vertically above this bisector. The secondary flow intensity near the upper curved wall was always much smaller than that near the pipe floor, although the difference in bed height had a significant impact on the pattern of the secondary flows. It was concluded that the curved boundary inhibits the development of the secondary flow in the upper regions of the pipe, and this effect is related to the flow Reynolds number.

After the full development of the turbulent flow, particles of the same size were added to the three pipes. The Stokes number of the particles in
the full, three-quarter and half pipes were $0.5,1.2$ and 1.9 respectively. The movement of particles in the cross-sectional plane was consistent with that of the secondary flows, but with slightly lower velocities, and results showed that the particle concentration had a maximum value near the curved wall and the simulated beds, the presence of which had a profound effect. In regions near the wall away from the pipe corners, particle concentration in the half pipe was lower than in the threequarter pipe, caused by its thinner boundary layer. This was reversed for concentration maxima near the pipe corners because of the magnitude of the secondary flows. The secondary flows also changed the deposition and resuspension rate of the particles, particularly near the pipe corners, but these were always less than equivalent rates in the full pipe flow, likely caused by the magnitude of the wall unit.
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