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Abstract
Automatic Speaker Recognition (ASR) involves a complex
range of processes to extract, model, and compare
speaker-specific information from a pair of voice samples.
Using heavily controlled recordings, this paper explores the
impact of specific vocal conditions (i.e. vocal setting, disguise,
accent guises) on ASR performance. When vocal conditions
are matched, ASR performance is generally excellent (whisper
is an exception). When conditions are mismatched, as in most
forensic cases, we see an increase in discrimination and
calibration error in some cases. The most problematic
mismatches are those involving whisper and supralaryngeal
vocal settings; these produce the greatest phonetic changes to
speech. Mismatches involving high pitch also produce poor
performance, although this appears to be driven by
speaker-specific differences in articulatory implementation.
We discuss the implications of the findings for the use of ASR
in forensic casework and the interpretability of system output.
Index Terms: forensic speech science, automatic speaker
recognition, voice quality

1. Introduction
Although much research into Automatic Speaker Recognition
(ASR) has focussed on dealing with technical factors which
could impact system performance (e.g. channel mismatch),
recent work has demonstrated good performance in
forensically realistic conditions when using case-specific data
to optimise systems [1], [2].

Despite this, we still understand relatively little about why
certain voices perform well or badly within automatic
systems. This is particularly relevant in terms of system
interpretability; following [3], we use the term
‘interpretability’ to refer to an understanding of a system’s
output. In forensics, this is especially important because a
practitioner needs to understand whether the output of an ASR
system is reasonable given the input and then explain this
output to an end-user (e.g. a court). Further, because the
conditions of each case are unique, we need a good
understanding of what factors are important in order to collect
and test relevant data when validating a system for a given
case. Forensic cases often involve mismatches between
recordings in terms of speaking style, context and technical
characteristics, which can lead to substantial differences in the
voices present in two samples, even where we know the
voices are from the same speaker.

A small number of previous studies have attempted to
assess what information ASR systems capture by fusing them

with linguistic features [4], [5] or through the relatively
small-scale analysis of the errors that a system produces [6],
[7]. However, such work focuses on the output of the system
with little control over the input speech. Our approach is to
change the input in highly systematic ways in order to provide
clearer interpretations of system output. Previous work [8] has
explored same-speaker variability in x-vectors and scores
generated by a state-of-the-art ASR system as a function of
controlled variation in vocal conditions. The authors
demonstrated that, when using modal voice as a baseline, the
relationship between vocal conditions in the x-vector and
score distributions reflects the degree of phonetic variability
from modal: the conditions which resulted in the most global
articulatory changes had the greatest difference in x-vectors
and scores. Supralaryngeal changes in vocal setting (e.g.
backed tongue body, lowered larynx), as well as whisper,
resulted in the most divergent score and x-vector distributions.
However, targeted, intermittent shifts of a range of features (as
with accent guises) did not result in markedly different score
and x-vector distributions.

The present paper expands on this work by exploring the
impact of vocal variation with both same and
different-speaker pairs, and considers the resultant LLRs and
overall system performance after score calibration. In doing
so, we seek to further our understanding of variability in ASR
performance with vocal conditions which reflect the extremes
of normal speech and those which are common in forensic
casework. In turn, we hope to enable practitioners and courts
to make the best use of ASR systems in casework.

2. Test data and scores

2.1 Test data

We report on a subset of material from a heavily controlled
corpus, collected specifically to investigate the impacts of
speaker and technical factors on ASR performance. The
corpus includes variation in speaker, vocal condition, session
and technical condition. Here, we are considering variation in
vocal condition and speaker, whilst controlling for technical
condition.

2.1.1 Participants
We report on data from six male phoneticians. Phoneticians
were used as they are more effective at controlled vocal
variation than lay speakers and are, in principle, able to
independently vary certain settings. This meant that there was
reduced between-speaker variability when varying vocal
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conditions. The phoneticians had different levels of experience
from PhD student to Emeritus Professor.

2.1.2 Vocal conditions

Each participant read the first two paragraphs of The Rainbow
Passage in seventeen vocal conditions. The different
conditions were selected to reflect large and small changes in
segmental and suprasegmental vocal parameters. In part,
conditions were also chosen to be representative of vocal
variation found in forensic casework as a result of situational
and stylistic factors as well as conscious disguise. Table 1
provides an overview of the vocal conditions included in the
present study. For the accent guises and some of the
miscellaneous conditions, participants were expected to vary
multiple aspects of their vocal output (e.g. at both the
segmental and suprasegmental levels). For the other
conditions, our participants were asked to isolate and vary a
single dimension holding others as fixed as possible.

Table 1: Vocal conditions completed

Baseline MOD - Modal voice
Accent Guises RPR - Received Pronunciation

ACC - Non-standard guises, including:
Geordie, Manchester, NYC, Yorkshire

Laryngeal BRT - Breathy
CRK - Creaky
WHS - Whisper

Supralaryngeal FTB - Fronted Tongue Body
BTB - Backed Tongue Body
RET - Retroflex
LLX - Lowered Larynx

Miscellaneous HIG - High pitch
LOW - Low pitch
FAS - Fast
LIV - Lively
MON - Monotone
PEN - Pen between the teeth
PIN - Pinched nose

2.1.3 Sessions

Each participant took part in three recording sessions which
were at least a week apart. Within each session, each
participant repeated each vocal condition three times. In this
paper, we report on cross-session comparisons only (e.g. we
have not considered within-session variability).

2.1.4 Technical conditions

All sessions were recorded in an anechoic chamber.
Participants were seated at one end of the chamber throughout.
Repetitions were simultaneously recorded in four technical
conditions: headband microphone (DPA 4066 omnidirectional
headset), near microphone (1m from participant), far
microphone (2m from participant), and landline-to-VOIP call.
Recordings were made in PCM WAV format with a 48kHz
sample rate at 24 bits. For the purposes of the present study,
only the headband microphone recordings were analysed.
Individual repetitions of each vocal condition were extracted
from within each session and are referred to throughout as a
sample (i.e. 1 sample = 1 repetition of 1 condition in 1
session).

2.2. Comparisons and computation of scores

Comparisons were carried using the VOCALISE 2021
(version 3.0.0.1746) ASR system [9]. For each sample from
each participant, we generated x-vectors [10] using the default
x-vector model. These were generated from MFCCs, which
were extracted on a frame-by-frame basis across the sample
and then passed through a deep neural network (DNN). We
then carried out same- (SS) and different-speaker (DS)
comparisons for each sample in VOCALISE to generate
scores using PLDA (e.g. x-vectors from each sample from
each participant were compared to x-vectors from each other
sample). For each matched and mismatched condition, we
generated 618 SS and 3090 DS scores.

3. Calibration

3.1 Calibration data

Scores were calibrated using a subset of speakers from the
DyViS corpus [11]. We included 20 speakers (ages: 18-25)
who took part in both Task 3 and Task 5, which involved the
speakers reading the same newspaper article 10-14 weeks
apart. The recordings were made in a sound-treated recording
studio. Although the content is different to the test data, the
style and technical characteristics of the calibration set are
comparable. There are some accent differences between the
test and calibration data: one of the phoneticians is Scottish,
and although none have particularly strong regional accents,
the remaining five phoneticians do not speak Standard
Southern British English as do those included in the DyViS
corpus. Additionally, the age range represented in the test set
was larger than that in the calibration set. However, the DyViS
data were considered sufficiently well-matched for our
purposes (as evidenced by very well calibrated log likelihood
ratios in the modal-modal comparisons in section 4). Using a
single calibration set also reflects a default scenario in
casework where vocal properties of speakers in the calibration
set are not controlled.

3.2 Score-to-LR conversion

Following the process described in section 2.2, 20 SS and 380
DS scores were generated for the calibration set using
VOCALISE. Calibration was performed using the Bayesian
model described in [12], [13], which reduces the magnitude of
calibrated likelihood ratios (LRs) towards 1 (i.e. no support
for prosecution or defence) when there is greater uncertainty.
In our case, we used this model because the number of scores
available to generate the calibration coefficients for
score-to-LR conversion was relatively small [14]. In line with
[13], we used Jeffreys uninformative priors and the scores
from the calibration set to train the Bayesian model. The
calibration coefficients from the model were then applied to
the test scores to produce calibrated log LRs (LLRs).

3.3 Evaluation of performance

Tests were conducted using sets of matched and mismatched
samples. System performance in each test was evaluated on
the basis of calibrated LLRs, using the log LR cost function
(Cllr) and its two constituent parts, the Cllr

min and Cllr
cal. Cllr

min is
a measure of discrimination error which represents the lowest
possible Cllr for each condition if the system were perfectly
calibrated. Cllr

cal is a measure of calibration error (although see
[15]) and reflects how well suited the calibration set is for the
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test data. Cllr is the sum of the Cllr
min and the Cllr

cal and a value
of above 1 means the system is not providing meaningful
information for separating SS and DS pairs (this may be due
to either discrimination or calibration error, or a combination).
The use of high-quality, channel-matched samples is expected
to produce very good system performance; considerably better
than what would be expected in forensic casework. However,
our interest is in relative performance across the matched and
mismatched conditions. Further, by using samples of optimal
quality, we remove confounding variables allowing us to
better isolate the effects of vocal condition on performance.

4. Results

4.1 Overall performance
Figure 1 displays the Cllr

min (x-axis) and Cllr
cal (y-axis) for all

condition pairs. For the mismatched conditions (each
condition to each other condition), each label on the plot
represents the median value for that condition compared with
all other conditions. For example, WHS on the mismatched
bottom plot reflects the median Cllr

min and Cllr
cal values for all

whisper-other test sets for all speakers across all sessions.
In general, the system is performing very well for matched

conditions, with all vocal conditions generally clustering
around the bottom left corner with a low Cllr

min (around 0) and
Cllr

cal (< 0.25). Thus, when technical conditions are held
constant, and the vocal condition is matched across
recordings, the system is able to distinguish SS and DS pairs
very well. Although this is what we might expect (especially
for modal), it is reassuring that we see no marked effects for
any of the other conditions. The exception to this is the

whisper condition, which has slightly poorer discrimination
error (Cllr

min = 0.07) and considerably poorer calibration error
(Cllr

cal = 0.91). Unsurprisingly, the mismatched conditions
generate poorer performance than the matched conditions.
Figure 1 also highlights that the mismatched conditions
produce considerably more variability in system performance.
Mismatched conditions involving modal, monotone, low pitch,
fast, Received Pronunciation and all of the other accent guises
have relatively little effect on performance, with low values
for both the Cllr

min and Cllr
cal. However, while the Cllr

min is
below 0.6 for all condition pairs, the Cllr

cal is above 1 for many
mismatched conditions, particularly, whisper, high pitch,
pinched nose, pen between the teeth, and all but one of the
Supralaryngeal conditions (retroflex, backed tongue body, and
lowered larynx). For these mismatched conditions, the poor
calibration is driven by a general left-ward shift in LLRs. This
means that SS LLRs shift towards contrary-to-fact support for
the different-speaker proposition, while DS LLRs shift
towards even stronger support for the different-speaker
proposition. Given that the calibration data used is modal only,
calibration error may be reduced with matched condition
calibration data.

4.2 Which vocal conditions matter?

4.2.1 Modal to other

In this section we consider pairs of vocal conditions where one
condition is modal. This allows us to assess the impact of each
vocal condition relative to a baseline. Only three modal
mismatch pairs have a Cllr greater than 1: lowered larynx, high
pitch, and whisper. Modal-high pitch, and modal-whisper are

Figure 1: Cllr
min (x-axis) and Cllr

cal (y-axis; note different scales) for each condition pair. Matched condition pairs are in the top plot,
mismatched condition pairs are in the bottom plot and are based on the median across all tests.
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mismatches which could realistically occur in a forensic case.
The effect of whisper is partly a calibration issue, since the
calibration data does not include any whispered speech. We
discuss whisper in more detail in section 4.2.2, and high pitch
in section 4.3.

Four modal-other condition pairs have a Cllr between 0.5
and 1: pen between the teeth, pinched nose, backed tongue
body and retroflex. The first two of these could be employed
as potential disguise strategies in forensic cases and thus we
might encounter mismatches of this kind. The remaining
condition pairs have Cllr values below 0.5. These condition
pairs involve variation from modal in terms of speech rate,
lowering of pitch, targeted segmental variation (e.g. accent
guises), or variation in phonation. For these condition pairs, all
of which are also forensically realistic, the system is able to
cope with the increase in within- and between-speaker
variability. These vocal condition pairs aren’t having a marked
effect on system performance.

4.2.2 Whisper to other

The mismatch condition pairs which include whisper have the
poorest overall performance, both in terms of discrimination
and calibration error. Discrimination performance is good in
whisper-whisper comparisons, therefore calibration loss is a
major contributor to the error. In mismatched conditions, all
condition pairs have a Cllr above 2. Whisper is the only
condition to have a complete absence of voicing: whilst there
is turbulent airflow at the glottis, there is no periodic vibration
or regular closure of the folds. This lack of voicing has
substantial effects on the speech signal that the ASR system is
clearly sensitive to.

4.3 Between-speaker variability

In addition to variability in overall system performance within
and between conditions, we also found effects driven by
between-speaker variability. In many cases, this was
phonetically explainable in terms of the way in which, or
degree to which, the speakers produced some of the vocal
conditions. Here we focus on one condition which exemplifies
this issue; high pitch.

As illustrated in Figure 1, with the exception of whisper,
mismatch condition pairs involving high pitch have the
highest Cllr

min and Cllr
cal. However, there was a large amount of

between-speaker variability in terms of how speakers
produced ‘high pitched’ speech. To assess the effects of this
on system performance, we also calculated Cllr by-speaker.
The speaker (P1) with the highest median f0 in the high pitch
condition (and who displayed the largest f0 median difference
between the modal and high pitch conditions) produced the
highest Cllr of the six speakers. However, both auditory
analysis of the recordings and comments from the speaker
himself revealed that high pitch was achieved not only
through an increase in vocal fold vibration and laryngeal
tension, but also by raising the larynx. With the exception of
this speaker, no clear relationship between change in f0 and Cllr
was found, although the sample size is extremely small.
Indeed, other speakers (e.g. P4 and P6) reported actively
attempting to raise their pitch only through an increase in
vocal fold vibration rather than any other compensatory
articulatory changes. This suggests that high pitch related to
increased vocal fold vibration, e.g. in Lombard speech, itself
may not have substantial effects on ASR performance. The
issue for ASR is when extreme high pitch is achieved through

a combination of vocal effects: increased f0, raising of the
larynx and shortening of the supralaryngeal vocal tract,
sometimes leading to falsetto. This combination of vocal
effects has a substantial impact on the spectrum, similar in
magnitude to those seen in the lowered larynx and backed
tongue body conditions in Figure 1.

5. Discussion
Overall, when vocal conditions are matched we see there is
little impact on ASR performance. Mismatched vocal
conditions result in more variable and generally poorer
performance.

When considering the interpretability of ASR systems, we
have demonstrated that the variability observed in the
mismatch conditions is, to some extent, phonetically
predictable. Principally, supralaryngeal conditions are
generally most problematic because of the large-scale and
long-term changes they produce. Accent guises, and changes
to speech rate, pitch, and phonation generally have little effect.
This also highlights that varying multiple aspects of vocal
output at both segmental and suprasegmental levels (e.g. an
accent guise) can have a less substantial impact than changes
in a single vocal condition which results in wider articulatory
shifts and overall spectral changes (e.g. whisper, or lowered
larynx).

Whisper can be considered a special case because of the
complete absence of voicing (see also [16]). The findings here
highlight that forensic cases which involve a sample of
whispered speech should endeavour to use calibration data
which also includes whispered speech. Whilst specifically
applicable to Whisper, it is also likely that more tailored
calibration data would lead to considerable improvements in
all mismatched conditions.

Although we have highlighted condition pairs which can
be problematic, this paper also demonstrates that the ASR
system can deal with a number of mismatched conditions very
well when all other factors are held constant. When exploring
variation from modal, we observed similar patterns to
previous work in [8] in that modifications to speaking rate,
targeted segmental variation (e.g. accent guises), most
phonation deviations, and lowering of pitch (in the absence of
raising/lowering the larynx) do not have a marked impact on
system performance. Additionally, even for features such as
pen between the teeth, or pinched nose, the Cllr is still below 1.

6. Conclusions
In this paper we have demonstrated that when vocal
conditions are matched, ASR performance is generally
excellent. In addition, mismatch conditions which do not
result in marked spectral changes are also not problematic for
the system. Some mismatch conditions can impact on system
performance - both in terms of discrimination and calibration
error. However, these impacts are generally interpretable when
taking into account the degree of spectral change related to
those vocal changes. Overall, there is still more to do to
understand how such issues manifest when conditions are
more challenging and more reflective of unique and variable
forensic cases.
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