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The neutron-induced fission cross section of 230Th has been measured at the neutron time-of-flight facility
n_TOF located at CERN. The experiment was performed at the experimental area EAR-1 with a neutron flight
path of 185 m, using Micromegas detectors for the detection of the fission fragments. The 230Th(n, f ) cross
section was determined relative to the 235U(n, f ) one, covering the energy range from the fission threshold up to
400 MeV. The results from the present work are compared with existing cross-section datasets and the observed
discrepancies are discussed and analyzed. Finally, using the code EMPIRE 3.2.3 a theoretical study, based on the
statistical model, was performed leading to a satisfactory reproduction of the experimental results with the proper
tuning of the respective parameters, while for incident neutron energy beyond 200 MeV the fission of 230Th was
described by Monte Carlo simulations.

DOI: 10.1103/PhysRevC.108.014616

I. INTRODUCTION

Accurate neutron-induced fission cross-section data on ac-
tinides play an important role in the research and design of
advanced nuclear systems. More specifically, the study of
the isotopes present in the thorium cycle, which is proposed
as an alternative to the conventional uranium-plutonium one,
can assist in the development of the relevant nuclear systems
aiming at making the production of energy safer, sustainable,
economic, and proliferation resistant [1].

In particular, 230Th is produced in the thorium cycle from
the α decay of 234U, and has almost two times higher neutron-
induced fission cross section than 232Th in the fast energy
region, which contributes to the neutron balance, assisting this
way in the breeding of the fissile isotope 233U.

Additionally, the study of neutron-induced fission cross
sections plays a key role in the understanding of the fission
process and the parameters of fission barriers. In thorium
nuclides, narrow resonances and fine structures have been
observed in the threshold region of the fission cross section,
known as the “thorium anomaly.” Specifically, previous mea-
surements of the 230Th(n, f ) cross section revealed a large
and well isolated resonance near 700 keV with additional
fine structures near the fission threshold. Various theoretical

investigations attempting to explain the 230Th resonance exist
in the literature, in the framework of the double- [2–4] and
triple-humped fission barriers [5–11]. These structures sug-
gest the existence of a third well in the fission barrier [12],
which allows the existence of Class-III vibrational states that
could explain the existing structures near the fission threshold.

Despite the above-mentioned fields of interest, only a few
experimental datasets exist in the literature for the neutron-
induced fission cross section of 230Th, mainly due to the
challenge in the target preparation of this natural but also very
rare isotope. The existing datasets exhibit large uncertainties
(more than 5% for the majority of the data points) and discrep-
ancies among them, while they cover only the energy range
from the fission threshold up to 25 MeV, as presented in Fig. 1.

The most recent measurements of Goldblum et al. [13]
and Petit et al. [14] are based on the indirect determina-
tion of the 230Th neutron-induced fission cross section via
the surrogate 232Th(3He, α) reaction. The measurements of
Meadows [15,16], Boldeman and Walsh [11], James et al.

[3], and Kazarinova et al. [17] were performed with quasi-
monoenergetic neutron beams, produced via charged particle
reactions. The measurement of Blons et al. [6] was performed
with the time-of-flight technique, while the data of Muir and
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FIG. 1. Experimental data for the neutron-induced fission cross
section of 230Th available in the literature. The data present dis-
crepancies and cover the energy range from the fission threshold
up to 25 MeV. The measurements of the present work can assist in
resolving the discrepancies and provide data at higher energies.

Veeser [18] were obtained using neutrons from an under-
ground nuclear explosion. The cross-section data points of
Blons et al. and James et al. exhibit systematically higher
cross-section values, at all neutron energies, compared to the
other datasets in literature. In these two datasets the fission
yield per neutron is converted to fission cross section by
normalizing to the value 0.37 b at 1.4 MeV (that has not been
published), after private communication of the authors with
Evans and Jones [3,6].

The discrepancies between the experimental cross-
section data in the literature, along with the uncertainties that
they exhibit, are reflected in the large deviations between the
latest versions of nuclear evaluations over the whole energy
region, as presented in Fig. 2. These differences show a de-
mand for additional high-accuracy experimental data, while
higher energy data would be also interesting to extend the
energy region of the current evaluations.

FIG. 2. Evaluated cross-section data for the 230Th(n, f ) reaction
from ENDF/B-VIII.0 [19] which adopts the JENDL-5.0 library [20]
(red), JEFF-3.3 [21] (blue), and TENDL-2021 [22] (green). Large
differences are observed between the evaluation libraries. The data
of this work can help in improving the evaluations.

For this purpose, the measurement of the neutron-induced
fission cross section of 230Th was performed at the neutron
time-of-flight facility n_TOF, located at the European Organi-
zation for Nuclear Research (CERN). The experimental area
EAR-1 with the long 185 m neutron flight path was used to
acquire high neutron energy resolution data from the fission
threshold up to 400 MeV, combined with complementary
measurements at the experimental area EAR-2 with a shorter
neutron flight path of about 19 m. The experimental setup, as
well as the details of the analysis procedure, will be presented,
along with theoretical calculations.

II. EXPERIMENTAL SETUP

The cross section up to 400 MeV was determined by the
experiment carried out at the experimental area EAR-1 of the
n_TOF facility [23,24], located at CERN. An additional mea-
surement with the same detection setup was performed at the
experimental area EAR-2 [25], specifically for the estimation
of the contaminants in the 230Th samples. The neutron beam
was produced via spallation of a lead target by a pulsed beam
of 20 GeV/c protons providing a white neutron spectrum
ranging from the thermal region up to ≈1 GeV. Two pulse
modes are provided by the CERN Proton Synchrotron (PS):
the dedicated ones corresponding to the nominal intensity
of the proton bunch [(7–8) × 1012] and the parasitic ones
corresponding to a lower intensity (3 × 1012).

The neutrons travel a horizontal flight-path of 185 m be-
fore they reach the experimental area EAR-1, rendering high
neutron energy resolution measurements possible with high
instantaneous neutron fluence per proton pulse. A smaller
vertical flight path of ≈19 m is available at the experimental
area EAR-2, which provides approximately an order of mag-
nitude higher neutron fluence per proton pulse, making it ideal
for measurements of very small cross sections, small sample
masses and radioactive samples.

A. Actinide samples

Seven high purity 230Th samples were produced and char-
acterised at the target preparation laboratory of JRC-Geel
[26]. The base material was analysed for its isotopic com-
position by inductively coupled plasma mass spectrometry
[27] and for the amount of plutonium by isotope dilution
mass spectrometry [28] at the nuclear chemistry and nuclear
mass spectrometry laboratories at JRC-Geel. This resulted
in the mass ratios 230Th/Th = 0.915 750(34), 232Th/Th =

0.084 250(34), and Pu/Th = 0.000 494 2(20). The sam-
ples were prepared by molecular plating in isopropanol on a
0.025 mm thick aluminum foil [26]. The foil was stretched
and glued on a 2 mm thick aluminum ring with an inner and
outer diameter of 100 and 110 mm, respectively. A mask with
an inner diameter of 80.00(2) mm was placed on top of the
aluminum foil defining the effective area of the 230Th deposit.

The activities of the 230Th samples were determined by
α-particle counting at a defined solid-angle. The samples were
positioned parallel to and coaxial with a Si surface barrier
detector at a well-defined distance. The relative solid angle
between the source and the detector was determined by the
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TABLE I. Mass, activity, and number of atoms of the 230Th samples. The quoted uncertainty is the combined uncertainty due to the
counting statistics, a 0.12% random component explained in the text and the uncertainty due to the correction for the 226Ra contribution. For
the total uncertainty the latter contribution has to be combined with a common component of 0.65%. The target ID indicates the position of
the target in the chamber with respect to the neutron beam.

Target ID Reference number Mass (mg) Activity (MBq) Number of nuclei (×1019)

230Th #3 TP2017-06-19 4.546(8) 3.468(6) 1.190(21)
230Th #4 TP2017-06-21 4.053(13) 3.092(10) 1.061(34)
230Th #5 TP2017-06-24 2.249(9) 1.716(7) 0.5889(24)
230Th #6 TP2017-06-22 2.464(8) 1.880(6) 0.6541(21)
230Th #7 TP2017-06-25 4.118(16) 3.142(12) 1.078(41)
230Th #8 TP2017-06-20 4.848(13) 3.698(10) 1.269(34)
230Th #9 TP2017-06-18 4.441(9) 3.388(7) 1.163(24)

distance, the sample size and the knife-edged aperture of a
diaphragm placed just in from of the detector. The use of the
diaphragm allows for a more accurate determination of the
detection geometry, as its diameter is defined more accurately
than the one of the detector’s surface [29].

The results are summarized in Table I, with the decay
constant λ = 2.91 × 10−13 s−1 [30] used for the estimation of
the number of nuclei. To avoid contamination in the α-particle
counter each sample was placed in a plexiglass container
which was closed with a 2 µm thick mylar foil covered with
a 50 nm thick aluminum layer. The transmission probabil-
ity through this foil was verified by measurements with a
237Np sample and resulted in Tα = 1.0000(26). The procedure
described in Ref. [31] was applied to calculate the solid an-
gle � = 8.23(4) × 10−4 sr subtended by the sample and the
diaphragm. The main contribution in the uncertainty of the
solid angle originates from the distance between the sample
placed in the plexiglass container and the diaphragm in front
of the detector which was d = 170.7(3) mm. The intrinsic de-
tection efficiency of the α-particle detector ǫα = 0.9988(38)
was derived by measurements with 235U certified reference
samples [32]. The above-mentioned uncertainties resulted in a
final uncertainty component of 0.65%. A random uncertainty
component of 0.12% reflects problems with reproducibility of
the measurement conditions. This uncertainty, which is larger
than the uncertainty due to counting statistics, was evaluated
by a series of measurements dedicated for an analysis of
variance (ANOVA) procedure [33].

The 230Th activity was derived from the integrated count
rate corresponding to 1.0–4.9 MeV deposited α-particle en-
ergy. In this energy region there is a parasitic contribution
from the decay of 226Ra as daughter product of 230Th, while
the one due to the decay of 232Th can be neglected. The
contribution from the 226Ra decay was determined by addi-
tional γ -ray spectroscopic measurements using a high-purity
germanium (HPGe) detector. This detection system was cal-
ibrated by combining results of measurements with a 235U
reference sample with the same diameter and a set of certified
radionuclide sources. The uncertainty of the ratio is dominated
by the γ -ray emission probabilities for the decay of 230Th
which are about 8% [30]. The γ -ray detection system was also
used to verify the total activity of the samples. The results
are fully consistent with those derived from the α-particle
counting within the aforementioned uncertainties.

High-purity 235U and 238U reference samples, with the
same geometrical characteristics as the 230Th samples, were
produced and characterized at JRC-Geel. They were both
prepared by molecular plating using diaphragms and support
rings with the same characteristics as those for the 230Th.
The isotopic compositions of the base material for these
samples were determined by thermal ionization mass spec-
trometry [34] at JRC-Geel. The 235U sample, with an activity
of 288.0(13) Bq, was placed upstream of the 230Th samples
with respect to the neutron beam, while the 238U sample,
with an activity of 179.5(9) Bq, was placed after the stack
of the 230Th targets (see Fig. 3). Additionally, a 10B reference
sample, with the same diameter as the Th ones, was produced
with an e-beam evaporator [35]. This sample was placed at the
top of the stack of samples with respect to the neutron beam
(see Fig. 3). The intention was to use this sample to determine
the energy distribution of the incident neutron beam at the low
energy region. However, due to the impact of the fissile Pu

FIG. 3. A photograph of the stack of the Micromegas detectors
and samples assembly used in the experiment. The seven 230Th
targets were placed between the reference targets.
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isotopes present in the 230Th samples an analysis of the data
in this region could not be done (see Sec. III E).

B. Micromegas detectors

A setup based on MicroBulk Micromegas (Micro-Mesh
Gaseous Structure) detectors [36–39] was used for the detec-
tion of the fission fragments. The Micromegas is a two-region
gas detector divided by the micromesh (cathode electrode),
which is a 5 µm thick Cu plate with holes of ≈35 µm in
diameter at a distance of ≈50 µm from each other. The drift
region is located between the drift electrode, which is the
sample itself, and the micromesh, while the distance is chosen
according to the requirements of each experiment (i.e., timing
characteristics, pulse shape, particle energy deposition in the
gas, etc.) and in this case it was set to 6 mm. The amplification
region is located in the region between the micromesh and the
anode, with a fixed distance between the two equal to 50 µm.

When an ionizing particle enters the drift region it creates
electron-ion pairs, which drift towards the mesh due to the
electric field in the region (≈ 1 kV/cm). The electrons enter
the amplification region through the micromesh holes and they
are multiplied through avalanches guided from the second,
strong electric field (≈ 50 kV/cm). In this work, the induced
signal was collected from the micromesh electrode.

Each sample was coupled to a separate Micromegas de-
tector, while the whole sample-Micromegas assembly, as
presented in Fig. 3, was placed in an aluminum chamber. The
chamber was filled with a gas mixture of Ar:CF4:isoC4H10

(88:10:2), kept at room temperature and a constant pressure
(≈ 1 atm).

C. Electronics and data acquisition

For the voltage supply, as well as the collection of the sig-
nals from the micromesh, individual current-sensitive pream-
plifier modules were implemented, constructed at INFN-Bari.
The preamplifier output signals were fed to fast digitizers, in
order to transform and record the corresponding waveforms.

III. DATA ANALYSIS

The data analysis aims at the identification of the fission
pulses and the determination of their amplitude and time of
arrival, which is eventually converted to the corresponding
neutron energy. To achieve this, the raw data are initially ana-
lyzed with a pulse analysis (PSA) routine developed at n_TOF
[40] and then processed to ensure the accurate recognition
of the fission events. In addition, various corrections, such as
the fraction of fission fragments rejected by the amplitude cut
introduced in the analysis, the correction for pileup, etc., are
applied to the data.

A. Raw data analysis

The raw data analysis begins with the accurate recognition
of fission events, while rejecting α signals from the natural
radioactivity of the samples, noise, and residuals from the
γ -flash subtraction. Following the proper assessment, the am-

FIG. 4. γ -flash stack from various events. The average γ -flash
shape and the subsequent baseline (red line) are estimated from the
stack.

plitude of each signal is recorded, as well as its time of arrival,
which is determined relative to the γ -flash peak.

The γ -flash peak is the first peak present in the time
spectra, originating from high energy deposition events in the
detector (see Fig. 4), mainly from γ rays and other high-
energy relativistic particles, which occur during the spallation
process, as well as high-energy neutrons. After the γ -flash
peak, an oscillatory baseline was recorded. In order to mitigate
the γ -flash effects and accurately determine the amplitude
and time of arrival of fission fragments induced from high
energy neutrons, the methodology described in [41] was im-
plemented.

The treatment of the γ -flash was based on the estimation
of an average shape for the γ -flash peak and the subse-
quent baseline. In this scope, a stack of several γ -flash peaks
was created, which originates from actual experimental data
placed one on top of the other. The z axis of the stack repre-
sents by a color scale the counts that have been recorded in
each bin in the stacked histogram. By applying a threshold
value on the z axis the average γ -flash shape is estimated,
while the fission fragment signals are discarded from the
estimation of the average shape. In Fig. 4 the stack of the
γ -flash peaks is shown, in which the first peak at all bunches
was the γ -flash, while various other signals corresponding to
fission fragments and α particles were present at later times-
of-flight. The average γ -flash shape (red line) is also shown.
The average γ -flash shape and the subsequent baseline were
then subtracted from each single event, after normalizing to
the amplitude of the γ -flash peak in the event.

For the identification of the fission pulses, the PSA was
implemented. Pulses were recognized when their derivative
crossed a certain threshold. Then, if any of the eliminating
criteria were met, such as the limits of the pulse amplitude
and the limits of the area-to-amplitude ratio, the pulse was
recorded as a true event. The pulse recognition was followed
by the estimation of the baseline, which is taken from the
average γ -flash shape for higher neutron energies, while a
constant baseline was assumed in the lower energy region,
where the effects of the γ -flash are not present. Finally, the
pulse reconstruction was achieved with the pulse shape fitting
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FIG. 5. Distribution of the moderation length λ as a function of
the neutron energy.

method. In order to do so, various experimental fission pulses
were provided to the routine and the best fit was selected
according to the minimum chi-square value. Additional infor-
mation on the PSA procedure can be found in Ref. [40].

B. Flight path length

A very crucial step for the calculation of the 230Th(n, f )
cross section at each neutron energy was the conversion of the
time-of-flight of the signals to the equivalent neutron energy,
which was made using the relativistic relation

En = mnc2(γ − 1) = mnc2

⎛
⎜⎝

1√
1 −

(
L
tc

)2
− 1

⎞
⎟⎠, (1)

where mn = 939.6 MeV/c2 is the neutron mass, L is the
neutron flight path, t is the time-of-flight of the neutron, c =

299.8 m/µs is the speed of light, and γ is the Lorentz factor.
In the equation the neutron time-of-flight for each event

was estimated via the PSA routine relative to the γ -flash
(see Sec. III A), while the neutron flight path estimation is
not straightforward. The reason behind this lies in the fact
that each neutron, in addition to the geometrical flight path
corresponding to the distance from the edge of the spalla-
tion target (where the production of the neutron occurs) to
each actinide target (where a fission event is recorded in the
Micromegas detector), travels an additional distance inside
the spallation target, namely the moderation length λ. The
moderation length is energy dependent and corresponds to a
distribution of times-of-flight which are a result of the same
neutron energy, as presented in Fig. 5. Monte Carlo simula-
tions are performed with the FLUKA code [42,43], within the
n_TOF Collaboration, to describe the neutron beam produced
from the spallation target. Then the neutron beam is estimated
from the neutron optical transport to each actinide target,
taking into account the specific characteristics of the setup.

The geometrical flight path was estimated in order to
achieve the best reproduction of the 235U resonances in the
low energy region, by trying different flight paths for the
conversion of the experimental time-of-flight to energy and by

FIG. 6. Distribution of the amplitude of the signals for the 235U
sample as a function of the neutron energy. The α particles from the
natural radioactivity of the target are present in the low energy region
and the γ -flash residuals (increasing with energy) are present in the
high energy region.

comparing them with the expected counts, calculated from the
convolution of the evaluated fluence per proton pulse [24] and
the reference cross section [44]. However, the correction in
the energy by taking into account the mean value of the mod-
eration length, as estimated from Fig. 5, was less than 0.7%
for the entire energy range. As a result, the correction for the
moderation length was negligible for this measurement. The
flight path lengths used for the conversion of the time-of-flight
to energy were 183.40 m for the 235U target and ranged from
183.42 to 183.51 m for the 230Th targets, with the difference
between them being equal to their geometrical distance.

C. Correction for the lost fission fragments

One experimental effect which needs to be reliably quan-
tified in the data analysis is related to the pulse amplitude
cut applied to the data. As seen in Fig. 6 in the low neutron
energy region, signals of α particles, originating from the
natural radioactivity of the actinide targets, were present in
the amplitude spectrum. With increasing neutron energies the
contribution from the α signals decreases, while noise ap-
pears, originating from the γ -flash residuals, which increases
with the neutron energy. In order to discard the α-particle
and noise signals, an energy dependent amplitude cut was
implemented, which defines the minimum amplitude a signal
must have in order to be considered as a fission fragment. The
application of this cut also removes the low-amplitude signals
from fission fragments.

To estimate the fraction of the lost fission fragments, Monte
Carlo simulations of the detection setup were performed with
the FLUKA code [42,43]. The fission fragment atomic and mass
numbers and their kinetic energy were generated using the GEF

code [45]. The fission fragments were randomly generated in
an actinide sample, while isotropic emission was assumed. An
equivalent thickness for each target was adjusted in order to
adequately reproduce the low energy region of the simulated
spectra, since, even though the quantity of the actinides in the
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FIG. 7. Comparison between experimental (blue line) and sim-
ulated (red line) spectra (normalized in the counts of fission
fragments) for one of the 230Th (#3) targets, after the calibration and
application of a skewed Gaussian response function to the simulated
one. The amplitude cut for this energy region is presented with the
dashed green line.

targets was known with high accuracy, the exact composition
of the targets was not precisely known [46]. The simulated de-
posited energy in a Micromegas detector was convoluted with
a skewed Gaussian response function, in order to reproduce
the general shape of the experimental amplitude spectra.

The comparison between the experimental spectrum and
the simulated for one 230Th target is shown in Fig. 7 for a
neutron energy range of 0.6–5.0 MeV in which no γ -flash
residuals were present. The reproduction of the experimental
spectrum corresponding to fission fragments is satisfactory,
which ensures that the correction for the fission fragments
below the applied amplitude cut is reliable. It is important to
note that the 230Th and the reference 235U amplitude spectra
exhibited similar shapes and thicknesses, which minimizes
the uncertainty due to a systematic effect of this particular
correction.

In order to reject the noise introduced in the amplitude
spectra with the increase of the neutron energy (see Fig. 6),
a higher amplitude cut was adopted in the analysis at higher
energies. As the amplitude spectrum of fission fragments does
not (significantly) change with neutron energy, the estimation
of the lost fission fragments with this higher amplitude cut was
made by comparing the spectra with high and low amplitude
cuts, respectively. Then a correction factor was estimated from
the ratio of an integrated region of the spectrum with the lower
amplitude cut to the corresponding one with the higher cut.
The region was chosen in order to obtain clean amplitude
spectra for fission with both amplitude cuts. This correction
is valid, since the shapes of the amplitude spectra for fission
were invariant in the above mentioned energy regions.

The systematic uncertainty due to this correction was esti-
mated to be less than 2.2% for all 230Th targets. It was derived
from comparing the mean cross-section value from the seven
230Th targets when the amplitude cut was calculated by the
FLUKA simulations and when the same amplitude cut was ap-
plied to all the targets (the seven 230Th and the reference 235U).

The similarity in the thickness and the amplitude spectra of the
230Th targets and the reference 235U one results in this small
deviation of the cross section results, when applying different
methods for estimating the correction for the fission pulses
lost due to the amplitude cut introduced in the analysis.

The simulations performed with the FLUKA code were
additionally used for the estimation of the fission fragments
which are emitted from the actinide target but do not manage
to enter the detector gas, being absorbed inside the target.
This is a result of a combination of the energy of the fission
fragment and its emission angle. The correction varies and
depends on the thickness of the sample: it is about 6.2% for
the 238U target and less than 2% for the rest of the targets. The
uncertainty of this correction is included in the uncertainty due
to a systematic effect of the amplitude cut correction, since
the same thickness was assumed for all the targets in order
to compare the absolute cross-section results of each 230Th
target when implementing the Monte Carlo simulations for
the amplitude cut and self-absorption corrections and when a
simplified approach is used, as described in Sec. III C.

D. Pileup correction

Pileup of the pulses is caused when two or more sequen-
tial pulses are recorded within a short time interval and are
identified by the PSA routine as one single pulse. To consider
this effect, the correction of the nonparalyzable model, as de-
scribed in Ref. [47], was implemented in this analysis. When
the behavior of the detector is considered to be nonparalyz-
able, pulses which arrive during the dead time of the detector
are lost and have no effect in the response of the detector.

However, the Micromegas detector does not explicitly fol-
low the nonparalyzable detector hypothesis, so the first step
before applying the correction is to treat the detector pulses
to follow the nonparalyzable model. In order to do so, when
pulses appear closer in time than the fixed dead time τ , as-
sumed to be equal to the FWHM of the pulses, the first pulse
is stored, while the subsequent pulses which arrive during the
dead time are discarded from the analysis. So, following the
nonparalyzable case, the true interaction rate n in the detector
is given by the following equation:

n =
m

1 − mτ
, (2)

where m is the recorded counting rate. It is important to note
that this correction was applied independently for the dedi-
cated and the parasitic pulse modes, which are the two pulse
types available at n_TOF: the dedicated ones correspond to
the nominal intensity of the proton bunch, while the parasitic
ones correspond to a low intensity (approximately half of the
nominal value).

It is interesting to mention that the instantaneous counting
rate of the reference 235U and the 230Th targets was less than ≈

600 kHz at all neutron energies (even for the dedicated pulse
mode), exhibiting a similar dependence on neutron energy, as
presented in Fig. 8. The dead time correction was less than
6.5% for the 230Th and 235U targets and less than 12% for
the 238U target. The systematic uncertainty due to pileup is
considered negligible (<1%), since the correction was small
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FIG. 8. Counting rate of the reference 235U target (red line) and
for one of the 230Th targets (black line), corresponding to the dedi-
cated pulses.

for the 230Th targets and the reference 235U target and at the
same time a very similar behavior in the shape of the counting
rate of these targets was observed.

E. Contaminants

Pu contaminants were present in the 230Th samples; how-
ever, their contribution is negligible for energies higher than
the fission threshold. This can be seen in Fig. 9 where the
expected counts per proton for 230Th are plotted in comparison
with the expected counts from all the Pu isotopes in the same
target. The contribution from the 232Th(n, f ) reaction was
calculated from the amount of 232Th (see Sec. II A), taking
into account the neutron flux from the reference 235U sample
and the cross section of the reaction. The cross-section values
were estimated from ENDF/B-VIII.0 [19] for energies up to
60 MeV, from the experimental values of Shcherbakov et al.

[48] in the energy range 60 to 200 MeV, and from the point of
Goldanskii et al. [49] at 380 MeV to cover the energy range
200 to 400 MeV, using linear interpolation to estimate the
cross section in the energies of interest.

FIG. 9. Expected counts per proton for 230Th (black line) and for
all the Pu isotopes present in the 230Th target (red line) for the experi-
mental area EAR-1 measurement. The yield of all Pu contaminants is
negligible when compared to the yield of 230Th in this energy region.

FIG. 10. Comparison between experimental counts (red line) and
expected counts from the Pu contaminants present in the 230Th
samples (blue line) of the experimental area EAR-2 measurement.
The expected counts are normalized to the experimental ones in the
energy region between 4 eV and 3 keV.

The higher neutron fluence per proton pulse of the ex-
perimental area EAR-2 was exploited in order to investigate
whether counts from the 230Th(n, f ) reaction were present
on top of the Pu counts below the fission threshold. To this
end, the expected counts from all the Pu isotopes present
in the 230Th samples were estimated, taking into account
the cross section of each Pu isotope [19] and the previously
evaluated neutron fluence of experimental area EAR-2 [50].
The expected counts from the Pu isotopes were compared to
the experimental counts from the EAR-2 measurement, after
normalization in the energy region 4 eV to 3 keV, as presented
in Fig. 10. The counts from the Pu isotopes were dominant
in the shown region and all the observed resonances can be
attributed to the Pu isotopes. In addition, the derived thermal
cross section is consistent with the expectation from the Pu
isotopes.

F. Neutron scattering

Monte Carlo simulations were performed with the MCNP5
code [51] to estimate the effect of neutron scattering in the
whole experimental setup. The simulated geometry consisted
of the fission chamber, the Micromegas detectors, and the
actinide targets with the target holders. The neutron source
was described as a monodirectional disk source with a his-
togram of energies and a diameter equal to that of the fission
collimator of EAR-1. The results of the simulations revealed
negligible contributions from neutron scattering, since the
difference in the neutron fluence between the targets was less
than 1% for all neutron energies of interest and the uncertainty
due to a systematic effect of this correction is considered
negligible.

IV. RESULTS

The cross section for the 230Th(n, f ) reaction as a function
of the incident neutron energy was derived using 235U as refer-
ence (labeled “ref”) by assuming a thin-sample approximation
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FIG. 11. Cross section of the 238U(n, f ) reaction (black circle),
estimated using the 235U(n, f ) reaction as reference, plotted along
with the reference cross section of 238U(n, f ) [19,44].

such that the observed count rate is directly proportional to the
cross section, according to the equation

σ (E ) =
C(E )

Cref(E )
×

fabs

f ref
abs

×
famp(E )

f ref
amp(E )

×
fdt(E )

f ref
dt (E )

×
fcont(E )

f ref
cont(E )

× ffluence(E ) ×
N

N ref
× σ ref(E ), (3)

where C are the counts per energy bin and pulse, fabs is
the correction factor for the fission fragments which do not
succeed in entering the Micromegas gas, famp is the correction
factor for the amplitude cut introduced in the analysis, fdt is
the correction factor for the dead time, fcont is the correction
factor for the contribution of the contaminants, and ffluence

is the correction factor for the difference in the fluence per
proton pulse between the target and the reference sample.
The total number of atoms per sample is denoted by N . To
derive the number of atoms from the activities the half-lives of
Ref. [30] were used: T1/2 = 7.538(30) × 104, 7.038(5) × 108,
and 4.468(5) × 109 a for 230Th, 235U, and 238U, respectively.
Since the 230Th and 235U samples were prepared under iden-
tical conditions, the effective area defined by the intersection
of the incident neutron beam and sample layer cancels out.
In practice, this assumption is only valid if both the sample
layer thickness and incident neutron beam flux do not show a
spatial dependence. To account for the combined effect of a
spatial dependence of the sample deposit and beam intensity
an additional systematic uncertainty of 3.5% was considered.
This uncertainty was estimated from the spread of the final
results between the 230Th samples.

A. Reproduction of the 238
U(n, f ) cross section

For the validation of the analysis procedure described in
Sec. III, the cross section of the 238U(n, f ) reaction was esti-
mated using as reference the 235U(n, f ) one. The results are
presented in Fig. 11, along with the reference cross section,
taken from ENDF/B-VIII.0 [19] for energies between 0.15
and 30 MeV and from the IAEA 2017 Neutron Data Standards
library for energies between 30 and 160 MeV [44].

FIG. 12. Cross section from the seven 230Th samples for the
230Th(n, f ) reaction, estimated using the 235U(n, f ) reaction as ref-
erence. Only the statistical errors are shown in the figure.

As shown in the figure, an excellent reproduction of the
reference 238U(n, f ) cross section is achieved from the data
of this work up to 30 MeV. In the energy range between 30
and 50 MeV the cross section from the present work is lower
than the reference one, with the difference being less than 5%
for all neutron energies. At higher energies, namely up to 160
MeV, the agreement between the results obtained in this work
and those of the reference library is very good. The deviations
observed at energies higher than 30 MeV, as well as the fact
that energies higher than 160 MeV could not be reached, can
be solely attributed to the nature of the 238U target. During the
experimental campaign it was observed that a lower voltage
in the mesh electrode had to be applied to the 238U target,
with respect to the 230Th and 235U targets, in order to avoid
saturation of the γ -flash peak. This decrease in the gain of
the Micromegas detector resulted in lower amplitude pulses,
which made the analysis procedure demanding, especially in
the high energy region, where the effects of the γ -flash residu-
als are present. Consequently, it was decided to implement the
238U target only for the validation of the analysis procedure.
The 230Th(n, f ) cross section was determined using the 235U
target as a reference, taking advantage of the similarity in
the amplitude spectra between the targets and the comparable
behavior of the pileup of the pulses (see Sec. III D) and the
self-absorption correction (see Sec. III C), thus minimizing
the effect of the systematic uncertainties of the measurement.

B. Cross section of the 230Th(n, f ) reaction

The cross-section results from the seven 230Th targets, es-
timated using the 235U(n, f ) reaction as reference, are shown
in Fig. 12. The cross-section values from the individual targets
are in very good agreement with each other, since no system-
atic difference is observed between them. The results for the
neutron-induced fission cross section of 230Th, as estimated
from the weighted average of the seven 230Th targets, from
the fission threshold up to 400 MeV are presented in Fig. 13,
along with all available datasets, while the results for the
region near the 700 keV resonance are zoomed in Fig. 14. In
all the figures only the statistical uncertainties are shown.
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FIG. 13. Cross section of the 230Th(n, f ) reaction (black circle),
estimated using the 235U(n, f ) reaction as reference, plotted along
with the previous datasets. The binning is isolethargic with 2000 bins
per decade (bpd) up to 0.8 MeV, 100 bpd from 0.8 to 30 MeV, and 20
bpd from 30 to 400 MeV. Only the statistical uncertainties are shown
in the figure.

As seen in Fig. 14, the absolute value of the cross section in
region near the 700 keV resonance from this work is lower
than that of Boldeman and Walsh [11], Blons et al. [6], and
James et al. [3] and higher than the data of Muir and Veeser
[18]. However, it is important to note, as mentioned in the
relevant publications, that the fission cross section of Blons
et al. and James et al. was estimated by normalizing the fission
yield per neutron to the cross-section value 0.37 b at 1.4 MeV
(see Sec. I). The comparison of our data with these data sets
after renormalization is shown below. The surrogate data of
Goldblum et al. [13] and Petit et al. [14] do not reproduce the
shape and the absolute cross section of the resonance.

Regarding the cross section at higher energies, good agree-
ment within the uncertainties is observed between the data of
the present work and the data of Meadows [15,16] and Muir
and Veeser, the data point of Kazarinova et al. at 14.6 MeV, as

FIG. 14. Cross section of the 230Th(n, f ) reaction (black cir-
cle), estimated using the 235U(n, f ) reaction as reference, plotted
along with the previous datasets in the region of the resonance near
700 keV. The binning used is isolethargic with 2000 bins per decade
(bpd). Only the statistical uncertainties are shown in the figure.

FIG. 15. Cross section of the 230Th(n, f ) reaction (black circle),
estimated using the 235U(n, f ) reaction as reference, plotted along
with the data of Blons et al. (orange points) and James et al. (cyan
cross) normalized to the current data. Only the statistical uncertain-
ties are shown in the figure.

well as with the data of Goldblum et al. for energies between
1.2 and 17 MeV, where an unphysical increase in the cross-
section values in the data is observed, resulting in increasing
the deviations from the present work. This deviation can be
an indication of the energy limit up to which the indirect
surrogate method can give reliable results for this nucleus.
In addition, this comparison gives valuable information for
the improvement of the relevant theoretical models which are
necessary for the surrogate method, which is extremely use-
ful in cases of nuclei inaccessible with direct measurements.
Good agreement within uncertainties is also observed between
this work and the data of Petit et al. for energies between 1
and 2.3 MeV, while at higher energies, the data of Petit et al.

are systematically lower. Finally, the data of Blons et al. and
James et al. are systematically higher than the data of the
present work. Also, the data point of Kazarinova et al. at 2.5
MeV is above the data of this work. It is important to note that
for neutron energies above 25 MeV there are no data available
in the literature.

In Fig. 15 the cross-section data of the present work are
presented along with the renormalized data of Blons et al.

and James et al., reducing the cross-section values by ap-
proximately 27%. As seen in the figure, when applying this
renormalization a good agreement is reached among these
data sets and the present work, both in the region of the
resonance near 700 keV and at higher energies. This is an
important observation, since the data of Blons et al. have the
highest resolution existing in the literature. Taking this into
account our data tend to confirm the structures observed in
the resonance, but with somewhat lower cross-section values.

C. Uncertainties

The uncertainty due to counting statistics of the final cross
section, which is the weighted average of the seven 230Th
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FIG. 16. Uncertainty due to counting statistics of the 230Th(n, f )
cross section, for energies higher than 0.8 MeV.

targets, is presented in Fig. 16 for energies higher than 0.8
MeV. It is less than 5% for all neutron energies higher than
0.8 MeV. Concerning the lower energy region, the uncertainty
due to counting statistics was found to be less than ≈7% near
the resonance maximum, increasing at the edges.

The systematic uncertainties of the measurement are pre-
sented in Table II. The uncertainty of the sample mass is a
result of the target characterization process and is estimated
to be ≈1%. The uncertainty due to the inhomogeneities of the
sample deposit and the profile of the neutron beam is 3.5%,
calculated from the differences observed in the 230Th samples
(see Sec. IV). The combined uncertainty of the amplitude
cut and the self-absorption, the dead time, and the beam flu-
ence are estimated from the analysis procedure to be <2.2%,
<1%, and <1% respectively. It is important to stress here
that the cross section of the 230Th(n, f ) reaction is calculated
relative to the 235U(n, f ) one, with 230Th values exhibiting
a similar behavior to the above mentioned corrections with
the reference 235U target, thus minimizing the contribution
of these correction factors. Finally, the uncertainty of the
cross section of the reference reaction contributes to the final
systematic uncertainty. This uncertainty is energy dependent
and it is estimated from ENDF/B-VIII.0 [19] for energies 0.5
to 30 MeV with an uncertainty ranging from 1.2% to 1.8%,
from the IAEA 2017 Neutron Data Standards library [44] for
energies between 30 and 200 MeV with uncertainty between
2.2% and 4.8%, and for energies higher than 200 MeV from
the IAEA Report [52] with an uncertainty ranging between
2.1% and 7.1%.

TABLE II. Systematic uncertainties of the 230Th(n, f ) cross-
section measurement.

Contribution Uncertainty

Sample mass ≈1%
Spatial dependence and beam intensity ≈3.5%
Amplitude cut and self-absorption correction <2.2%
Dead time <1%
Neutron beam fluence <1%

V. THEORETICAL CALCULATIONS

Theoretical calculations of the 230Th(n, f ) reaction cross
section were performed with the EMPIRE statistical model code
version 3.2.3 (Malta) [53] for incident neutron energy up to
200 MeV, in an attempt to reproduce the gross structure of the
experimental cross-section values obtained from this work.
Beyond 200 MeV the validity of the nuclear reaction models
contained in EMPIRE is no longer guaranteed; therefore, the
calculation of the 230Th(n, f ) cross section from 200 to 400
MeV has been extended by means of an intranuclear cascade
model coupled to an evaporation-fission model.

A. EMPIRE calculations

EMPIRE is a modular system of nuclear reaction codes, con-
taining various nuclear models, and designed for calculations
starting above the resonance region, in the case where the
incident particle is a neutron, up to about 200 MeV.

The theoretical calculations of this work were performed
within the framework of the Hauser-Feshbach model with the
EMPIRE code version 3.2.3 (Malta), by assuming a double-
humped fission barrier. For the calculation the decay channels
with charged particles were neglected, so in addition to fis-
sion (n,el), (n,inl), (n, γ ), and (n, xn) channels were taken
into account. The optical model parameters were taken from
the Reference Input Parameter Library (RIPL-3) [54] for
the inelastic (direct) channel and for the inverse neutron
channel, implementing the optical model potential of Capote
et al. (RIPL catalog number 2408) [55]. For the preequilib-
rium mechanism the phenomenological model PCROSS (with
a default parameter equal to 1.5) [56,57] was adopted. The
modeling of the γ -ray strength functions was achieved by
the modified Lorentzian MLO1 model [58], and the enhanced
generalized superfluid model (EGSM) [59] was adopted to de-
scribe the level densities in the continuum of the normal states,
as well as to describe the level densities for the deformations
at the saddle points.

The EMPIRE calculations with the default parameters de-
scribed above are presented in Fig. 17 (blue line) for the
fission channel, along with the experimental cross section of
this work; as shown in the figure a significant disagreement is
visible. The slope and the value of the subthreshold fission is
underestimated in the calculations, as are as the first-, second-,
and third-chance fission, the fission plateaus, and the multi-
chance fission cross sections at energies up to 75 MeV. At
higher energies the cross section is generally overestimated
by the EMPIRE calculation.

To improve the agreement between the EMPIRE calculations
and the experimental cross-section data of this work, adjust-
ments were made in the fission barrier heights and widths,
as well as the level density parameters ã (ATILNO) of the
thorium isotopes. The second fission barrier height of 231Th
was reduced by 8% and the width by 28%, while the first
fission barrier height of the same isotope was reduced by
3%. These adjustments improved the description of the slope,
as well as the values of the fission cross section up to 1.5
MeV. In addition, the level density parameter ã of 230Th
was increased by 25% to decrease the cross section in the
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FIG. 17. EMPIRE calculation for the 230Th neutron induced fission
cross section (up to 200 MeV) with the default parameters (blue line)
and the modified parameters (red line) along with the experimental
cross section of this work (black points).

in the first-chance fission plateau between 1.5 and 6 MeV.
Furthermore, by decreasing the second fission barrier height
of 230Th by 6% the first-chance fission cross section was
better described, failing, however, to reproduce the shape and
value of the cross section in the energy region from 8.5 to
13 MeV. No fission barriers exist in the RIPL-3 library, for
the thorium isotopes with mass numbers lower than A = 230,
so the fission barrier heights and widths for these isotopes
were arbitrarily chosen in order to reproduce the fission cross
section at higher energies. The fission barrier heights and
widths of all thorium isotopes implemented in the modified
calculations are presented in Table III. Finally, in order to
decrease the cross section for energies higher than 10 MeV
the level density parameter ã of 229Th was decreased by 17%.
The modified EMPIRE calculation is presented with the red line
in Fig. 17.

The calculations with the modified parameters reasonably
reproduce the experimental fission cross section with the ex-
ception of the resonance structure near 700 keV, the fine

TABLE III. Fission barrier heights (V ) and widths (h̄ω) imple-
mented in the modified EMPIRE calculation for all thorium isotopes.
The values modified from the RIPL-3 default ones are presented in
bold, while in italics the values are the values for the isotopes which
do not exist at RIPL-3 and are adopted for the calculations.

First barrier Second barrier

Isotope VA (MeV) h̄ωA (MeV) VB (MeV) h̄ωB (MeV)

223Th 6.00 0.90 6.70 0.60
224Th 6.60 0.90 7.30 0.60
225Th 6.60 0.90 7.30 0.60
226Th 6.60 0.90 7.30 0.60
227Th 6.60 0.90 7.30 0.60
228Th 6.10 0.90 6.80 0.60
229Th 6.10 0.90 6.30 0.60
230Th 6.10 0.90 6.37 0.60
231Th 5.80 0.70 6.15 0.36

structures at ≈1–2 MeV, and the range ≈8–13 MeV. Addition-
ally, at energies greater than 75 MeV, the cross-section values
are overestimated. It should be mentioned that the results for
the (n,inl) and (n, γ ) reaction cross sections have been slightly
affected by these parameter modifications, while the (n,el) and
(n,tot) ones were practically unaffected.

Calculations using the triple-humped fission barrier could
in principle improve the cross section reproduction of the
structures observed near the fission threshold; however, this
lies beyond the scope of this paper, since there is still an
ongoing theoretical investigation of these issues. As an ex-
ample, the calculations of Sin et al. [60] on the 232Th and
231Pa nuclei, carried out with a model incorporating the
triple-humped fission barriers, were able to reproduce the
resonant structure in the first-chance neutron-induced fission
cross sections.

The theoretical calculations of this work highlights the
need for new experimental measurements in order to con-
strain the theoretical models and improve the calculations.
The fine structures in the fission cross section of thorium
isotopes, known as the thorium anomaly, have not yet been
explained theoretically. Experimental measurements of the
angular distributions of fission fragments, as well as of the
competing channels to fission and determination of various
parameters related to fission can assist in the study and the
better understanding of the fission process.

B. INCL++/ABLA07 calculations

For incident neutron energy beyond 200 MeV the fission of
230Th was described by Monte Carlo simulations. The 2010
IAEA benchmark of spallation models [61] recognized the
Liége intranuclear cascade model INCL++, with main author
Cugnon (see Ref. [62] and references therein) as one of the
best spallation models when combined with the Darmstadt
deexcitation model ABLA07 [63] (main author Schmidt).

Fission induced by high-energy nucleons is usually de-
scribed in Monte Carlo simulations as a three-stage process:
first, the incident nucleon interacts with individual nucleons
in the target nucleus, producing a series of binary collisions
that lead to the emission of fast nucleons, γ ’s, pions, and light
clusters, depending on the incident energy, the so-called fast
cascade. Then, the spallation remnant undergoes a preequilib-
rium process that brings it to a thermal equilibrium condition,
eventually followed by particle evaporation, fission, or other
decay modes.

The INCL++ model skips the preequilibrium stage thanks
to the self-consistent calculation of the stopping time of the
cascade, which marks the beginning of the equilibrium stage
of the remnant, allowed to decay by the coupling with the
ABLA07 model through particle evaporation, emission of light
clusters, fission, or—from a prescribed excitation energy per
nucleon—multifragmentation.

The ABLA07 approach to fission contains elements of dy-
namics, since the time evolution of the fission degree of
freedom is treated as a diffusion process, determined by
the interaction of collective degrees of freedom with a heat
bath formed by the individual nucleons. The process is de-
scribed by a Fokker-Planck equation approximately solved in
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FIG. 18. Comparison of Monte Carlo calculated fission cross
sections with experimental data.

analytical form. At low excitation energy the code uses a
standard two-humped fission barrier, whose penetrability is
computed in the approximation of full damping of the vi-
brational resonances in the intermediate well. The nuclear
level densities at the ground state deformation and at the
saddle points of the fission barrier are described by a constant
temperature formula at low excitation energy and a Bethe-like
formula at high energy: the latter is characterized by level
density parameters αn at the ground state deformation and α f

at the saddle point deformation.
In the present work version 5.2 of INCL++ is used [64],

which is expected to work up to an incident nucleon energy
of the order of 15 GeV and was already used in Ref. [65]
in an attempt to extend to 1 GeV the (n, f ) cross sections of
some fission standards experimentally known up to 200 MeV.
Following the recommendation of the authors, no change is
applied in the parameters of the INCL++ code. Therefore, the
possible changes for a better agreement with experimental
data are limited to ABLA07, where the fission calculations
are particularly sensitive to the fission barrier heights, B f ,
of the equilibrated remnants, as well as to the level density
parameters, α f , at the saddle points.

The comparison of the experimental cross section points
obtained from this work along with the INCL++/ABLA07
calculations with default model parameters and adjusted pa-
rameters in the incident energy range from 200 to 400 MeV
is presented in Fig. 18. The default calculation strongly un-
derestimates the experimental points, while the best fit is
obtained by decreasing the fission barrier heights, B f , of
the remnants in all Monte Carlo runs by a constant amount,


B f = −0.5 MeV. The reduction is considerable, but note that
the fission barrier heights of many remnants are unknown,
or poorly determined. The fit is refined by increasing the
level density parameters α f of all remnants by a factor of
1.025. Only the experimental point at about 212 MeV is
overestimated, but this might be explained by the proximity to
the lower energy limit of validity of the intranuclear cascade
calculations. A better fit to the experimental points in the
incident energy range from 189 to 238 MeV could by obtained
by reducing the enhancement factor of the level density

VI. CONCLUSIONS

The 230Th(n, f ) cross section has been measured with high
accuracy at the neutron time-of-flight facility n_TOF at CERN
with Micromegas detectors up to 400 MeV, providing the first
data for neutron energies above 25 MeV. The 235U(n, f ) cross
section was used as a reference.

The analysis procedure, including the various corrections
in the recorded signals, along with Monte Carlo simulations
for the amplitude spectra of the fission fragments and the
neutron scattering, has been presented. The derived cross sec-
tion is in a very good agreement with several experimental
datasets available in literature and provides useful information
to resolve previously existing discrepancies.

In addition, theoretical calculations were conducted for
the 230Th(n, f ) reaction, which highlighted the need for new
experimental data on competing reactions, which would allow
constraining the parameters involved in theoretical mod-
els. These new experimental data, combined with additional
measurements on fission observables, such as the angular
distributions of fission fragments, can assist in the theoretical
study of the fission process and the evolution of the existing
theoretical models.
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