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Product decompositions of semigroups induced by action pairs
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Abstract

This paper concerns a class of semigroups that arise as products US, associated to what
we call ‘action pairs’. Here U and S are subsemigroups of a common monoid and, roughly
speaking, S has an action on the monoid completion U1 that is suitably compatible with the
product in the over-monoid.

The semigroups encapsulated by the action pair construction include many natural classes
such as inverse semigroups and (left) restriction semigroups, as well as many important con-
crete examples such as transformational wreath products, linear monoids, (partial) endomor-
phism monoids of independence algebras, and the singular ideals of many of these. Action
pairs provide a unified framework for systematically studying such semigroups, within which
we build a suite of tools to ensure a comprehensive understanding of them. We then apply
our abstract results to many special cases of interest.

The first part of the paper constitutes a detailed structural analysis of semigroups arising
from action pairs. We show that any such semigroup US is a quotient of a semidirect product
U⋊S, and we classify all congruences on semidirect products that correspond to action pairs.
We also prove several covering and embedding theorems, each of which naturally extends
celebrated results of McAlister on proper (a.k.a. E-unitary) inverse semigroups.

The second part of the paper concerns presentations by generators and relations for
semigroups arising from action pairs. We develop a substantial body of general results
and techniques that allow us to build presentations for US out of presentations for the
constituents U and S in many cases, and then apply these to several examples, including
those listed above. Due to the broad applicability of the action pair construction, many
results in the literature are special cases of our more general ones.
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1 Introduction

The motivation for the current work comes from many different directions. The basic philosoph-
ical underpinning is the desire to understand mathematical structures by sets of data that are
sufficient to determine the entire structure, yet are intrinsically simpler. In particular, we draw
inspiration from classical techniques and constructions in group theory, and seek to understand
the (much) more complicated and wider context of these techniques and constructions within
the realm of semigroups and monoids.

One approach is to use presentations. Here the idea is to define an algebraic structure—often,
and originally, a group—in terms of generators and relations between them. It is possible in this
way to capture some infinite groups using a finite amount of information: i.e., via a finite number
of generators and a finite number of relations, resulting in a finitely presented group. Important
examples include the Artin braid groups [4,5] and Thompson’s groups F , T and V [13]. On the
other hand, it is also useful to determine finite groups via (finite) presentations. For example,
the well-known Coxeter presentation of a finite symmetric group [92] tells us how to calculate all
products by dint of the products between certain transpositions; cf. [66]. Group presentations
were introduced as far back as the mid-nineteenth century [23, 59], and have since been central
in approaches to algebraic and differential topology, geometric group theory, algebraic combina-
torics, representation theory and many other branches of mathematics. Semigroup presentations
go back to the mid-twentieth century, and again have proven a crucial tool in the above fields.
For some early studies, see for example [1, 2, 100, 101], and for early papers with connections to
logic see [84, 102,116]; some historical information can be found in [97].

A second approach to the above philosophy involves the concept of products, which covers a
wide range of mathematical constructions prominently featuring in the areas of algebra, topology,
category theory, mathematical logic and graph theory, just to name a few. The idea behind the
introduction and use of such constructions is two-fold. Firstly, one of the most basic tasks of
almost any coherent mathematical field or theory is to describe the many ways in which the
objects of study are constructed; in many cases, the philosophy is to go from smaller, simpler
structures towards larger, more complicated ones. This is exactly how various types of products
permeate mathematics: think of direct products in general algebra, semidirect, wreath, and free
(amalgamated) products in group theory, product topologies, tensor products in linear algebra,
ultraproducts in model theory, cap and cup products in algebraic topology, various types of
graph products, pullbacks in category theory, and so on. However, there is also the reverse
task: to understand the structure of a given mathematical object in as much detail as possible,
one attempts to break it down into more elementary parts and describe the mutual relationships
between the parts. Quite often, this happens by recognising that the given structure is isomorphic
(or in some other way ‘equivalent’ or ‘similar’) to a product of some kind. Smaller structures
obtained as a result of such a decomposition are often expected or required to be substructures
of the original, but not always.

A flagship instance of the phenomenon just described is the decomposition of finite abelian
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groups into the direct product of cyclic (sub)groups of prime power order. For groups, and indeed
monoids, there is an exact correlation between internal and external direct products. However,
as soon as one moves away from monoids, even just as far as semigroups, this correlation is
lost. In particular, an external direct product S × T of semigroups S and T need not contain
subsemigroups isomorphic to either S or T , yet clearly S × T is determined by S and T .

Another natural class of examples illustrating the same phenomenon—but where the smaller
parts are not necessarily substructures—are the almost-factorisable inverse semigroups of Law-
son [76]. A semigroup S from this class decomposes as a product S = EG, where G is the group
of units of some different inverse monoid M , and where E is the semilattice of singular (i.e., non-
identity) idempotents of M . Here we have E ⊆ S, yet G 6⊆ S; in fact, we even have G ∩ S = ∅.
Nevertheless, the structure of S is closely governed by that of the constituents E and G, and in
fact S is an idempotent-separating homomorphic image of a semidirect product E ⋊G.

Yet another natural example is the semigroup S of singular (i.e., non-bijective) partial trans-
formations of a finite set X. This semigroup can be decomposed as S = ET , where E is the
(monoid) semilattice of all partial identities, and T is the semigroup of singular (full) transfor-
mations of X. This time we have T ⊆ S but E 6⊆ S, although we do not have the extreme
E ∩ S = ∅; rather, E \ S consists only of the identity map. Many more such examples exist.

The main goal of the current study is to provide a unified framework for working with a large
class of structures including the kind just described; presentations will form an important set of
tools. The central notion throughout is that of an action pair (U,S). Such a pair consists of
subsemigroups U and S of a common monoid M , such that S acts on the monoid completion
U1 = U ∪{1} in a way that is suitably compatible with the product in M . The formal definitions
are given later in the paper, including various other conditions that are required. But it is worth
noting that ‘compatibility’ here means that

s · u = su · s for all s ∈ S and u ∈ U1.

(In the above expression, · is the product in M , and the action of S on U1 is denoted by
(s, u) 7→ su.) It follows quickly from this that the set product

US = {us : u ∈ U, s ∈ S}

is a subsemigroup of M . It is important to note that US might contain neither U nor S, nor
even isomorphic copies of either. On the other hand, if U and S are both submonoids of M ,
then US contains both U and S as submonoids.

An important natural class of examples extending those discussed above come from (subsemi-
groups of) inverse semigroups [77], and more generally left restriction semigroups [56] . If S is an
inverse semigroup with semilattice of idempotents E, then (E,S) is an action pair in the monoid
completion S1, with respect to the conjugation action: se = ses−1 for e ∈ E1 and s ∈ S. More
generally, (F, T ) is an action pair for any subsemigroup T ≤ S and any subsemilattice F ≤ E for
which F 1 is closed under conjugation by elements of T . (Almost-)factorisable inverse monoids
and semigroups [14,76] are (very) special cases of this. Other similar examples involve products
of idempotents and one- or two-sided units of arbitrary monoids [35]. Many other examples are
considered throughout the paper, some with very different behaviour to those discussed so far.
The class of semigroups arising from action pairs is extremely rich, and part of our motivation
stems from the desire to obtain a comprehensive understanding of such semigroups, analogous
to that of more specialised classes such as inverse and (left) restriction semigroups.

As well as this introduction, and the preliminary Chapter 2, the paper consists of two main
parts:

• Part I constitutes a detailed structural analysis of semigroups arising from action pairs, and

• Part II concerns presentations by generators and relations for semigroups in this class.
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We now give a very brief overview of the main highlights of the paper. More detailed summaries
can be found in the opening remarks of both parts, and in the introductions to the chapters
within.

As we have just indicated, the first part of the paper is devoted to analysing the structure of
a semigroup US arising from an action pair (U,S). Chapter 3 contains a number of preliminary
results on actions and semidirect products that will be used extensively throughout the rest of
the paper. Our notion of semidirect product is slightly more general than the usual one, which
is essential to capture the widest possible collection of applications. Chapter 4 introduces action
pairs, provides an extensive collection of examples (and non-examples for contrast), and contains
the first main structural result:

• Theorem 4.53 shows that US is a homomorphic image of a semidirect product U ⋊S, and
classifies all congruences on semidirect products that correspond to action pairs.

Chapter 5 concerns the special class of proper action pairs; these extend the notion of proper
(a.k.a. E-unitary) inverse semigroups, and more generally proper left restriction semigroups.
The main results of this chapter are broad generalisations of McAlister’s celebrated Covering
Theorem [86] and P-Theorem [87] for inverse semigroups. These new results encapsulate many
extensions of McAlister’s theorems to other more specialised classes:

• Theorem 5.39 shows that US has a proper cover, by which we mean that there is a proper
action pair (U ′, S′) in a suitable monoid, with U ′ ∼= U and S′ ∼= S, and a natural surmor-
phism U ′S′ → US. Further, if S or U is a submonoid of the monoid containing US, then
the surmorphism U ′S′ → US restricts to an isomorphism U ′ → U or S′ → S, respectively.

• Theorem 5.60 shows that a proper monoid US embeds in a semidirect product U ⋊ (S/σ),
where U is a monoid containing U , and where σ is a special congruence on S akin to the least
group congruence on an inverse semigroup. Theorems 5.47, 5.82 and 5.102 are variations on
this result, and show that when U has certain additional structural properties (such as being
commutative, a semilattice or a left-regular band), then an embedding US → U ⋊ (S/σ)
of the above kind exists where U also has the relevant structural property.

As applications, we give new proofs of the generalisations of McAlister’s above-mentioned theo-
rems to the class of left restriction semigroups [9, 47, 75, 98].

In the second part of the paper we turn our attention to presentations by generators and
relations. As discussed above, presentations are extremely important tools when working with
any kind of algebraic structure, and several results exist for building presentations for algebras
that arise from others via natural constructions. See for example [21, 24, 41, 65, 74, 105–107]; the
introduction to [36] contains a fuller discussion and many more references. Chapter 6 contains
many general results on presentations for a semigroup US arising from an action pair (U,S) in
several important cases:

• Theorems 6.5, 6.13, 6.28, 6.30 and 6.32 concern the case in which U and S are both
submonoids of the over-monoid. As we will see, one complication that must be overcome
is the fact that the semidirect product U ⋊ S need not be a monoid in this case.

• Theorems 6.36, 6.44 and 6.50 only assume that one of U or S is a submonoid. Other
conditions must be satisfied in these cases in order to obtain usable results.

The general machinery developed in Chapter 6 is then applied to a number of important examples
in the remaining chapters:

• Free left restriction monoids are treated in Chapter 7; see Theorem 7.13.
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• Chapter 8 concerns several monoids and semigroups of (partial) endomorphisms of an
independence algebra. See especially Theorem 8.40, which gives a presentation for the ∩-
semilattice of finite-codimensional subalgebras of an arbitrary strong independence algebra.

• A number of transformational wreath products are covered in Chapter 9, the main results
here being Theorems 9.33, 9.59 and 9.68–9.70.

The potential for further applications is vast.

The article also includes several other results of independent interest. For example:

• In Section 3.2 we prove a number of results on (our more general) semidirect products,
including the fact that a semidirect product U ⋊ S is a monoid if and only if U and S are
both monoids, with S acting monoidally on U by monoid morphisms; see Corollary 3.13.

• Theorem 6.50 gives a presentation for a semidirect product U ⋊ S in the case that S is a
monoid and U an arbitrary semigroup. This complements [41, Theorem 3.1], which treats
the reverse case, where U is a monoid and S a semigroup. By contrast, [74, Corollary 2]
gives a presentation for U ⋊ S when it is a monoid (which occurs when the conditions
discussed in the previous point hold). Our Theorem 6.30 extends this result, by relaxing
the assumption that S acts by monoid morphisms, and applies to the largest submonoid
of U ⋊ S with identity (1, 1).

• In Section 7.2 we show that the free left restriction monoid over any set has a unique
minimum (monoid) generating set; see Proposition 7.11, Theorem 7.13 and Remark 7.14.

• In Section 8.3, we prove several results on independence algebras with suitably large sub-
algebras, and show that these are precisely the algebras displaying the most ‘freedom’ in
(partial) automorphisms; see especially Propositions 8.26–8.30.

• In Section 8.5, we give a number of results on generating sets for groups of (finitary)
automorphisms of independence algebras, which provide a common generalisation of the
following two facts: (i) finite symmetric groups are generated by transpositions, and (ii)
finite-dimensional general linear groups are generated by ‘elementary row operation’ ma-
trices. See Theorems 8.47 and 8.50.

Throughout the text we pose a number of open problems and enticing directions for future
studies.
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2 Preliminaries

This article is intended to be largely self-contained, and accessible to a broad audience of alge-
braists. Accordingly, we now gather the basic definitions and facts concerning semigroups and
presentations we need, and fix most of the notation we will be using. For more background on
semigroups, and for proofs of the various assertions below, see for example [16,62,64]. For inverse
semigroups in particular, see [77] or [64, Chapter 5]; for (left) restriction semigroups, see [56].
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2.1 Semigroups

A semigroup is a set with an associative binary operation, typically denoted by juxtaposition. A
monoid is a semigroup with an identity element. Unless otherwise specified, the identity of any
monoid is denoted by 1.

A semigroup morphism is a map φ : S → T , where S and T are semigroups, and where
(xy)φ = (xφ)(yφ) for all x, y ∈ S. A monoid morphism is a semigroup morphism between
monoids that additionally maps the identity to the identity.

If S is a semigroup, then S1 denotes the monoid completion of S. Formally:

• S1 = S if S is already a monoid;

• otherwise, S1 = S ⊔{1}, where 1 is a symbol not belonging to S, and acting as an identity
for S1. (Here and elsewhere ⊔ denotes disjoint union.)

If S happens to be a subsemigroup of a specified monoid M , then we often assume the identity
of S1 is the same as that of M ; we will always be clear about this.

An element x of a semigroup S is (von Neumann) regular if x = xax for some a ∈ S. For
b = axa, we then have x = xbx and b = bxb. A semigroup is (von Neumann) regular if all its
elements are regular. An element x ∈ S is an idempotent if x = x2. We generally write E(S) for
the set of all idempotents of S. Clearly any idempotent is regular. A semigroup S is a band if
S = E(S): i.e., if every element of S is an idempotent. A semilattice is a commutative band. A
band S is left-regular if xyx = xy for all x, y ∈ S; right-regular bands are defined symmetrically,
but they will not arise in our investigations. Left-regular bands are of course generalisations of
semilattices, but they are important for many reasons, one of which is that they include many
semigroups of geometric significance [81, 82].

A semigroup S is inverse if for every x ∈ S there is a unique element a ∈ S such that x = xax
and a = axa; this element is then denoted a = x−1. Equivalently, a semigroup S is inverse if
it is regular and its idempotents commute; the set E(S) is therefore a semilattice. Inverse
semigroups can also be defined as a variety of unary semigroups (i.e., semigroups equipped with
an additional basic unary operation); they are precisely the class of semigroups with a unary
operation x 7→ x−1 satisfying the identities

(x−1)−1 = x = xx−1x, (xy)−1 = y−1x−1 and xx−1yy−1 = yy−1xx−1.

A relation σ on a semigroup S is left-compatible if (x, y) ∈ σ ⇒ (ax, ay) ∈ σ for all a ∈ S.
Right-compatibility is defined symmetrically, and a relation is compatible if it is both left- and
right-compatible. A (left or right) congruence is an equivalence relation that is (left- or right-)
compatible. We will need the following basic result a number of times; it is surely well known,
but we include a short proof for convenience.

Lemma 2.1. If σ is a right congruence on a monoid M , then the σ-class of 1 is a submonoid
of M .

Proof. Let T be the σ-class of 1. Clearly 1 ∈ T . Now let a, b ∈ T . Since a, b σ 1, and since σ is
a right congruence, we have ab σ 1b = b σ 1.

As in [6,118], a mid-identity (a.k.a. mid-unit or middle unit) of a semigroup S is an element
a ∈ S such that xay = xy for all x, y ∈ S.

A retraction is a morphism φ : S → T , where S is a semigroup, T ≤ S a subsemigroup, and
φ↾T = idT . Obviously retractions are surjective.

7



Lemma 2.2. Suppose a is a mid-identity of a semigroup S, and let T ≤ S.

(i) The following diagram commutes, with all sets subsemigroups of S, and all maps surmor-
phisms:

T

Ta aT

aTa

f1:x 7→xa f2:x 7→ax

g1:x 7→ax g2:x 7→xa

(ii) If Ta ≤ T , then aTa ≤ aT , and f1 and g2 are retractions.

(iii) If aT ≤ T , then aTa ≤ Ta, and f2 and g1 are retractions.

Proof. This is all easily checked, and we just give a couple of sample calculations. To show
that f1 is a morphism, let x, y ∈ T . Then

(xf1) · (yf1) = xa · ya = xay · a = xy · a = (xy)f1.

If Ta ≤ T , then for any t ∈ T we have (ta)f1 = taa = ta, so that f1 is a retraction.

Remark 2.3. Although Ta, aT and aTa are subsemigroups of S, they might not be subsemi-
groups of T . See Remark 3.24 for a specific example of this, where aT ∩ T = ∅; in fact,
aT = S \ T .

Remark 2.4. Lemma 2.2 also follows from [19, Theorem 2.15], which concerns sandwich semi-
groups in (locally small) categories. The simplest case of a sandwich semigroup is a semigroup
variant [60,61]. The variant of a semigroup S with respect to an element a ∈ S is the semigroup
Sa = (S, ⋆a), where the ‘sandwich operation’ ⋆a is defined by x ⋆a y = xay for all x, y ∈ S. Of
course if a is a mid-identity of S, then ⋆a is precisely the original operation in S.

We also need the following simple result.

Lemma 2.5. Let S be a semigroup, and suppose P ≤ S is a semilattice. If x, y ∈ S are such
that [x ∈ Py and y ∈ Px] or [x ∈ yP and y ∈ xP ], then x = y.

Proof. By symmetry, we assume that x ∈ Py and y ∈ Px, so that x = py and y = qx for some
p, q ∈ P . But then

x = py = pqx = qpx = (qq)px = q(qpx) = qx = y.

Green’s R, L , J , H and D relations on a semigroup S [58] will not play an explicit role in
our study, but since we do mention them in passing from time to time it is convenient to define
them here. The first three of these relations are defined, for x, y ∈ S, by

x R y ⇔ xS1 = yS1, x L y ⇔ S1x = S1y and x J y ⇔ S1xS1 = S1yS1.

These can also be characterised in terms of divisibility. For example, x R y if and only if x = ya
and y = xb for some a, b ∈ S1; this is in turn equivalent to having either x = y or else x = ya
and y = xb for some a, b ∈ S. The final two of Green’s relations are defined by

H = R ∩ L and D = R ∨ L ,

where the latter denotes the join of R and L in the lattice of all equivalence relations on S: i.e., D
is the least equivalence containing R ∪ L . It is well known that in fact D = R ◦ L = L ◦ R.
For some classes of semigroups (some of) Green’s relations can be characterised equationally. For
example, if S is inverse, then x R y ⇔ xx−1 = yy−1.
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2.2 Transformation semigroups

Certain semigroups of (partial) transformations will play an important role throughout, so we
revise their definitions here. Let X be an arbitrary set. A partial transformation of X is a
function A → X for some A ⊆ X. The set PTX of all such partial transformations of X is a
monoid under ordinary relational composition, called the partial transformation monoid.

As usual, we denote by dom(α) and im(α) the domain and image of a partial transformation
α ∈ PTX , with their standard meanings. For x ∈ dom(α) we write xα for the image of x under α,
and we compose partial transformations from left to right. Note, for example, that

dom(αβ) = dom(β)α−1 =
{
x ∈ dom(α) : xα ∈ dom(β)

}
for α, β ∈ PTX .

The kernel of α ∈ PTX is the equivalence

ker(α) =
{
(x, y) ∈ dom(α)× dom(α) : xα = yα

}
,

and the rank of α is the cardinal

rank(α) =
∣∣im(α)

∣∣ =
∣∣dom(α)/ ker(α)

∣∣.

Here dom(α)/ ker(α) is the quotient of the set dom(α) by the equivalence ker(α): i.e., the set of
all ker(α)-classes. Important submonoids of PTX include:

• TX = {α ∈ PTX : dom(α) = X}, the full transformation monoid,

• IX = {α ∈ PTX : α is injective}, the symmetric inverse monoid,

• GX = {α ∈ TX : α is bijective}, the symmetric group.

As the name suggests, IX is an inverse monoid. The inverse of α ∈ IX is the ordinary inverse
mapping α−1, and the idempotents of IX are precisely the partial identity maps idA (A ⊆ X).
These are not the only idempotents of PTX when |X| ≥ 2.

When X is finite, the sets

Sing(PTX) = PTX \ GX , Sing(TX) = TX \ GX and Sing(IX) = IX \ GX

are subsemigroups, indeed two-sided ideals, of PTX , TX and IX , respectively. For arbitrary X,
we also have the subsemigroup PTX \ TX of all strictly partial transformations of X, which is in
fact a right ideal of PTX . When X = {1, 2, . . . , n} for some integer n, we typically denote PTX
by PTn, and similarly for Tn, In and so on. We often make use of the standard two-line notation
for partial transformations. For example, α =

(
1 2 3 4 5 6
2 − 3 2 6 6

)
∈ PT6 has domain {1, 3, 4, 5, 6}, and

maps 1 7→ 2, 3 7→ 3, and so on.

2.3 Left restriction semigroups

Left restriction semigroups arise in many different contexts and have many different names.
Essentially, one can define them in three different ways:

• by a representation: up to isomorphism, they are precisely subsemigroups of partial trans-
formation semigroups closed under the map α 7→ iddom(α);

• as a generalisation of inverse semigroups: they possess a distinguished semilattice of idem-
potents E (not necessarily all the idempotents), such that every R̃E-class contains an
idempotent of E, and the so-called ‘ample condition’ holds; here R̃E is a relation contain-
ing Green’s R-relation;
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• they form a variety of unary semigroups (see below).

For more details and background we refer the reader to [56]. It is convenient here to take the
third option:

Definition 2.6. A left restriction semigroup is a unary semigroup S satisfying the following
identities, where we write the unary operation as s 7→ s+:

(L1) x+x = x,

(L2) x+y+ = y+x+,

(L3) (x+y)+ = x+y+,

(L4) xy+ = (xy)+x.

Right restriction semigroups are defined dually, and there is also a notion of a (two-sided)
restriction semigroup; the latter have two interacting unary operations, but it is not necessary
to give the definitions here. Archetypal examples of left restriction semigroups include:

• any inverse semigroup S, with s+ = ss−1,

• the partial transformation monoid PTX for any set X, with α+ = iddom(α).

If the left restriction semigroup S is a monoid with identity 1, it follows immediately from (L1)
that 1+ = 1. Any monoid trivially becomes a left restriction monoid, upon defining s+ = 1 for
all s, but such structures are generally not of interest to us.

The identities (L1)–(L4) are rather compact, and some important properties are not imme-
diately apparent. For example (writing =1 to indicate an application of (L1), etc.), we have

(L5) x+x+ =3 (x
+x)+ =1 x

+,

so that each x+ is an idempotent. We then also have

(L6) (x+)+ =5 (x
+x+)+ =3 x

+(x+)+ =2 (x
+)+x+ =1 x

+,

so that the operation + is itself idempotent.

It follows from (L3) that the set

P (S) = {s+ : s ∈ S}

is a subsemigroup of S. By (L2) and (L5), P (S) is in fact a semilattice. By (L6), P (S) is closed
(indeed, fixed pointwise) under +. The elements of P (S) are called projections.

2.4 Presentations

We conclude this preliminary chapter by establishing the notation we use for presentations.
Presentations exist for any variety of universal algebras; here we explain how they work for
semigroups and monoids, both for the sake of concreteness, and since these are our intended
applications.

Let X be a set, and X+ the free semigroup on X, which consists of all non-empty words
over X under the operation of concatenation. Let R ⊆ X+ × X+ be a set of pairs of words,
and write R♯ for the congruence on X+ generated by R. We say a semigroup S has (semigroup)
presentation Sgp〈X : R〉 if S ∼= X+/R♯, or equivalently if there is a surmorphism X+ → S
with kernel R♯; if φ is such a surmorphism, we say S has presentation Sgp〈X : R〉 via φ. The
elements of X and R are called generators and relations, respectively, and a relation (u, v) ∈ R is
sometimes displayed as an equation, u = v. A normal form function is a function N : S → X+
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such that N(s)φ = s for all s ∈ S. If we write ∼ = R♯ = ker(φ), then it follows from the
definitions that

N(uφ) ∼ u and N(st) ∼ N(s)N(t) for all u ∈ X+ and s, t ∈ S. (2.7)

There is also a corresponding notion of monoid presentations. The free monoid on the setX is
denoted by X∗, and is defined by X∗ = X+∪{ι}. Here ι is the empty word, which is the identity
of X∗. We say a monoid S has (monoid) presentation Mon〈X : R〉, where R ⊆ X∗ × X∗, if
S ∼= X∗/R♯. We also speak of monoid presentations via surmorphisms X∗ → S (with kernel R♯),
and normal form functions N : S → X∗; typically we assume that N(1) = ι.

On occasions, we will identify Sgp〈X : R〉 with the semigroup X+/R♯ itself, and similarly
for monoid presentations. Consider such a semigroup Sgp〈X : R〉, and another semigroup T .
Any function f : X → T extends uniquely to a morphism φ : X+ → T , which is defined by
(x1 · · · xk)φ = (x1f) · · · (xkf) for any x1, . . . , xk ∈ X. Standard notions of universal algebra tell
us that if φ preserves R, in the sense that uφ = vφ for every (u, v) ∈ R, then R♯ ⊆ ker(φ). In
this case, φ induces a morphism Φ : Sgp〈X : R〉 → T , defined by [w]Φ = wφ for w ∈ X+, where
[w] denotes the R♯-class of w.

The next result has a simple proof, and is essentially folklore. Although we state it for
monoids (as that is the context in which we will most often apply it), it holds more generally
for arbitrary classes of (universal) algebras admitting presentations, so in particular there is a
semigroup version as well, whose explicit statement we omit.

Lemma 2.8. Suppose a monoid S has presentation Mon〈X : R〉 via φ : X∗ → S, and let
N : S → X∗ be a normal form function. Suppose π : S → T is a surmorphism onto a monoid T ,
and suppose ker(π) = Ω♯, where Ω ⊆ S × S. Then T has presentation Mon〈X : R ∪RΩ〉 via
φπ : X∗ → T , where RΩ =

{
(N(s), N(t)) : (s, t) ∈ Ω

}
.

The next result also has a semigroup version, which we omit. For the statement, recall that
left-regular bands were defined in Section 2.1.

Lemma 2.9. Let M = Mon〈X : R〉, where X is an alphabet and R ⊆ X∗ ×X∗. Also, let

R1 =
{
(x2, x) : x ∈ X

}
, R2 =

{
(xy, yx) : x, y ∈ X

}
and R3 =

{
(xyx, xy) : x, y ∈ X

}
.

(i) If R2 ⊆ R♯, then M is commutative.

(ii) If R1 ∪R2 ⊆ R♯, then M is a semilattice.

(iii) If R1 ∪R3 ⊆ R♯, then M is a left-regular band.

Proof. (i). This is clear.

(ii). Since R2 ⊆ R♯, M is commutative. Since R1 ⊆ R♯, M is idempotent-generated. Since any
idempotent-generated commutative semigroup is a semilattice, the result follows.

(iii). Write ∼ = R♯, and for w ∈ X∗ write w for the ∼-class of w. We must show that

(a) u2 ∼ u for all u ∈ X∗, and (b) uvu ∼ uv for all u, v ∈ X∗.

In fact, it suffices to prove (b), as (a) follows upon taking v = ι. We first show that

(c) xvx ∼ xv for all x ∈ X and v ∈ X∗.
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We prove this by induction on k = ℓ(v), the length (number of letters) of v. If k = 0 then v = ι,
and (c) says x2 ∼ x, which holds because R1 ⊆ R♯. So now suppose k ≥ 1, and write v = v′y
where v′ ∈ X∗ and y ∈ X. Since ℓ(v′) = k− 1, we have xv′ ∼ xv′x by induction. Since R3 ⊆ R♯,
we have xy ∼ xyx. It then follows that

xv = xv′y ∼ xv′xy ∼ xv′xyx ∼ xv′yx = xvx,

completing the proof of (c).

We now prove (b) by induction on l = ℓ(u). If l = 0 then u = ι, and (b) says v ∼ v, which
is obviously true. So now suppose l ≥ 1, and write u = zu′, where u′ ∈ X∗ and z ∈ X. Since
ℓ(u′) = l − 1, we have u′v ∼ u′vu′ by induction. By (c) we have zu′v ∼ zu′vz. It then follows
that

uv = zu′v ∼ zu′vu′ ∼ zu′vzu′ = uvu,

completing the proof of (b), and hence of the lemma.

Remark 2.10. If R1 ⊆ R♯, then of course M is idempotent-generated, but it need not be a
band.
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Part I

Structure

This paper concerns a certain class of semigroups arising from what we will call action pairs.
This first part of the paper is devoted to a structural analysis of such semigroups and pairs.

Roughly speaking, an action pair (U,S) consists of two subsemigroups of a common over-
monoid M , with an action of S on U1 that is suitably compatible with the operation of M .
Associated to such a pair is another subsemigroup of M , namely the (internal) product

US = {us : u ∈ U, s ∈ S}.

The semigroup US does not always contain U or S as subsemigroups, and does not even need
to contain isomorphic copies of either. Nevertheless, we will see that the structure of US can be
concisely described in terms of the structure of U and S, the action of S on U1, and some other
data. We will also see that action pairs provide a natural context in which to extend a number of
important classical results on inverse semigroups, left restriction semigroups, and more general
structures.

There are three chapters in this part of the paper. Chapter 3 contains preliminary material
on actions and semidirect products, which will underpin all that follows.

In Chapter 4, we introduce action pairs (and more generally weak action pairs), discuss a
number of examples (including the class of left restriction semigroups), and prove a structure
theorem that will be used extensively in the second part of the paper when we study presentations.
This result, Theorem 4.53, states that a semigroup US arising from an action pair (U,S) is a
homomorphic image of a semidirect product U ⋊ S, so that US ∼= (U ⋊ S)/θ for a suitable
congruence θ. The theorem also classifies the congruences on semidirect products leading to
action pairs, showing how they are built from natural families of right congruences on S.

Chapter 5 contains a number of further structure theorems, all of which involve so-called
proper action pairs. The resulting ‘product semigroups’ US include all proper left restriction
semigroups, and in particular all proper (a.k.a. E-unitary) inverse semigroups. A very brief
summary of the main results is as follows:

(i) A semigroup US arising from an arbitrary (weak) action pair (U,S) can be covered by a
proper semigroup U ′S′ with U ′ ∼= U and S′ ∼= S. See Theorem 5.39.

(ii) Any proper semigroup US can be naturally embedded in a semidirect product U ⋊ (S/σ),
where U contains U , and where σ is a conguence on S akin to the least group congruence on
an inverse semigroup. See Theorem 5.60. When U has additional structural properties (such
as being commutative, a semilattice or a left-regular band), we can adjust our construction
to ensure that U has the same structural property as well; see Theorems 5.47, 5.82 and 5.102.

As applications of these results, we provide short proofs of the above-mentioned classical re-
sults on left restriction semigroups; this class includes inverse semigroups, but with a different
interpretation of the unary operation.

3 Actions and semidirect products

Actions and semidirect products are important tools in practically every part of algebra, and
they will play a crucial role throughout the current work. In this chapter we gather various facts
that we need in the rest of the paper.
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3.1 Actions

A (left) action of a semigroup S on a set M is a map S ×M →M : (s, x) 7→ sx such that

s(tx) = stx for all s, t ∈ S and x ∈M .

All actions are assumed to be left actions. Our choice of the (left) superscript notation for actions
is for readability, particularly as many expressions below involve both actions and products; it is
convenient to keep the former ‘vertical’ and the latter ‘horizontal’. If S happens to be a monoid
with identity 1, then we say the action is monoidal if

1x = x for all x ∈M .

The actions that arise in later chapters will almost always be monoidal when S is a monoid. (A
notable exception is Theorem 4.53.) We will also generally be interested in the case that the
action preserves an algebraic structure on M . If M happens to be a semigroup, then the action
is by semigroup morphisms if

s(xy) = sx · sy for all for all s ∈ S and x, y ∈M .

If M happens to be a monoid with identity 1, then the action is by monoid morphisms if

s(xy) = sx · sy and s1 = 1 for all for all s ∈ S and x, y ∈M .

On many occasions in the paper, we will be concerned with the case in which a semigroup S acts
on a monoid M by semigroup morphisms, but not by monoid morphisms; see Example 3.3(ii)
for an important/motivating case. In such cases, the elements s1 (s ∈ S) play a crucial role, so
it is convenient to record some of their properties. (All of these properties are trivial when the
action is by monoid morphisms.)

Lemma 3.1. Suppose a semigroup S acts on a monoid M by semigroup morphisms, and for
s ∈ S write s+ = s1. Then for all s, t ∈ S and x ∈M we have

(i) s+s+ = s+,

(ii) s(t+) = (st)+,

(iii) s+(st)+ = (st)+ = (st)+s+,

(iv) s+ · sx = sx = sx · s+.

Proof. These are all easily established, and there are some interdependencies; for example (i)
follows from (iv) with x = 1. As an example calculation, s+ · sx = s1 · sx = s(1 · x) = sx, giving
the first half of (iv).

Remark 3.2. The reader will note that we have used the notation s+ for the unary operation
in a left restriction semigroup (cf. Section 2.3), and also for the elements s1 arising from a
semigroup action on a monoid. This choice is deliberate, and it will transpire that there are deep
connections between the two ideas; see especially Section 4.3.

We conclude this section with some useful examples that we will often revisit.

Example 3.3. (i) Consider arbitrary semigroups S and M , such that M contains an idempo-
tent e. Then sx = e (s ∈ S, x ∈M) defines an action of S on M by semigroup morphisms,
which we call the constant action with image e. If S is a monoid, this action is monoidal
if and only if M = {e}. If M is a monoid, the action is by monoid morphisms if and only
if e = 1.
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(ii) Consider an inverse semigroup S, and let E = E(S) be the semilattice of idempotents. Then
se = ses−1 defines an action of S on E1 by semigroup morphisms, as follows from standard
facts about inverse semigroups; cf. Section 2.1. For example,

s(ef) = sefs−1 = ss−1sefs−1 = ses−1sfs−1 = se · sf for all s ∈ S and e, f ∈ E1,

where we used the fact that the idempotents e and s−1s commute. (Taking f = e = e2 in
the above shows that indeed se ∈ E1 for s ∈ S and e ∈ E1.) With respect to this action, we
have s+ = s1 = ss−1 for all s ∈ S. Thus, the action is by monoid morphisms if and only if
ss−1 = 1 for all s ∈ S, which is equivalent to S being a group. If S happens to be a monoid,
then the action is monoidal.

(iii) Let X be a non-empty set, and consider the power set P(X) = {A : A ⊆ X} as a monoid
(indeed, semilattice) under ∩, with identity X. The partial transformation monoid PTX
(cf. Section 2.2) acts monoidally on P(X) by semigroup morphisms, via

αA = Aα−1 = {x ∈ dom(α) : xα ∈ A} for A ⊆ X and α ∈ PTX .

This action is not by monoid morphisms, however, as αX = dom(α) for all α ∈ PTX . On the
other hand, the induced action of the full transformation monoid TX ≤ PTX is by monoid
morphisms, as dom(α) = X for all α ∈ TX .

3.2 Semidirect products

Typically, to define a semidirect product U ⋊ S, for semigroups U and S, one begins with
an action of S on U , or equivalently a representation of S by endomorphisms of U ; see for
example [103, 119]. However, in order to encompass all of our desired applications, we need a
slightly more general notion:

Definition 3.4. Suppose U and S are semigroups, and suppose S has a left action on U1 (the
monoid completion of U) by semigroup morphisms, denoted

ϕ : S × U1 → U1 : (s, u) 7→ su.

The semidirect product U ⋊ S = U ⋊ϕ S is the semigroup

U ⋊ S =
{
(u, s) : u ∈ U, s ∈ S

}
with operation (u, s) · (v, t) = (u · sv, st). (3.5)

Throughout the paper, we omit the ϕ subscript, and write U ⋊S = U ⋊ϕ S. Context will always
make it clear which action is in play.

Remark 3.6. In (3.5), it is possible to have sv = 1 6∈ U , but we always have u · sv ∈ U .

If S acts on U itself, then it also acts on U1; if U 6= U1, then we additionally define s1 = 1
for all s ∈ S. In this case, U⋊S as in Definition 3.4 agrees with the ordinary semidirect product.
Throughout the paper, we will frequently be interested in actions on U1 that do not arise in this
way. (An action of a semigroup on a monoid M might not restrict to an action on M \{1}, even
if the latter is a subsemigroup of M .)

As an example, let S = TX for an arbitrary set X with |X| ≥ 2, and let U = P(X) \ {X}
be the ∩-semilattice of all proper subsets of X. Then the action of S on U1 = P(X) given in
Example 3.3(iii) does not arise from an action on U . (If α ∈ TX has image A ( X, then A ∈ U ,
but αA = X 6∈ U .) In this case, we will see that the semidirect product U ⋊ S maps naturally
onto PTX \ TX , the semigroup of all strictly partial transformations of X; cf. Example 4.30 and
Proposition 4.46.
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For the rest of this section, we fix semigroups S and U , and assume that S acts on U1 by
semigroup morphisms. We begin the following observation.

Lemma 3.7. If U ⋊ S is a monoid, then U and S are both monoids, and the identity of U ⋊ S
is (1, 1), where as usual we write 1 for the identity of both U and S.

Proof. Suppose U ⋊ S is a monoid with identity (e, f). So for all u ∈ U and s ∈ S,

(u, s) = (u, s) · (e, f) = (u · se, sf) and similarly (u, s) = (e · fu, fs). (3.8)

Looking at the second coordinates of (3.8), it follows that S is a monoid with identity f = 1.
Looking at the first coordinates, and taking s = 1 ∈ S (and remembering f = 1), we have

u = u · 1e = e · 1u for all u ∈ U . (3.9)

But then for any u ∈ U , several applications of (3.9) gives

ue = e · 1(ue) = e · 1u · 1e = u · 1e = u,

so that e ∈ U is a right identity for U . In particular, e is an idempotent; combining this
with (3.9), it quickly follows that e is also a left identity for U .

So U ⋊ S being a monoid implies that U and S are both monoids, but the next result shows
that the converse is not true in general.

Recall that we have a fixed action of S on U1. This can be extended to an action of S1 on U1

in an obvious way: if S 6= S1, then we additionally define 1u = u for all u ∈ U1. This action
of S1 is of course monoidal if S 6= S1, but need not be monoidal if S = S1 is a monoid. In any
case, we also have the semidirect product U1 ⋊ S1, which contains U ⋊ S as a subsemigroup.

We now define 1 = (1, 1) ∈ U1⋊S1. One might initially expect U1⋊S1 to be a monoid with
identity 1, but this is not always true. (But if U1 ⋊ S1 is a monoid, then its identity is 1, by
Lemma 3.7.) Rather, we have

1 · (u, s) = (1u, s) and (u, s) · 1 = (us+, s) for any u ∈ U1 and s ∈ S1, (3.10)

where again we write s+ = s1 for s ∈ S1.

Lemma 3.11. (i) 1 is a left identity for U1 ⋊ S1 if and only if the action of S1 on U1 is
monoidal,

(ii) 1 is a right identity for U1⋊S1 if and only if the action of S1 on U1 is by monoid morphisms,

(iii) U1 ⋊ S1 is a monoid with identity 1 if and only if the action of S1 on U1 is monoidal and
by monoid morphisms.

Proof. This all follows from (3.10). The only (slightly) non-obvious part is the forwards implica-
tion in (ii). For this, we note that if 1 is a right identity, then (1, s) = (1, s)·1 = (s+, s) ⇒ s+ = 1
for all s ∈ S.

Remark 3.12. In general, 1 need not be a left or right identity for U1 ⋊S1, and in fact it need
not even be an idempotent, as 1 · 1 = (11, 1) = (1+, 1). It is quite possible to have 1+ 6= 1. For
example, this is the case for the constant action of S = S1 on U1 whose image is a non-identity
idempotent; cf. Example 3.3(i).

Combining Lemmas 3.7 and 3.11, we immediately obtain the following neat characterisation
of monoid semidirect products:
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Corollary 3.13. The following are equivalent:

(i) U ⋊ S is a monoid,

(ii) U and S are both monoids, and the action of S(= S1) on U(= U1) is monoidal and by
monoid morphisms.

Even though 1 need not be a left or right identity for U1 ⋊ S1 (cf. Remark 3.12), it does
nevertheless have the following very important property.

Lemma 3.14. The element 1 is a mid-identity for U1 ⋊ S1.

Proof. For any u, v ∈ U1 and s, t ∈ S1, we have

(u, s) · 1 · (v, t) = (us+, s) · (v, t) = (us+ · sv, st) = (u · sv, st) = (u, s) · (v, t),

where we used Lemma 3.1(iv) in the third step.

Remark 3.15. We noted in Remark 3.12 that 1 might not be an idempotent of U1 ⋊ S1, but
now we have seen that it is always a mid-identity. It is well known, and easy to see, that any
regular mid-identity must be an idempotent. Thus, U1⋊S1 gives a neat example of a semigroup
with a non-regular mid-identity (when 1+ 6= 1). The square of any mid-identity is always an
idempotent mid-identity, and here this is 1 · 1 = (1+, 1).

The next result is not essential for our purposes, but it seems worth recording; it of course
leads to an alternative proof of Lemma 3.14.

Proposition 3.16. The mid-identities of U1 ⋊ S1 are precisely the elements of the form (e, 1)
for which 1e is a left identity for the subsemigroup {1u : u ∈ U1} ≤ U1.

Proof. Throughout the proof we write V = {1u : u ∈ U1}. (This is a subsemigroup because
1u · 1v = 1(uv) for all u, v ∈ U1.)

Suppose first that (e, f) is a mid-identity for U1 ⋊ S1, and let u ∈ U1 be arbitrary. Then

(1u, 1) = 1 · (u, 1) = 1 · (e, f) · (u, 1) = (1e · fu, f).

It follows that f = 1, and then also that 1u = 1e · fu = 1e · 1u, so that 1e is a left identity for V .

Conversely, suppose e ∈ U1 is such that 1e is a left identity for V , and let (u, s), (v, t) ∈ U1⋊S1

be arbitrary. Then

(u, s) · (v, t) = (u · sv, st) and (u, s) · (e, 1) · (v, t) = (u · se · sv, st) = (u · s(ev), st),

so we must show that u · s(ev) = u · sv. But this follows quickly from

s(ev) = s·1(ev) = s(1(ev)) = s(1e · 1v) = s(1v) = s·1v = sv.

The remaining results of this section concern certain natural subsemigroups of U ⋊ S. We
begin by defining

M1 =
{
(u, s) ∈ U ⋊ S : u = us+

}
and M2 =

{
(u, s) ∈ U ⋊ S : u = 1u

}
.

(We will soon see that these are indeed subsemigroups. In M2, note that 1u is defined even if
1 6∈ S.) We also define

M =M1 ∩M2 =
{
(u, s) ∈ U ⋊ S : 1u = u = us+

}
.
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Lemma 3.17. We have M =
{
(u, s) ∈ U ⋊ S : u = 1us+

}
.

Proof. We must show that for any u ∈ U and s ∈ S, we have 1u = u = us+ ⇔ u = 1us+. The
forwards implication being clear, suppose u = 1us+. Then

1u = 1(1us+) = 1(1u) · 1(s+) = 1·1u · (1 · s)+ = 1u · s+ = u

and us+ = 1us+ · s+ = 1us+ = u,

where we used parts (i) and (ii) of Lemma 3.1.

The statements below refer to the element 1 = (1, 1) ∈ U1 ⋊ S1, which might not belong to
U ⋊ S, and in particular might not belong to any of the subsets M1, M2 or M . When 1 does
belong to U ⋊S (i.e., when U and S are monoids), it belongs to any of these subsets if and only
if it belongs to all of them, and this is equivalent to having 1 = 1+.

Lemma 3.18. (i) M1 = (U ⋊ S) · 1 is a left ideal (and hence a subsemigroup) of U ⋊ S, and 1

is a right identity for M1 (but not necessarily an element of M1).

(ii) M1 = U ⋊ S if and only if

u = us+ for all u ∈ U and s ∈ S, (3.19)

in which case M =M2.

Proof. (i). First let (u, s) ∈ M1. Then (u, s) · 1 = (us+, s) = (u, s). This shows that
M1 ⊆ (U ⋊ S) · 1, and also that 1 is a right identity for M1.

Conversely, suppose (u, s) ∈ (U ⋊ S) · 1, so that (u, s) = (v, t) · 1 = (vt+, t) for some v ∈ U
and t ∈ S. It follows that u = vt+ ∈ U (as v ∈ U) and s = t ∈ S, so that (u, s) ∈ U ⋊ S. Using
Lemma 3.1(i), it also follows that us+ = vt+ · t+ = vt+ = u, so that (u, s) ∈M1.

This completes the proof that M1 = (U ⋊S) · 1. Since (U ⋊S) · 1 is clearly closed under left
multiplication by elements of U ⋊ S, and since M1 ⊆ U ⋊ S (by definition), it follows that M1

is a left ideal of U ⋊ S.

(ii). This is immediate from the definitions.

Remark 3.20. Condition (3.19) is satisfied, for example, when the action of S (or equivalently
of S1) on U1 is by monoid morphisms (i.e., s+ = 1 for all s ∈ S), but this is not necessary. For
example, (3.19) still holds if U has a right identity e that is not a left identity, and the action
of S on U1(6= U) is constant with image e, as then us+ = ue = u for all u ∈ U and s ∈ S.

The situation for M2 is slightly more complicated, as we do not always have M2 = 1 ·(U⋊S):

Lemma 3.21. (i) M2 ⊆ 1 · (U ⋊ S), with equality if and only if

1u ∈ U for all u ∈ U . (3.22)

(ii) M2 is a right ideal (and hence a subsemigroup) of U ⋊S, and 1 is a left identity for M2 (but
not necessarily an element of M2).

(iii) M2 = U ⋊ S if and only if
u = 1u for all u ∈ U , (3.23)

in which case M = M1. Moreover, (3.23) is equivalent to the action of S1 on U1 being
monoidal.
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Proof. (i). If (u, s) ∈ M2, then 1 · (u, s) = (1u, s) = (u, s). This shows that M2 ⊆ 1 · (U ⋊ S),
and also that 1 is a left identity for M2.

Next we assume that (3.22) holds, aiming to prove the reverse inclusion in this case. To do
so, let (u, s) ∈ 1 · (U ⋊ S), so that (u, s) = 1 · (v, t) = (1v, t) for some v ∈ U and t ∈ S, so
(u, s) ∈ U ⋊ S by (3.22). We also have 1u = 1(1v) = 1·1v = 1v = u, so that (u, s) ∈ M2, as
required.

If, on the other hand, (3.22) does not hold, then 1u 6∈ U for some u ∈ U . In this case, for
any s ∈ S we have 1 · (u, s) = (1u, s) 6∈ U ⋊ S, so certainly 1 · (u, s) 6∈M2.

(ii). Since the reverse inclusion in part (i) does not hold in general, we must prove this directly,
so let (u, s) ∈M2 and (v, t) ∈ U ⋊S. So 1u = u, and we have (u, s) · (v, t) = (u · sv, st) ∈ U ⋊ S,
with

1(u · sv) = 1u · 1(sv) = u · 1·sv = u · sv.

We have already seen that 1 is a left identity for M2.

(iii). The first claim is again immediate.

For the second, we first observe that monoidality clearly implies (3.23). For the converse, sup-
pose (3.23) holds. We must show that 11 = 1. This is clear if 11 6∈ U , as then 11 ∈ U1 \ U = {1},
so we now assume that 11 ∈ U . For any u ∈ U , we use (3.23) to calculate

11 · u = 11 · 1u = 1(1 · u) = 1u = u and similarly u · 11 = u.

Thus, 11 ∈ U is an identity element of U , so that U1 = U , and 11 = 1 by definition.

Remark 3.24. Condition (3.22) does not hold in general. For example, when S = S1 and
U 6= U1, and the action of S on U1 is constant with image 1(6∈ U), we have

M2 = ∅ and 1 · (U ⋊ S) = {1}⋊ S = (U1 ⋊ S) \ (U ⋊ S).

Clearly (3.23) implies (3.22); that is, (3.22) holds when S1 acts monoidally on U1 (i.e., 1u = u
for all u ∈ U1). However, the reverse implication (3.22) ⇒ (3.23) need not hold. For example,
if e is a non-identity idempotent of U , then the constant action with image e satisfies (3.22) but
not (3.23).

We now give the corresponding result for M =M1 ∩M2.

Lemma 3.25. (i) M ⊆ 1 · (U ⋊ S) · 1, with equality if and only if

1us+ ∈ U for all u ∈ U and s ∈ S. (3.26)

(ii) M is a subsemigroup of U ⋊ S, and 1 is a two-sided identity for M (but not necessarily an
element of M).

(iii) M is a monoid with identity 1 if and only if U and S are monoids and 1 = 1+.

(iv) M = U ⋊ S if and only if

u = 1us+ for all u ∈ U and s ∈ S, (3.27)

and this is equivalent to (3.19) and (3.23) both holding.

Proof. Throughout the proof we use Lemmas 3.1, 3.18 and 3.21 without explicit mention. We
begin with the second part.
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(ii). Since M1 and M2 are subsemigroups of U ⋊ S, so too is M1 ∩M2 = M . Since 1 is a right
and left identity for M1 and M2, respectively, it is a two-sided identity for M1 ∩M2 =M .

(i). By part (ii) we have M = 1 ·M · 1 ⊆ 1 · (U ⋊ S) · 1.

Next, we assume that (3.26) holds, and let (u, s) ∈ 1 · (U ⋊ S) · 1. So

(u, s) = 1 · (v, t) · 1 = (1vt+, t) for some v ∈ U and t ∈ S.

So (u, s) ∈ U ⋊ S by (3.26). As in the proof of Lemma 3.17, one can check that

1us+ = 1(1vt+) · t+ = 1vt+ = u,

so that (u, s) ∈M , by the same lemma.

If, on the other hand, (3.26) does not hold, then 1us+ 6∈ U for some u ∈ U and s ∈ S. In
this case, 1 · (u, s) · 1 = (1us+, s) 6∈ U ⋊ S, so certainly 1 · (u, s) · 1 6∈M .

(iii). By part (ii), M is a monoid with identity 1 if and only if 1 ∈M , and we noted just before
Lemma 3.18 that this is equivalent to the stated conditions.

(iv). The equivalence of M = U ⋊ S with (3.27) follows from Lemma 3.17. The equivalence
of M = U ⋊ S with (3.19) and (3.23) follows immediately from the original definition of M .

Remark 3.28. As in Remark 3.24, condition (3.26) is not always satisfied, but it is (for example)
when S1 acts monoidally on U1.

As in Remark 3.20, condition (3.27) is satisfied (for example) when the action of S1 on U1 is
monoidal and by monoid morphisms, but this is again not necessary. Indeed, consider the case
in which U has a right identity e that is not a left identity, and suppose S 6= S1. Consider the
constant action of S on U1(6= U) with image e, and extend this to a monoidal action of S1(6= S)
on U1 in the usual way. Then for any u ∈ U and s ∈ S, we have 1us+ = ue = u.

By Lemmas 2.2 and 3.14, we have the following commutative diagram, with all sets subsemi-
groups of U1 ⋊ S1, and all maps surmorphisms:

U ⋊ S

(U ⋊ S) · 1 1 · (U ⋊ S)

1 · (U ⋊ S) · 1

f1 : x 7→ x·1 f2 : x 7→ 1·x

g1 : x 7→ 1·x g2 : x 7→ x·1

By Lemma 3.18(i), the semigroup on the western side of this diagram is equal to M1. By
Lemma 3.21(i) the eastern semigroup is M2 precisely when (3.22) holds. Since (3.22) clearly
implies (3.26), it follows from Lemma 3.25(i) that the southern semigroup is M in this case.
Thus, we have the following:

Proposition 3.29. If 1u ∈ U for all u ∈ U , then the following diagram commutes, with all sets
subsemigroups of U ⋊ S, and all maps retractions:

U ⋊ S

M1 M2

M

f1 : x 7→ x·1 f2 : x 7→ 1·x

g1 : x 7→ 1·x g2 : x 7→ x·1
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Remark 3.30. It follows that under the 1u ∈ U assumption from Proposition 3.29, the sub-
semigroups M1, M2 and M of U ⋊ S can also be identified with quotients of U ⋊ S:

M1
∼= (U ⋊ S)/ ker(f1), M2

∼= (U ⋊ S)/ ker(f2) and M ∼= (U ⋊ S)/ ker(F ),

where F = f1g1 = f2g2 is the retraction

F : (U ⋊ S) →M : x 7→ 1 · x · 1 given by (u, s)F = (1us+, s) for u ∈ U and s ∈ S.

The kernels of these maps can be described easily. For example:

• (u, s)f1 = (v, t)f1 ⇔ us+ = vt+ and s = t,

• (u, s)f2 = (v, t)f2 ⇔ 1u = 1v and s = t, and

• (u, s)F = (v, t)F ⇔ 1us+ = 1vt+ and s = t.

Remark 3.31. The 1u ∈ U assumption from Proposition 3.29 is precisely condition (3.22).
When (3.19) additionally holds,

f1 : U ⋊ S →M1 = U ⋊ S and g2 :M =M2 →M

are identity maps; cf. Lemma 3.18(ii). The analogous statement holds for f2 and g1 when (3.23)
holds.

As we have already mentioned, the actions considered in the rest of the paper will almost
always be monoidal. It is therefore convenient to record the next result, which summarises the
main points above in the case that the action of S1 on U1 is monoidal. For the statement, recall
(see for example [104]) that the local monoid at an idempotent e of a semigroup T is the set

eTe = eT ∩ Te = {ete : t ∈ T} = {t ∈ T : et = t = te},

and is the largest subsemigroup of T that happens to be a monoid with identity e.

Proposition 3.32. Suppose S acts on U1 by semigroup morphisms, and suppose this action is
monoidal if S is a monoid. Then

M =
{
(u, s) ∈ U ⋊ S : u = us+

}

is a subsemigroup of U ⋊ S, and the map

F : U ⋊ S →M : (u, s) 7→ (us+, s)

is a retraction. If U and S are monoids, then M is a (local) monoid with identity 1 = (1, 1).

Proof. The monoidality assumption in the statement is equivalent to the action of S1 on U1

being monoidal. It follows from Lemma 3.21(iii) that

M =M1 =
{
(u, s) ∈ U ⋊ S : u = us+

}
≤ U ⋊ S.

Monoidality also means that Proposition 3.29 applies, and together with M = M1, this gives
the assertion regarding the retraction F = f1; cf. Remark 3.31. The final assertion follows from
parts (i) and (iii) of Lemma 3.25, and the fact that monoidality implies (3.26) and 1 = 1+.
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4 Action pairs

In this chapter we introduce the kinds of semigroups that are the focus of the paper. These
are certain products of the form US, where U and S are subsemigroups of a common over-
monoid M satisfying natural axioms. After giving the relevant definitions and basic properties
in Section 4.1, we discuss several examples in Section 4.2. Section 4.3 treats the class of left
restriction monoids, showing how these fit into our general framework, and providing the tools
for studying many of our motivating examples in Part II of the paper. Section 4.4 contains the
main structural result of the chapter, Theorem 4.53, which characterises our product semigroups
as quotients of semidirect products by certain special congruences that we abstractly axiomatise.
Finally, Section 4.5 contains several results on generating sets for these congruences, which then
feed into presentations in Part II.

4.1 Basic definitions and properties

The general set-up we will be concerned with involves two subsemigroups of a common semigroup;
since the latter embeds in its monoid completion, we may assume without loss of generality that
it already is a monoid. Thus, we have U,S ≤M , where M is a monoid, subject to various natural
assumptions to be detailed below. We denote the identity of M by 1, and write U1 = U ∪ {1}
and S1 = S∪{1}. Note that U1 = U if U happens to be a submonoid of M , and similarly for S1.
In any case, we also have U1, S1 ≤M .

Lemma 4.1. If U,S ≤M , for some monoid M , and if SU ⊆ U1S1, then US ≤M .

Proof. This follows from US · US ⊆ UU1 · S1S = US.

Note that the semigroups U and S need not be contained in the product US. Indeed, this will
be the case for several of our motivating examples. Of course, if U and S are both submonoids
of M , then U,S ⊆ US.

Here is the first key definition.

Definition 4.2. A weak (left) action pair in a monoid M is a pair (U,S) of subsemigroups of M
for which the following condition holds:

(A1) S has a left action on U1 by semigroup morphisms, written (s, u) 7→ su, such that

s · u = su · s for all s ∈ S and u ∈ U1.

If the following condition also holds, we call (U,S) a (left) action pair :

(A2) us = vt ⇒ u · s1 = v · t1 for all u, v ∈ U1 and s, t ∈ S.

Remark 4.3. Strictly speaking, it would be more precise to speak of a (weak) action triple
(U,S, ϕ), where ϕ : S×U1 → U1 : (s, u) 7→ su is the specific action from (A1). However, as with
semidirect products in Definition 3.4, we omit the label ϕ for brevity, and the action will always
be clear from context.

For the time being, we have resisted using the notation s+ for the elements s1 (s ∈ S), for
reasons that will soon become clear; see Proposition 4.7.

It of course follows from Lemma 4.1 and (A1) that US ≤M for any (weak) action pair (U,S)
in M . Most of the results of this paper concern action pairs, but some hold more generally for
weak action pairs; see for example Proposition 4.46, and Theorems 5.39 and 6.5.
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The main role played by the monoid M in Definition 4.2 is to provide a common environment
in which the semigroups U and S exist, or, more specifically, a context in which to form products
of the form us and su, for u ∈ U and s ∈ S. Consequently, M could be replaced in the definition
by any monoid containing U and S, and we will often speak simply of ‘an action pair (U,S)’,
without explicitly specifying the common over-monoid M .

Remark 4.4. Note that we do not assume in (A1) that S acts by monoid morphisms (i.e., that
s1 = 1 for all s ∈ S), but we will soon see that this special case is very important. On the other
hand, if S happens to be a submonoid of M , then it follows from (A1) that u = 1 ·u = 1u ·1 = 1u
for all u ∈ U1, meaning that S acts monoidally in this case.

In any case, is important to note that s = s · 1 = s1 · s for all s ∈ S in any weak action pair.
When we return to the s+ = s1 notation later, this says that

s = s+s for all s ∈ S.

Many of the action pairs we consider will satisfy stronger assumptions:

Definition 4.5. A strong (left) action pair in a monoid M is a pair (U,S) of subsemigroups
of M for which the following conditions both hold:

(SA1) sU1 ⊆ U1s for all s ∈ S.

(SA2) us = vt ⇒ u = v for all u, v ∈ U1 and s, t ∈ S.

We call (SA2) the left-uniqueness property.

Remark 4.6. It is worth observing that sU1 ⊆ U1s in (SA1) is equivalent to sU ⊆ U1s. The
condition sU ⊆ Us of course implies sU1 ⊆ U1s, but not conversely in general; see Example 4.30.

The terminology obviously suggests that any strong action pair is an action pair, even though
no action was specified in Definition 4.5. This is indeed the case, as we will show in Lemma 4.15.
First, however, we give an alternative characterisation of action pairs, which shows that certain
key properties of the elements s1 (s ∈ S) determine the whole of the action.

Proposition 4.7. Let U and S be subsemigroups of a monoid M . Then (U,S) is an action
pair if and only if (SA1) holds and there exists a map S → U1 : s 7→ s+ satisfying the following
conditions:

s = s+s for all s ∈ S, (+1)

st+ = (st)+s for all s, t ∈ S, (+2)

(st)+ = (st)+s+ for all s, t ∈ S, (+3)

us = vt ⇒ us+ = vt+ for all u, v ∈ U1 and s, t ∈ S. (+4)

Proof. (⇒). Suppose first that (U,S) is an action pair. Since (A1) ⇒ (SA1), it remains to
demonstrate the existence of a suitable map s 7→ s+. For this, we define s+ = s1 for all s ∈ S.
Properties (+3) and (+4) then follow immediately from Lemma 3.1(iii) and (A2), respectively,
and we noted in Remark 4.4 that (+1) holds. For (+2), let s, t ∈ S. Then (A1) and Lemma 3.1(ii)
give

st+ = s(t+) · s = (st)+s.

(⇐). Conversely, suppose (SA1) holds, and also that S → U1 : s 7→ s+ satisfies (+1)–(+4).

We begin by defining an action of S on U1. To this end, let s ∈ S and u ∈ U1. By (SA1) we
have su = vs for some v ∈ U1, and we define su = vs+. It follows quickly from (+4) that this is
well defined. Thus, for any s ∈ S and u ∈ U1, we have

su = vs+ for any v ∈ U1 such that su = vs. (4.8)
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We will soon show that this does indeed define an action by semigroup morphisms. But first we
observe that for s, u, v as above, we have

su = vs = vs+s = su · s, (4.9)

where we used (+1) in the second step. Next we note that

s1 = s+ for all s ∈ S. (4.10)

Indeed, this follows immediately from (4.8) with u = v = 1. Combining (4.10) with (+4), we
obtain (A2).

In light of (4.9), it remains to check that (4.8) does indeed define an action of S on U1 by
semigroup morphisms: i.e., that

stu = s(tu) and s(uv) = su · sv for all u, v ∈ U1 and s, t ∈ S. (4.11)

To do this, we begin by showing that

su · s+ = su for all u ∈ U1 and s ∈ S. (4.12)

To see this, first note that for any s ∈ S, (+1) and (+4) give

1 · s = s = s+ · s ⇒ 1 · s+ = s+ · s+,

so that each s+ is an idempotent. Combining this with (4.8), we quickly obtain (4.12).

Beginning with the second part of (4.11), let s ∈ S and u, v ∈ U1. Several applications
of (4.9) gives

s(uv) · s = s · uv = su · s · v = su · sv · s,

and it then follows from (+4) that s(uv) · s+ = su · sv · s+. We then apply (4.12) to both sides
to deduce s(uv) = su · sv.

For the first part of (4.11), let s, t ∈ S and u ∈ U1; we must show that stu = s(tu). This
time (4.9) gives

stu · st = st · u = s · tu · t = s(tu) · st.

It then follows from (+4) that stu · (st)+ = s(tu) · (st)+. Since stu · (st)+ = stu, by (4.12), the
proof will be complete if we can show that

s(tu) · (st)+ = s(tu). (4.13)

For this we use (4.9), (4.12), (4.9) and (+2) to calculate

s(tu) · s = s · tu = s · tu · t+ = s(tu) · s · t+ = s(tu) · (st)+ · s.

It then follows from (+4) that s(tu) ·s+ = s(tu) · (st)+ ·s+. Combining this with (4.12) and (+3),
we finally deduce that

s(tu) = s(tu) · s+ = s(tu) · (st)+ · s+ = s(tu) · (st)+.

This completes the proof of (4.13), and hence of the proposition.

Remark 4.14. Proposition 4.7 allows us to specify an action pair (U,S) either by means of:

• an action (s, u) 7→ su, as in Definition 4.2, or

• an appropriate map S → U1 : s 7→ s+.
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The proof of the proposition shows how the two formulations are interchangeable, but it is worth
drawing this out explicitly here:

• Given an action pair (U,S), as in Definition 4.2, the map S → U1 : s 7→ s+ = s1 satisfies
(+1)–(+4).

• Conversely, if (U,S) satisfies (SA1), and if S → U1 : s 7→ s+ satisfies (+1)–(+4), then
(U,S) is an action pair (as in Definition 4.2) with respect to the action of S on U1 given
in (4.8).

In all that follows, we will use either viewpoint, as convenient, typically without further comment.

Here is the promised result justifying the terminology of strong action pairs; it also gives a
criterion for distinguishing the strong ones.

Lemma 4.15. (i) Any strong action pair is an action pair.

(ii) An action pair (U,S) is strong if and only if s+ = 1 for all s ∈ S, meaning that the action
of S on U1 is by monoid morphisms.

Proof. (i). The trivial map S → U1 : s 7→ s+ = 1 always satisfies conditions (+1)–(+3). If
(U,S) is a strong action pair, then this trivial map also satisfies condition (+4).

(ii). Suppose first that the action pair (U,S) is strong, and let s ∈ S. Then from s+ ·s = s = 1 ·s,
it follows from (SA2) that s+ = 1.

Conversely, suppose s+ = 1 for all s ∈ S. Together with (A2), this clearly implies (SA2).
Since (SA1) always follows from (A1), it follows that (U,S) is strong.

It follows that strong action pairs have the following equivalent definition:

Definition 4.16. A strong (left) action pair in a monoid M is a pair (U,S) of subsemigroups
of M for which the following conditions both hold:

(SA1)′ S has a left action on U1 by monoid morphisms, written (s, u) 7→ su, such that

s · u = su · s for all s ∈ S and u ∈ U1.

(SA2)′ us = vt ⇒ u = v for all u, v ∈ U1 and s, t ∈ S.

Remark 4.17. We have seen that a pair (U,S) of subsemigroups of a monoid M is a strong
action pair if and only if

• (SA1) and (SA2) both hold (cf. Definition 4.5), or equivalently

• (SA1)′ and (SA2) both hold (cf. Definition 4.16).

Since (SA1)′ ⇒ (A1) ⇒ (SA1), (U,S) is also strong if and only if

• (A1) and (SA2) both hold.

In Section 6.1, we will prove one result (Theorem 6.5) concerning pairs (U,S) satisfying (SA1)′,
but not necessarily (SA2). This limited attention does not seem to warrant naming such pairs.

The next lemma involves restricting action pairs to subsemigroups; it follows quickly from
an examination of Definitions 4.2 and 4.16.
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Lemma 4.18. If (U,S) is a (strong) action pair, then so too is:

(i) (U, T ) for any T ≤ S,

(ii) (V, S) for any V ≤ U for which V 1 is closed under the action of S.

For the next statement, we say that an action pair (U,S) in M extends to (V, T ) if:

• (V, T ) is an action pair in M ,

• U ≤ V and S ≤ T , and

• the map S → U1 : s 7→ s+ is the restriction of the map T → V 1 : t 7→ t+.

The third condition can be formulated equivalently in terms of actions of S and T on U1 and V 1.

Lemma 4.19. (i) Any action pair (U,S) extends to (U1, S).

(ii) An action pair (U,S) extends to (U,S1) and (U1, S1) if and only if the following condition
holds:

• us = v ⇒ us+ = v for all u, v ∈ U1 and s ∈ S.

(iii) Any strong action pair (U,S) extends to (U1, S), (U,S1) and (U1, S1), and these are all
strong.

Proof. (i). This follows immediately from Definition 4.2, given that (U1)1 = U1.

(ii). Given part (i), we just need to prove the claim for the pair (U,S1). We first observe
that (SA1) clearly holds for this pair. There is only one way to extend the map S → U1 : s 7→ s+

to a map S1 → U1 satisfying (+1), since the latter implies 1+ = 1. Items (+1)–(+3) all clearly
hold for this extended map, while (+4) holds if and only if the stated condition holds.

(iii). Item (SA1) is clear in each case. For (SA2), suppose us = vt for some u, v ∈ U1 and
s, t ∈ S1. Then for any x ∈ S we have u(sx) = v(tx), with sx, tx ∈ S, so it follows from
left-uniqueness of (U,S) that u = v.

The condition stated in part (ii) of the previous lemma leads to the following useful fact.

Lemma 4.20. If (U,S) and (U,S1) are both action pairs in M , then US is a submonoid of M
if and only if U and S are both submonoids.

Proof. With the backwards implication being clear, suppose US is a submonoid, so that us = 1
for some u ∈ U and s ∈ S. Since us = 1 · 1 with u, 1 ∈ U1 and s, 1 ∈ S1, we can apply (A2) in
the action pair (U,S1) to deduce that us+ = 1 · 1+ = 1 · 1 = 1. But then

s = 1 · s = us+ · s = us = 1,

where we used (+1) in the third step. It follows that also u = u · 1 = us = 1. Thus,
1 = u = s ∈ U ∩ S.

The next result provides a necessary condition for an action pair to be strong.

Lemma 4.21. If (U,S) is a strong action pair, then

(i) U ∩ S ⊆ {1},

(ii) 1 ∈ US ⇔ 1 ∈ U ∩ S ⇔ U ∩ S = {1} ⇔ U ∩ S 6= ∅.
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Proof. (i). If x ∈ U ∩ S, then from x · x = 1 · x2, left-uniqueness implies x = 1.

(ii). The following implications are all obvious:

U ∩ S = {1} ⇒ 1 ∈ U ∩ S ⇒ U ∩ S 6= ∅ and 1 ∈ U ∩ S ⇒ 1 ∈ US.

Part (i) gives U∩S 6= ∅ ⇒ U∩S = {1}, so it remains to show that 1 ∈ US ⇒ 1 ∈ U∩S. Since
(U,S) is strong, (U,S1) is a (strong) action pair, by Lemma 4.19(iii). The required implication
then follows from Lemma 4.20.

Remark 4.22. The assumption that (U,S) is strong cannot be removed from Lemma 4.21. For
example, let M be a left restriction monoid with semilattice of projections P ; see Section 2.3 for
the definitions. We will show in Proposition 4.37 that (P,M) is an action pair, and we note that
P ∩M = P need not contain only the identity element.

Now we provide a sufficient condition. Recall that a right unit of a monoid M is an element
s ∈M such that 1 = st for some t ∈M . We write R(M) = {s ∈M : 1 ∈ sM} for the submonoid
of all right units of M . (The submonoid R(M) is also Green’s R-class of 1 ∈M .)

Lemma 4.23. Suppose (U,S) is an action pair in a monoid M .

(i) If s ∈ S ∩R(M), then s+ = 1.

(ii) If S ⊆ R(M), then (U,S) is strong.

Proof. By Lemma 4.15(ii), it suffices to prove the first part. For this, suppose s ∈ S ∩R(M),
so that 1 = st for some t ∈M . Combining this with (+1), we have 1 = st = s+st = s+.

Remark 4.24. It of course follows from Lemma 4.23(ii) that (U,S) is strong if S is contained
in the group of (two-sided) units of M .

The condition S ⊆ R(M) is certainly not necessary for (U,S) to be strong; see Example 4.30
(out of many other examples considered in the paper).

The final result of this section shows that (A2) is equivalent to an ostensibly stronger condi-
tion.

Lemma 4.25. If (U,S) is an action pair, then for any u, v, w ∈ U1 and s, t ∈ S, we have

us = vt ⇒ u · sw = v · tw.

Proof. Combining us = vt with (A1), we have

u · sw · s = us · w = vt · w = v · tw · t.

It then follows from (A2) that u · sw ·s+ = v · tw · t+, and Lemma 3.1(iv) completes the proof.

Before we move on, we note that there are obviously right-handed versions of our action
pairs. By symmetry/duality, results concerning right pairs can be directly obtained from their
left-handed counterparts, so we focus only on the left. The left-handed theory is our chosen
focus, as it applies directly to all of our motivating examples.

There is also a notion of right -uniqueness (for left action pairs), where us = vt ⇒ s = t,
in contrast to the left-uniqueness property (SA2). Right-uniqueness is satisfied, for example,
by free left restriction monoids, which are the topic of Chapter 7. However, right-uniqueness is
equivalent to certain right congruences on S (introduced in Section 4.4) all being trivial, so there
is no need to develop a parallel theory in this case.
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4.2 Examples

The following collection of examples and non-examples highlight some subtleties in the defini-
tions. They also show that the semigroups US arising from (weak/strong) action pairs (U,S)
include some well known classes. Additional examples will be explored in greater depth in the
next section, and in Part II of the paper.

Several of the examples discussed below use the transformation monoids PTX , TX , Sing(Tn),
and so on, as defined in Section 2.2. Some involve inverse semigroups, as defined in Section 2.1.
For the calculations in such examples, we make use of the previously-mentioned fact that idem-
potents of an inverse semigroup commute. It is also clear that every idempotent of an inverse
semigroup is its own inverse. On a number of occasions we make use of the easily checked fact
that if U and S are submonoids of a monoid M , and if SU ⊆ US, then US = 〈U ∪ S〉.

We begin with a somewhat degenerate construction:

Example 4.26. Let U and S be arbitrary semigroups, and assume U ∩ S = ∅. Let 0 and 1 be
symbols not belonging to U ∪ S, and let M = U ∪ S ∪ {0, 1}. Then M is a monoid under the
product that extends the original products in U and S, and where additionally

us = su = 0, x0 = 0x = 0 and x1 = 1x = x for all u ∈ U , s ∈ S and x ∈M .

(So M is the monoid completion of the 0-direct union of U and S.) For any action of S on U by
morphisms, (U,S) is a weak action pair in M with respect to the extended action of S on U1.
We then of course have US = SU = {0}.

The next series of examples involve idempotents and one- or two-sided units.

Example 4.27. Let M be an inverse monoid, and let

E = E(M) = {e ∈M : e = e2} and G = G(M) = {g ∈M : gg−1 = g−1g = 1}

be the semilattice of idempotents, and group of units ofM . It is easy to see that (E,G) = (E1, G1)
is a strong action pair in M :

(SA1) For g ∈ G and e ∈ E(= E1), we have ge = (geg−1)g, with geg−1 ∈ E. This shows that
gE ⊆ Eg. In fact, it is easy to see that gE = Eg. (The action of G on E(= E1) from
(A1) or (SA1)′ is given by ge = geg−1.)

(SA2) Suppose eg = fh for some e, f ∈ E and g, h ∈ G. Then from e = fhg−1 we obtain
e = fe. Similarly, f = ef , and since idempotents commute, it follows that e = f .

(Alternatively, one could verify conditions (A1) and (A2), and then apply Lemma 4.23(ii).)
The resulting subsemigroup EG = GE ≤M is the largest factorisable inverse submonoid of M .
See [14,42] for more on factorisable inverse monoids, and [24] for presentations. By the symmetry
afforded by the inversion map, (E,G) is also a strong right action pair.

If we write E♭ = E \ {1}, then (E♭, G) is also a strong action pair in M (cf. Lemma 4.18(ii)).
The subsemigroup E♭G = GE♭ = EG \ G is an almost-factorisable inverse semigroup in the
sense of Lawson [76]; see also [88]. Note that this class of inverse semigroups has an abstract
definition, and it is a highly nontrivial result that any almost-factorisable inverse semigroup has
the form EG \G for suitable E and G (and M).

Generalisations of Example 4.27 will be discussed in Section 4.3.

Example 4.28. Following on from the previous example, let M be an arbitrary monoid, E the
set of idempotents of M , and G the group of units. Since E need not be a submonoid, we also
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write U = 〈E〉 for the submonoid generated by the idempotents. Since the conjugate of an
idempotent by a unit is an idempotent, we have an action of G on U given by gu = gug−1, with
respect to which g · u = gu · g. Thus, (A1) holds, meaning that (U,G) is a weak action pair. Of
course it follows that (SA1) holds as well. We have UG = GU = 〈E ∪G〉 by [38, Lemma 32].

Since g1 = 1 for all g ∈ G, conditions (A2) and (SA2) are equivalent for the pair (U,G), and
we note that these need not hold in general (although we have just seen in Example 4.27 that
they do hold when M is inverse). For a specific example of this, let M = T2 = {α, β, γ, δ}, where

α = ( 1 2
1 1 ) , β = ( 1 2

2 2 ) , γ = ( 1 2
1 2 ) and δ = ( 1 2

2 1 ) .

Then U = E = {α, β, γ} and G = {γ, δ}, yet αγ = βδ.

Example 4.29. Again let M be an arbitrary monoid, and let G, E and U = 〈E〉 be as in the
previous example. This time let

L = L(M) = {s ∈M : 1 ∈Ms} and R = R(M) = {s ∈M : 1 ∈ sM}

be the submonoids of left and right units.

Let s ∈ L, so that 1 = s′s for some s′ ∈M . For any idempotent e ∈ E, we have se = (ses′)s,
and it is easy to check that ses′ is an idempotent. This quickly leads to sU ⊆ Us, so that (SA1)
holds for the pair (U,L). We have UL = 〈E ∪ L〉 by [34, Lemma 2.5].

Condition (SA2) still does not hold for (U,L) in general. Indeed, this is again witnessed by
M = T2 from Example 4.28, since when M is finite every left unit is a (two-sided) unit so that
L = G is the group of units. Even though (U,L) is not left-unique in general, we still always
have U ∩ L = {1}; see [34, Lemma 2.1], and cf. Lemma 4.21.

Regarding condition (A1) for the pair (U,L), for each s ∈ L we fix some s′ ∈ M such that
1 = s′s. Then for s ∈ L and u ∈ U(= U1) we define su = sus′ ∈ U , and we have su = su · s.
We also have s(uv) = su · sv for all s ∈ L and u, v ∈ U . However, for (A1) to hold, we also
require that stu = s(tu) for all s, t ∈ L and u ∈ U : i.e., (st)u(st)′ = s(tut′)s′ for all such s, t, u.
This would be the case if we could choose the elements s′ in such a way that (st)′ = t′s′ for all
s, t ∈ L, as is the case for example when M is inverse (and s′ = s−1).

The above discussion concentrated on the pair (U,L). We note that the pair (U,R) might not
even satisfy (SA1). For a specific example of this, let M = PBN be the partial Brauer monoid
over N = {0, 1, 2, . . .}. The definition of this monoid is somewhat involved, so we refer the reader
to [34]. Consider the elements

α = , β = and η =

from PBN. Then η ∈ E ⊆ U , and since αβ = 1 we have α ∈ R. We then have

αη = ∈ αU,

but we claim that αη 6∈ Uα, which then of course implies that αU 6⊆ Uα. In fact, αη does not
even belong to PBN ·α, as every element of PBN ·α contains at least one lower ‘hook’ (inherited
from α), while αη does not.

For more on monoids generated by idempotents and one-sided units, see [34, 35].

Example 4.27 involved a (strong) action pair (U,S) for which U and S were both submonoids
of M ; in such cases, the monoid US contains both U and S. The next example, which is one of
our original sources of motivation, provides a contrast.
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Example 4.30. Let n be a positive integer, and write n = {1, . . . , n}. In addition to the monoids
PTn, Tn, and so on, let En = {idA : A ⊆ n} be the semilattice of partial identities, and write
Sing(En) = En \ {idn}. Then the following are all strong action pairs in PTn:

(En,Tn), (En,Sing(Tn)), (Sing(En),Tn), (Sing(En),Sing(Tn)).

Indeed, conditions (SA1) and (SA2) follow from the laws

α · idA = idAα−1 · α and idA · α = α↾A. (4.31)

One can check (though it is not entirely obvious, and in any case follows from results of later chap-
ters; cf. Remark 8.64) that the subsemigroups US of PTn corresponding to the above pairs (U,S)
are:

• En · Tn = PTn,

• En · Sing(Tn) = Sing(PTn), and

• Sing(En) · Tn = Sing(En) · Sing(Tn) = PTn \ Tn.

It is also worth noting that En · Sing(Tn) = Sing(PTn) contains Sing(Tn) but not En; it does
however contain Sing(En) = En \ {idn}, a crucial property that features heavily in Chapter 6.
Presentations for the semigroups Sing(Tn), Sing(PTn) and PTn \ Tn can be found in [29–32].
Also, while Sing(En) · Tn = Sing(En) · Sing(Tn) = PTn \ Tn contains Sing(En), it is disjoint from
both Tn and Sing(Tn).

We also observe that if (U,S) = (Sing(En),Tn) or (Sing(En),Sing(Tn)), then the condition
αU1 ⊆ U1α in (SA1) cannot be replaced by αU ⊆ Uα (cf. Remark 4.6). Indeed, if α ∈ Tn is
any map with image A ( n, then α · idA = α 6= idB · α for any B ( n. For the same reason, the
action of S on U1 = En does not restrict to an action of S on U = Sing(En), as αidA = idn when
im(α) = A ( n.

Similar considerations show that none of the above pairs satisfy the right-handed version
U1α ⊆ αU1 of (SA1) when n ≥ 2. Indeed, let α ∈ Tn be an arbitrary constant map, and fix
some ∅ ( A ( n. Then for any B ⊆ n, α · idB is equal to either α or else the empty map, and
so is never equal to idA · α. This all shows that idA · α ∈ Uα \ αU1, and so U1α 6⊆ αU1.

We also have strong action pairs (En,Gn) and (Sing(En),Gn) in PTn. These lead to the
(almost-)factorisable inverse semigroups

En · Gn = In and Sing(En) · Gn = Sing(In),

which are special cases of Example 4.27.

Generalisations of Example 4.30 will be discussed in Chapters 8 and 9.

Example 4.32. Extending the last example, consider again the full and partial transformation
semigroups TX and PTX over an arbitrary setX. Consider also the power set P(X) = {A : A ⊆ X},
as a semilattice under intersection. Note that TX acts on P(X) via

αA = Aα−1 for A ∈ P(X) and α ∈ TX .

Now let S be a subsemigroup of TX , let F be a subsemilattice of P(X) such that F 1 = F ∪ {X}
is closed under the action of S, and set U = {idA : A ∈ F}. Then (U,S) is a strong action pair
in M = PTX , as again follows from (4.31). So we have the subsemigroup

US = {idA · α : α ∈ S, A ∈ F} = {α↾A : α ∈ S, A ∈ F} ≤ PTX ,
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with composition given by

α↾A · β↾B = (αβ)↾A∩Bα−1 for α, β ∈ S and A,B ∈ F .

When S = TX and F = P(X), we of course obtain US = PTX , but varying S and F gives rise
to other interesting cases.

(i) Consider the case in which X = N = {0, 1, 2, . . .}. Define transformations γ1, γ2 ∈ TN by

γ1 = ( 0 1 2 3 ···
1 2 3 4 ··· ) and γ2 = ( 0 1 2 3 ···

0 2 3 4 ··· ) ,

and define the (infinite cyclic) subsemigroups S1 = 〈γ1〉 and S2 = 〈γ2〉 of PTN. Let F be
the set of all subsets of N of the form x + N = {x, x + 1, x + 2, . . .} with x ≥ 1. So F is a
subsemilattice of P(N), and F∪{N} is closed under the actions of both S1 and S2 (F is closed
under the action of S2, but not of S1). So (U,S1) and (U,S2) are both strong action pairs
in PTN, and in fact we have US1 = US2. This shows that the ‘S component’ of a (strong)
action pair (U,S) is not uniquely determined by the semigroup US itself. Note also that
US1 = US2 contains no total maps, and also no idempotents. So in general, a semigroup
US can be disjoint from both U and S. Clearly US1 = US2 contains no isomorphic copy
of U (as U consists entirely of idempotents), but any element of US1 = US2 generates an
infinite cyclic subsemigroup, which is isomorphic to both S1 and S2.

(ii) Now let X = Z = {0,±1,±2, . . .}, and define

γ3 = ( ··· 0 1 2 3 ···
··· 1 2 3 4 ··· ) ∈ TZ.

Let S3 = 〈γ3〉, and let F be as in (i), but now considered as a subsemilattice of P(Z). Note
that F ∪ {Z} is not closed under the action of S3, and in fact (U,S3) is not a weak action
pair at all, as even (SA1) fails. For example, with P = {1, 2, 3, . . .} ∈ F and N = γ3P =
{0, 1, 2, . . .} 6∈ F ∪ {Z}, we have γ3 · idP ∈ γ3U

1; on the other hand, dom(γ3 · idP) = N, yet
every element δ of U1γ3 has dom(δ) = Z or else dom(δ) ⊆ P. However, we do have

A ∩Bα−1 ∈ F for all A,B ∈ F and α ∈ S3,

and it follows from this and the rule α↾A ·β↾B = (αβ)↾A∩Bα−1 that US3 is still a semigroup.
In fact, by identifying PTN as a subset of PTZ (consisting of all partial maps with domain
and range contained in N), we have US1 = US2 = US3, where S1 and S2 are as in (i) above.
This time, note that S3 consists of units of TZ.

(iii) Again consider X = N, and let S = 〈γ1〉, with γ1 ∈ TN as in (i). This time we let F consist
of all finite subsets of N, which is again a subsemilattice of P(N) closed under the action
of S. The resulting strong action pair (U,S) leads to the subsemigroup US of PTN, as usual.
This time US contains a single idempotent, namely the empty map ∅ (which is of course a
zero of US), and we note that US is a nilsemigroup, in the sense that every element of US
has a power equal to ∅. It follows that US does not contain any subsemigroup isomorphic
to U or to S.

Among other things, the above examples show that if one is given a semigroup known to be of
the form US for some (strong) action pair (U,S), it is not necessarily obvious what U and/or S
might be.

It is also worth noting that the reflection monoids of Everitt and Fountain [39, 40] are also
special cases of the construction in Example 4.32, or indeed of Example 4.27.

The next example features a weak action pair (U,S) in partial transformation monoids, and
here we no longer assume that U consists of partial identities.
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Example 4.33. Let Y and Z be disjoint non-empty sets, let X = Y ∪Z, and let M = PTX . Let
S ≤ PTY and V ≤ PTZ be arbitrary subsemigroups. We may also regard S as a subsemigroup
of PTX (as any partial transformation of Y is of course a partial transformation of X), and we
additionally define U = {idY ∪ α : α ∈ V }. So U is a subsemigroup of PTX , and clearly U ∼= V .
It is easy to check that

αβ = βα = α for all α ∈ S and β ∈ U1 = U ∪ {idX}. (4.34)

It immediately follows that condition (SA1) holds for the pair (U,S). However, condition (SA2)
only holds if |U | = 1, as αβ = α′β for all α,α′ ∈ U and β ∈ S. By contrast, the right-handed
version of (SA2) holds: αβ = α′β′ ⇒ β = β′ for all α,α′ ∈ U and β, β′ ∈ S.

It also follows from (4.34) that condition (A1) holds with respect to the constant action:
αβ = idX for all α ∈ S and β ∈ U1. Condition (A2) is equivalent to (SA2), so still fails
(unless |U | = 1). So the weak action pair (U,S) is not an action pair. In this case we have
US = S(= SU).

In Example 4.27 we considered factorisable inverse monoids, which came from strong action
pairs present in any inverse monoid. As a foreshadowing of the next section, we now consider
another action pair present in any inverse semigroup, though these are generally not strong.

Example 4.35. Let S be an inverse semigroup with semilattice of idempotents E = E(S).
Define the map S → E1 : s 7→ s+ = ss−1. It is easy to check that (SA1) holds for the
pair (E,S), and that the unary operation s 7→ s+ satisfies (+1)–(+4). For example, if s, t ∈ S,
then

st+ = stt−1 = ss−1stt−1 = stt−1s−1s = (st)(st)−1s = (st)+s,

giving (+2). For (+4), suppose es = ft for some e, f ∈ E and s, t ∈ S. Then certainly
(es)+ = (ft)+. But

(es)+ = (es)(es)−1 = ess−1e−1 = ess−1e = eess−1 = es+ and similarly (ft)+ = ft+,

so that es+ = ft+, as required. It follows from Proposition 4.7 that (E,S) is an action pair in
the monoid S1. By Lemma 4.15(ii), this pair is strong if and only if ss−1 = 1 for all s ∈ S, which
occurs precisely when S is a group.

To understand the pair (E,S) via the original Definition 4.2, we need to understand the
action of S on E. For this, let s ∈ S and e ∈ E. Then se = ss−1se = ses−1s = ses−1 · s. It
follows from the proof of Proposition 4.7 (see (4.8)) that se = ses−1 · s+ = ses−1 · ss−1 = ses−1.
This all shows that the action of S on E is given by conjugation, as in Example 3.3(ii).

As usual, the pair (E,S) leads to the subsemigroup ES of S, and of course we have ES = S.
Although this is not an interesting/new subsemigroup, it leads to a number of other interesting
subsemigroups, as (E,T ) is an action pair for any T ≤ S, by Lemma 4.18(i). We will explore
this in more detail in the next section, where we extend our scope to left restriction monoids.

4.3 Left restriction monoids

As just noted, another family of natural examples comes from the class of left restriction monoids,
as defined in Section 2.3. For the duration of this section we fix some such monoid M with
identity 1. So M has a (basic) unary operation s 7→ s+ satisfying

(L1) x+x = x,

(L2) x+y+ = y+x+,

(L3) (x+y)+ = x+y+,

(L4) xy+ = (xy)+x,

(L5) x+x+ = x+,

(L6) (x+)+ = x+.
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(Recall that the defining identities are (L1)–(L4), while (L5) and (L6) are consequences.) It
follows quickly from (L1) that 1+ = 1. As before, in the calculations to follow we write =1 to
indicate an application of (L1), and similarly for =2, and so on.

The following subsets of M will play an important role in all that follows:

E = E(M) = {s ∈M : s = s2}, L = L(M) = {s ∈M : 1 ∈Ms},

P = P (M) = {s+ : s ∈M}, R = R(M) = {s ∈M : 1 ∈ sM},

T = T (M) = {s ∈M : s+ = 1}, G = G(M) = L ∩R.

The elements of P are called projections. By (L2), (L3) and (L5), P is a (monoid) semilat-
tice. By (L6), P is fixed pointwise by the + operation, meaning that u = u+ for all u ∈ P .
If M is inverse (with s+ = ss−1), then P = E is precisely the semilattice of (all) idempotents
of M . However, this need not be the case for an arbitrary left restriction semigroup, as for
example with PTX (with α+ = iddom(α) and P = {idA : A ⊆ X}), although we always of course
have P ⊆ E. In fact, E need not be a subsemigroup at all, let alone a semilattice; again con-
sider PTX . The other subsets defined above are submonoids, however. The submonoids L and R
consist of all left and right units of M , respectively, and G is the group of (two-sided) units. We
have L = R = G if M is finite (see for example [34, Lemma 2.3]), but this need not hold for
infinite M . We will discuss T shortly, but our first goal is to show that (P,M) is an action pair;
see Proposition 4.37. For this, and for later use, it is convenient to prove a simple fact, which
we have already seen in Example 4.35 for the special case of inverse semigroups.

Lemma 4.36. If S is a left restriction semigroup with semilattice of projections P = P (S), then
(us)+ = us+ for any u ∈ P 1 and s ∈ S.

Proof. This is obvious for u = 1; otherwise, (us)+ =6 (u
+s)+ =3 u

+s+ =6 us
+.

Proposition 4.37. Let M be a left restriction monoid, and write P = P (M). Then (P,M) is
an action pair.

Proof. We use Proposition 4.7. For (SA1), let s ∈M . Then for any u ∈ P we have

su =6 su
+ =4 (su)

+s, (4.38)

which gives sP ⊆ Ps.

It remains to check that the map M → P : s 7→ s+ (i.e., the + operation itself) satisfies
conditions (+1)–(+4). Now, conditions (+1) and (+2) are simply (L1) and (L4), respectively.
For (+3), let s, t ∈M . Then

(st)+ =1 ((s
+s)t)+ = (s+(st))+ =3 s

+(st)+ =2 (st)
+s+.

Finally, for (+4), suppose u, v ∈ P and s, t ∈ M are such that us = vt. Then certainly
(us)+ = (vt)+, and it follows from Lemma 4.36 that us+ = vt+.

Remark 4.39. If S is a left restriction semigroup, then (P, S) is an action pair in the monoid S1,
where again we write P = P (S) = {s+ : s ∈ S}. Indeed, this follows from the same proof as
above.

Alternatively, when S is a left restriction semigroup, S1 becomes a left restriction monoid in
a unique way by putting 1+ = 1. Proposition 4.37 says that (P 1, S1) is an action pair in S1, and
we then apply (both parts of) Lemma 4.18.

Remark 4.40. Given any action pair (U,S) we have the associated semigroup US. In the case
of the pair (P,M), this subsemigroup is precisely PM = M itself. Thus, the pair (P,M) does
not lead to an ‘interesting’ subsemigroup of M . Similarly, the results of Chapter 6 will be of
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no use in describing presentations for M by means of the pair (P,M), since they assume we
already know a presentation for M (and P ). Nevertheless, knowing that (P,M) is an action pair
is useful in describing many more such pairs below (using Lemma 4.18). The pair (P,M) will
also be extremely important in Chapter 5.

The proof of Proposition 4.37 utilised the alternative formulation of action pairs from Propo-
sition 4.7, but it is convenient to understand the associated action of M on P (= P 1). To do
so, fix some u ∈ P and s ∈ M . Then su = (su)+s, by (4.38). By the proof of Proposition 4.7
(see (4.8)), we therefore have su = (su)+s+ = (su)+, where we used (+3) in the last step. To
summarise, the action of M on P is given by

su = (su)+ for s ∈M and u ∈ P . (4.41)

If M is inverse (with s+ = ss−1), then this action has the simple form su = su(su)−1 = sus−1;
cf. Examples 3.3(ii) and 4.35. It is worth noting that the action (4.41) goes back to work of
Fountain on the narrower class of adequate semigroups [44]; see also [53] where it is used in the
broader class of Ehresmann semigroups.

Next we wish to prove a result concerning action pairs of the form (Q,S), where Q ≤ P
and S ≤ M . The set T introduced above will play an important role in this, specifically in
determining which of these pairs are strong.

Lemma 4.42. Let M be a left restriction monoid, and write T = T (M) and R = R(M). Then

(i) T is a submonoid of M ,

(ii) R ⊆ T , with equality if M is inverse,

(iii) M \ T = {s ∈M : s+ 6= 1} is a right ideal (and hence a subsemigroup) of M .

Proof. (i). Define the relation σ =
{
(s, t) ∈M ×M : s+ = t+

}
. Clearly σ is an equivalence

(it is the kernel of the map s 7→ s+), and it follows quickly from Lemma 3.1(ii) that σ is a left
congruence. Lemma 2.1 then tells us that T = {s ∈M : s σ 1} is a submonoid.

(ii). Lemma 4.23(i) gives R ⊆ T . If M is inverse, and if s ∈ T , then 1 = s+ = ss−1, so s ∈ R.

(iii). Let s ∈M \ T and t ∈M . So s+ 6= 1, and we must show that (st)+ 6= 1. But if (st)+ = 1,
then s+ = s+ · 1 = s+(st)+ =3 (s

+ · st)+ =1 (st)
+ = 1, a contradiction.

Remark 4.43. The equality T = R need not hold if M is not inverse. For example, in PTX we
have

T (PTX) = TX and R(PTX) = {α ∈ TX : α is injective}.

The same example also shows that the right ideal M \ T (which is PTX \ TX in this case) is not
always a left ideal.

The next result follows immediately from Proposition 4.37, and Lemmas 4.15 and 4.18.

Proposition 4.44. Let M be a left restriction monoid, and write P = P (M) and T = T (M).
Then

(i) (Q,S) is an action pair for any Q ≤ P and S ≤ M such that Q1 is closed under the action
of S given in (4.41),

(ii) such a pair (Q,S) is strong if and only if S ⊆ T .
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Remark 4.45. In particular, (P, S) and (P ♭, S) are both action pairs for any S ≤M , where we
write P ♭ = P \ {1} ≤ P . Such pairs are strong if and only if S ⊆ T . Thus, the following action
pairs are all strong:

(P, T ), (P,R), (P,G), (P ♭, T ), (P ♭, R) and (P ♭, G).

As usual, these lead to the subsemigroups PT , PR and so on. We first note that PG(= GP ) is
in fact a factorisable inverse monoid. Indeed, this follows from the easily checked facts that:

• E(PG) = P ,

• g−1u = g−1
ug−1 ∈ PG is an inverse of ug for any u ∈ P and g ∈ G.

The inverse semigroup P ♭G(= GP ♭) = PG \ G is almost-factorisable. The submonoid PT
and the subsemigroup P ♭T are left-factorisable and almost-left-factorisable in the terminology
of [114]. Note that PG = GP has a left-right duality, where the corresponding right action is
given by eg = g−1eg, making it a restriction monoid; similar comments apply to the semigroup
P ♭G = GP ♭.

(As we will see in Chapter 6, the very fact that P ♭ = P \ {1} is a subsemigroup of P is
important in certain applications; see for example Assumption 6.33 and Remark 6.34.)

The action pair (P,L) is strong precisely when L ⊆ T . When M is inverse, this is equivalent
to L ⊆ R (cf. Lemma 4.42(ii)), and hence to L = R = G.

Finally, the action pair (P,M) itself is strong if and only if M = T , meaning that the left
restriction structure of M is trivial (s+ = 1 for all s ∈M). When M is inverse, this is equivalent
to M being a group (ss−1 = 1 for all s ∈ M), as we observed in Example 4.35. For the action
pair (P ♭,M), one can check that

P ♭M =M \ T = {s ∈M : s+ 6= 1}.

We showed in Lemma 4.42(iii) that this subsemigroup is in fact a right ideal of M .

4.4 The first structure theorem

Having now discussed an extensive collection of examples, including the class of left restriction
semigroups, we return to the general theory. The main goal of this section is to describe the
structure of a semigroup US arising from an action pair (U,S), showing how such a semigroup can
be built from a semidirect product U ⋊S and a special congruence. We do this in Theorem 4.53
below, but we begin with a simple result that holds more generally for a weak action pair (U,S).
For such a pair, the action from (A1) allows for the formation of the (external) semidirect product
U ⋊ S, as in Definition 3.4.

Proposition 4.46. If (U,S) is a weak action pair, then the map π : U ⋊ S → US given by
(u, s)π = us is a surmorphism with kernel

θ =
{
((u, s), (v, t)) : u, v ∈ U, s, t ∈ S, us = vt

}
.

Consequently, θ is a congruence on U ⋊ S, and US ∼= (U ⋊ S)/θ.

Proof. If u, v ∈ U and s, t ∈ S, then

(u, s)π · (v, t)π = us · vt = u · sv · st = (u · sv, st)π = ((u, s) · (v, t))π,

so that π is a morphism. Surjectivity is clear, as is the description of the kernel. The final
assertion follows from the First Isomorphism Theorem.
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Remark 4.47. Recall from Proposition 3.32 that

M =
{
(u, s) ∈ U ⋊ S : u = us+

}

is a subsemigroup of U ⋊ S, and that the map

F : U ⋊ S →M : (u, s) 7→ (us+, s)

is a retraction. (Note that to apply Proposition 3.32 we need to keep Remark 4.4 in mind, which
says that if S is a monoid then it acts monoidally on U1.) Because of the identity s = s+s
(cf. Remark 4.4), the following diagram commutes:

M

U ⋊ S US

π↾MF

π

(4.48)

In particular, π↾M :M → US is still a surmorphism, so we also have

US ∼=M/ϑ where ϑ = ker(π↾M ) = θ↾M .

Now consider an action pair (U,S). Of course Proposition 4.46 holds for this pair, and we
keep the meaning of the surmorphism π : U ⋊S → US, and the congruence θ = ker(π). For any
u ∈ U1, we define the relation

θu =
{
(s, t) ∈ S × S : us = ut

}
. (4.49)

We also continue to write s+ = s1 for s ∈ S.

Lemma 4.50. Let (U,S) be an action pair, and let u, v ∈ U and s, t ∈ S.

(i) We have (u, s) θ (v, t) ⇔ us+ = vt+ and (s, t) ∈ θus+.

(ii) If (U,S) is strong, then (u, s) θ (v, t) ⇔ u = v and (s, t) ∈ θu.

Proof. The second part follows from the first, given Lemma 4.15(ii). For the first part, suppose
(u, s) θ (v, t): i.e., us = vt. Then us+ = vt+ follows from (+4). Together with (+1), it follows
that us+s = us = vt = vt+t = us+t, so (s, t) ∈ θus+. The converse is similar.

Proposition 4.46 showed that, given an action pair (U,S), the semigroup US can be viewed
abstractly as a homomorphic image of a semidirect product U⋊S. Our next goal is to establish a
converse of this fact; namely, we wish to describe all homomorphic images of semidirect products
that correspond to action pairs in this way. To do so, we first establish some special properties
of the above congruence θ, and the associated relations θu. Here and elsewhere, if σ is a relation
on a semigroup T , and if x ∈ T , we write x · σ =

{
(xs, xt) : (s, t) ∈ σ

}
. The diagonal/equality

relation on any set X is denoted ∆X =
{
(x, x) : x ∈ X

}
.

Lemma 4.51. For an action pair (U,S), and with the above notation, the following all hold:

(i) For all u ∈ U and s ∈ S, we have (u, s) θ (us+, s).

(ii) For all s, t ∈ S, we have (s+, s) θ (t+, t) ⇒ s = t.

(iii) For all u, v ∈ U and s, t ∈ S, we have (u, s) θ (v, t) ⇒ us+ = vt+.

(iv) We have θ1 = ∆S.
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(v) For all u ∈ U , the relation θu is a right congruence on S.

(vi) For all u,w ∈ U , we have θu ⊆ θwu.

(vii) For all u ∈ U and x ∈ S, we have x · θu ⊆ θxu.

(viii) For all u,w ∈ U and (s, t) ∈ θu, we have u · sw = u · tw and (s, t) ∈ θu·sw.

Proof. These are easily checked, using the definition of θ and θu. We additionally use (+1)
for (i) and (ii), and Lemma 4.50 for (iii). We just give the details for (vii) and (viii).

(vii). We have

(s, t) ∈ θu ⇒ us = ut ⇒ xus = xut ⇒ xu · xs = xu · xt ⇒ (xs, xt) ∈ θxu.

(viii). We begin by noting that

(s, t) ∈ θu ⇒ us = ut ⇒ u · sw = u · tw,

by Lemma 4.25. Combining this with (A1) and us = ut, it also follows that

u · sw · s = usw = utw = u · tw · t = u · sw · t,

so that (s, t) ∈ θu·sw.

We now use these properties of θ (and the θu) to construct a set of axioms to abstractly
characterise the quotients of semidirect products giving rise to action pairs. To keep the ‘concrete’
pairs (U,S) separate from the abstract, we will use the notation V and T for the latter.

Definition 4.52. Suppose V and T are semigroups such that T has a left action on V 1 (the
monoid completion of V ) by semigroup morphisms, written (s, u) 7→ su, for s ∈ T and u ∈ V 1.
For s ∈ T , we write s+ = s1 ∈ V 1. Suppose σ is a congruence on the semidirect product V ⋊ T ,
and for each u ∈ V define the relation

σu =
{
(s, t) ∈ T × T : (u, s) σ (u, t)

}
.

If V is not a monoid (so 1 6∈ V ), we additionally define σ1 = ∆T . We say σ is special if the
following all hold:

(S1) For all u ∈ V and s ∈ T , we have (u, s) σ (us+, s).

(S2) For all s, t ∈ T , we have (s+, s) σ (t+, t) ⇒ s = t.

(S3) For all u, v ∈ V and s, t ∈ T , we have (u, s) σ (v, t) ⇒ us+ = vt+.

(S4) We have σ1 = ∆T .

(S5) For all u ∈ V , σu is a right congruence on T .

(S6) For all u,w ∈ V , we have σu ⊆ σwu.

(S7) For all u ∈ V and x ∈ T , we have x · σu ⊆ σxu.

(S8) For all u,w ∈ V and (s, t) ∈ σu, we have u · sw = u · tw and (s, t) ∈ σu·sw.

If T acts by monoid morphisms (i.e., if s+ = 1 for all s ∈ T ), then several simplifications
arise in (S1)–(S8). For example, (S1) is trivially true, and (S3) says (u, s) σ (v, t) ⇒ u = v.

Here is the main structural result of this chapter.
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Theorem 4.53. Suppose V and T are semigroups such that T has a left action on V 1 by
semigroup morphisms. Suppose also that σ is a special congruence on the semidirect product
V ⋊ T . Then there is an action pair (U,S) in some monoid M such that

U ∼= V, S ∼= T and US ∼= (V ⋊ T )/σ.

If T acts on V 1 by monoid morphisms, then (U,S) is strong.

Conversely, given any action pair (U,S), we have US ∼= (U ⋊ S)/θ for some special congru-
ence θ on the semidirect product U ⋊ S.

Proof. The last assertion follows from Proposition 4.46 and Lemma 4.51. The remainder of the
proof concerns the first two assertions, for which we fix V , T and σ with the specified properties.
Without loss of generality, we may assume that T and V 1 are disjoint. With a slight abuse of
notation, we let T 1 = T ∪{1} be the monoid obtained from T by adjoining 1 (the identity of V 1)
as an identity, whether or not T was already a monoid. The reason for doing this is that T might
be a monoid acting non-monoidally on V , and we will soon construct an action of T 1 on V 1 that
is required to be monoidal. (But we stress that V = V 1 if V is a monoid.)

We denote the action of T on V 1 by (s, u) 7→ su (s ∈ T , u ∈ V 1), and we extend this to a
monoidal action of T 1 on V 1 in the usual way, by further defining 1u = u for all u ∈ V 1. We then
have the semidirect product V 1 ⋊ T 1, which contains V ⋊ T as a proper subsemigroup. (Note
that V 1 ⋊ T 1 is not necessarily a monoid, although (1, 1) is always a left identity, as the action
of T 1 on V 1 is monoidal; cf. Lemma 3.11.) Throughout the proof, we write s+ = s1 for s ∈ T 1;
we will make frequent use of the properties of these elements listed in Lemma 3.1, often without
explicit reference. Since the action is monoidal, we have 1+ = 1.

The main effort in the proof goes into establishing the following:

Lemma 4.54. There is a congruence Σ on V 1 ⋊ T 1 such that the following all hold:

(Σ1) σ = Σ↾V ⋊T ,

(Σ2) For all u, v ∈ V 1, we have (u, 1) Σ (v, 1) ⇔ u = v.

(Σ3) For all u ∈ V 1 and s ∈ T 1, we have (u, s) Σ (us+, s).

(Σ4) For all u, v ∈ V 1 and s, t ∈ T 1, we have (u, s) Σ (v, t) ⇒ us+ = vt+.

Proof. We define Σ by specifying its equivalence classes. Each σ-class in V ⋊ T will determine
a unique Σ-class, so consider some such σ-class K. By (S2), K contains at most one element of
the form (s+, s) with s ∈ T .

(K1) If K does contain such an element (s+, s), then K ∪
{
(1, s)

}
is a Σ-class. (Note that this

is just K itself if s+ = 1 ∈ V . If s+ = 1 6∈ V , then no σ-class contains (s+, s).)

(K2) Otherwise, K is a Σ-class.

All elements of V 1 ⋊ T 1 not yet assigned to Σ-classes are now assigned to singleton Σ-classes.
These elements are precisely:

• (u, 1), for each u ∈ V 1, and

• (1, s), for each s ∈ T for which s+ = 1 6∈ V (if any). (Note that such an element is still of
the form (1, s) = (s+, s).)
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It is clear from the construction that Σ is an equivalence on V 1 ⋊ T 1, and that (Σ1) and (Σ2)
both hold. So it remains to show that Σ is compatible, and establish (Σ3) and (Σ4). We begin
with these two conditions.

(Σ3). This follows from (S1) when u ∈ V and s ∈ T , and is trivial when s = 1. When u = 1, (Σ3)
says (1, s) Σ (s+, s); this is clear if s+ = 1, and is true by definition of Σ otherwise; cf. (K1).

(Σ4). Suppose (u, s) Σ (v, t), where u, v ∈ V 1 and s, t ∈ T 1. We must show that us+ = vt+.
This is obvious if (u, s) = (v, t), or follows from (S3) if (u, s) σ (v, t), so we assume otherwise.
By construction (and by symmetry), it follows that (u, s) = (1, s) and (v, t) belongs to the σ-
class of (s+, s), with s+ ∈ V ; cf. (K1). But then (v, t) σ (s+, s), and it follows from (S3) and
Lemma 3.1(i) that

vt+ = s+s+ = s+ = 1 · s+ = us+,

as required.

As noted above, it remains (for the proof of the lemma) to establish the compatibility of Σ.
To do so, let (a,b) ∈ Σ and c ∈ V 1 ⋊ T 1. We must show that

c · (a,b) = (ca, cb) ∈ Σ and (a,b) · c = (ac,bc) ∈ Σ. (4.55)

Clearly (4.55) holds if a = b, so we now assume that a 6= b. Since a Σ b, it follows that a and b

belong to a Σ-class of type (K1) or (K2). By the form of these classes, we may write

a = (u, s), b = (v, t) and c = (w, x), where u, v, w ∈ V 1, s, t ∈ T and x ∈ T 1,

and we have

c · (a,b) = ((w · xu, xs), (w · xv, xt)) and (a,b) · c = ((u · sw, sx), (v · tw, tx)). (4.56)

Case 1. Suppose first that (a,b) ∈ σ; in particular, we have u, v ∈ V . If c ∈ V ⋊T , then (4.55)
follows from the fact that σ is compatible and σ ⊆ Σ. So we are left to consider the cases in
which w = 1 and/or x = 1. We will soon consider these separately, but we first note that (S3)
gives us+ = vt+. Combining this with (S1), we have

(us+, s) σ (u, s) σ (v, t) σ (vt+, t) = (us+, t) ⇒ (s, t) ∈ σus+. (4.57)

Case 1.1. Suppose w = 1. Examining (4.56), we must show that

(a) (xu, xs) Σ (xv, xt), and (b) (us+, sx) Σ (vt+, tx).

For (b), we note that (4.57) and (S5) give (sx, tx) ∈ σus+ , and so

(us+, sx) σ (us+, tx) = (vt+, tx).

For (a), we note that (4.57) and (S7) give (xs, xt) ∈ σx(us+). There is now a subtle point
concerning the possibility that x(us+) might equal 1.

• If x(us+) = 1, then it follows from (S4) that xs = xt, and so (x(us+), xs) = (x(us+), xt).

• If x(us+) 6= 1, then x(us+) ∈ V and (x(us+), xs) σ (x(us+), xt), by definition of σx(us+),
since (xs, xt) ∈ σx(us+).
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Either way, we have (x(us+), xs) Σ (x(us+), xt). Now,

x(us+) = xu · x(s+) = xu(xs)+ and similarly x(us+) = x(vt+) = xv(xt)+.

Combining all the above with (Σ3), we conclude that

(xu, xs) Σ (xu(xs)+, xs) = (x(us+), xs) Σ (x(us+), xt) = (xv(xt)+, xt) Σ (xv, xt),

completing the proof of (a).

Case 1.2. Now suppose x = 1. Since we have already dealt with the w = 1 case, we will also
assume here that w 6= 1. Examining (4.56) again, this time we must show that

(c) (wu, s) Σ (wv, t), and (d) (u · sw, s) Σ (v · tw, t).

For (c), we note that (4.57) and (S6) give (s, t) ∈ σwus+. Since wus+ ∈ V (as u ∈ V ), it follows
that (wus+, s) σ (wus+, t). Combining this with (S1) and us+ = vt+, we have

(wu, s) σ (wus+, s) σ (wus+, t) = (wvt+, t) σ (wv, t).

For (d), and keeping w 6= 1 in mind, we note that (4.57) and (S8) give

us+ · sw = us+ · tw and (s, t) ∈ σus+·sw.

By Lemma 3.1(iv) we have us+ · sw = u · sw and us+ · tw = vt+ · tw = v · tw. So in fact,

u · sw = v · tw and (s, t) ∈ σu·sw,

which gives (u · sw, s) σ (u · sw, t) = (v · tw, t), completing the proof of (d).

Case 2. We now assume that (a,b) /∈ σ (but we still of course have (a,b) ∈ Σ). By definition
of Σ, and swapping a and b if necessary, we may assume that a = (1, s), and that b = (v, t)
belongs to the σ-class of d = (s+, s), with s+ ∈ V . Since (b,d) ∈ σ, it follows from Case 2 that
c · (b,d) ∈ Σ and (b,d) · c ∈ Σ. So by transitivity, we can complete the proof of (4.55), and
hence of the lemma, by showing that

c · (a,d) ∈ Σ and (a,d) · c ∈ Σ.

For this, we first note that

c · (a,d) = ((wx+, xs), (w · x(s+), xs) and (a,d) · c = ((sw, sx), (s+ · sw, sx)).

By (Σ3), we have

ca = (wx+, xs) Σ (wx+(xs)+, xs) = (w(xs)+, xs) = (w · x(s+), xs) = cd.

On the other hand, we have ac = dc, as sw = s+ · sw. We have now completed the proof of
Lemma 4.54.

Returning now to the proof of the theorem, we fix a congruence Σ on V 1 ⋊ T 1 as in
Lemma 4.54, and we define M = (V 1 ⋊ T 1)/Σ. We denote the Σ-class of (u, s) ∈ V 1 ⋊ T 1

by [u, s], so that

M =
{
[u, s] : u ∈ V 1, s ∈ T 1

}
with operation [u, s] · [v, t] = [u · sv, st].

We already observed that (1, 1) is a left identity for V 1 ⋊ T 1, so of course [1, 1] is a left identity
for M . It follows from (Σ3) that

[u, s] · [1, 1] = [us+, s] = [u, s] for all u ∈ V 1 and s ∈ T 1,
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so that [1, 1] is a right identity for M . Consequently, M is a monoid with identity [1, 1].

Now we define

U =
{
[u, 1] : u ∈ V

}
and S =

{
[s+, s] : s ∈ T

}
.

Clearly U ≤ M , and it follows from (Σ2) that U ∼= V . We have S ≤ M because of the rule
[s+, s] · [t+, t] = [(st)+, st], which itself follows from s+ · s(t+) = s(t+) = (st)+. We have S ∼= T
because of (S2).

Next we verify that (U,S) is an action pair in M by using Proposition 4.7. Property (SA1)
follows from

[s+, s] · [u, 1] = [su, s] = [su, 1] · [s+, s].

We define the map S → U1 : [s+, s] 7→ [s+, s]+ = [s+, 1]. When checking (+1)–(+3) we make
extensive use of Lemma 3.1. For (+4), we must show that

[u, 1] · [s+, s] = [v, 1] · [t+, t] ⇒ [u, 1] · [s+, s]+ = [v, 1] · [t+, t]+ for all u, v ∈ V 1 and s, t ∈ T .

Expanding the products, this amounts to showing that

[us+, s] = [vt+, t] ⇒ [us+, 1] = [vt+, 1]

for all such u, v, s, t. For this we use (Σ3) and (Σ4):

[us+, s] = [vt+, t] ⇒ [u, s] = [v, t] ⇒ us+ = vt+ ⇒ [us+, 1] = [vt+, 1].

This completes the proof that (U,S) is an action pair in M .

If T acts on V 1 by monoid morphisms, then s+ = s1 = 1 for all s ∈ T , and it follows that
[s+, s]+ = [1, 1] for all s, so that (U,S) is strong by Lemma 4.15(ii).

Next we note that

US =
{
[u, 1][s+, s] : u ∈ V, s ∈ T

}
=

{
[u, s] : u ∈ V, s ∈ T

}
,

where in the last equality we use the fact that [u, 1][s+, s] = [us+, s] = [u, s] for u ∈ V and s ∈ T ,
which itself follows from (Σ3). Finally, we define a map

Ψ : V ⋊ T → US by (u, s)Ψ = [u, s].

It is clear that Ψ is a surmorphism (it is the restriction to V ⋊ T of the natural projection
V 1 ⋊ T 1 → (V 1 ⋊ T 1)/Σ = M). If u, v ∈ V and s, t ∈ T , then by the definition of Ψ, and
by (Σ1), we also have

(u, s)Ψ = (v, t)Ψ ⇔ [u, s] = [v, t] ⇔ (u, s) Σ (v, t) ⇔ (u, s) σ (v, t),

so that ker(Ψ) = σ. Thus, US ∼= (V ⋊ T )/σ by the First Isomorphism Theorem.

Remark 4.58. Recall from Remark 4.47 that the surmorphism π : U⋊S → US factors through
the subsemigroup

M =
{
(u, s) ∈ U ⋊ S : u = us+

}
≤ U ⋊ S.

It is possible to use Theorem 4.53 to classify the congruences σ on semigroups of the form M such
that M/σ comes from an action pair. We have chosen not to do this, however, because semidirect
products are arguably the more natural/direct construction. Nevertheless, the semigroup M will
play a very important role in Chapter 5.
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4.5 Congruence conditions

We conclude Chapter 4 with a sequence of results concerning generating sets for the congruence θ
on U ⋊ S defined in Proposition 4.46, where (U,S) is an action pair in a monoid M . For
convenience, let us recall that

θ =
{
((u, s), (v, t)) : u, v ∈ U, s, t ∈ S, us = vt

}
.

The reason we are interested in describing such generating sets is that they feed into presentations
for the semigroup US ∼= (U ⋊ S)/θ in Chapter 6.

The first result is the most general, and applies to any action pair (U,S). Roughly speaking,
it shows that θ is generated by pairs of two kinds:

• pairs with fixed U -coordinate, coming from the right congruences θu in (4.49), and

• pairs with fixed S-coordinate, coming from the s 7→ s+ map in Proposition 4.7.

Lemma 4.59. If (U,S) is an action pair, then θ = Ω♯, where

Ω =
{
((u, s), (u, t)) : u ∈ U, (s, t) ∈ θu

}
∪
{
((u, s), (us+, s)) : u ∈ U, s ∈ S

}
.

Proof. Write θ′ = Ω♯. It is easy to check that Ω ⊆ θ, so θ′ ⊆ θ. It remains to show that θ ⊆ θ′,
so suppose (u, s) θ (v, t). By Lemma 4.50(i), we have us+ = vt+ and (s, t) ∈ θus+. But then

(u, s) θ′ (us+, s) θ′ (us+, t) = (vt+, t) θ′ (v, t).

If the pair (U,S) is strong, then the previous result is essentially vacuous; cf. Lemma 4.50(ii).
The generating set Ω from Lemma 4.59 can be reduced when U and S are both submonoids of
the over-monoid M , as we now show. For the statement, recall from Remark 4.4 that s = s+s,
which tells us that (1, s) θ (s+, s).

Lemma 4.60. If (U,S) is an action pair, and if U and S are both submonoids, then θ = Ω♯,
where

Ω =
{
((u, s), (u, t)) : u ∈ U, (s, t) ∈ θu

}
∪
{
((1, s), (s+, s)) : s ∈ S

}
.

Proof. Write θ′ = Ω♯. It again suffices to show that θ ⊆ θ′. Given Lemma 4.59, it suffices to
show that (u, s) θ′ (us+, s) for all u ∈ U and s ∈ S. For this, we have

(u, s) = (u, 1)(1, s) θ′ (u, 1)(s+, s) = (us+, s).

Further simplifications are available when the pair (U,S) is strong. We begin by discussing
certain conditions that might be satisfied by such a pair.

Lemma 4.61. Suppose (U,S) is a strong action pair, and consider the following conditions:

(i) (∃u ∈ U) (∀s ∈ S) s = su,

(ii) (∀s ∈ S) (∃u ∈ U) s = su,

(iii) (∃u ∈ U) (∀s ∈ S) s = us,

(iv) (∀s ∈ S) (∃u ∈ U) s = us,

(v) (∀s ∈ S) (∃u ∈ U) (∃t ∈ S) s = ut,

(vi) (∃s, t ∈ S) (∃u ∈ U) s = ut,

(vii) (∃v ∈ U) (∀u ∈ U) (∀s ∈ S) us = usv,

(viii) (∀u ∈ U) (∀s ∈ S) (∃v ∈ U) us = usv,

(ix) (∃v ∈ U) (∀u ∈ U) (∀s ∈ S) u = u · sv,

(x) (∀u ∈ U) (∀s ∈ S) (∃v ∈ U) u = u · sv.

42



The following implications hold:

(iii) (iv) (v) (vi) (vii) (viii)

(i) (ii)

(ix) (x)

⇒ ⇒ ⇒ ⇒ ⇒

⇒

⇒

⇓ ⇓

m m

Proof. All implications other than (vi) ⇒ (vii), (vii) ⇔ (ix) and (viii) ⇔ (x) are obvious, and
in fact hold for non-strong action pairs as well. We treat the other implications now.

(vi) ⇒ (vii). If (vi) holds, then we have x = vy for some x, y ∈ S and v ∈ U . To show that (vii)
holds (with respect to this v), let u ∈ U and s ∈ S be arbitrary. Then u · sx = usvy = u · sv · sy,
so (SA2) gives u = u · sv. But then us = u · sv · s = usv, as required.

(vii) ⇔ (ix) and (viii) ⇔ (x). Using usv = u·sv·s and (SA2), we have us = usv ⇔ u = u · sv.

Remark 4.62. The conditions listed in Lemma 4.61 are quite natural. Indeed, items (i)–(viii)
have the equivalent formulations:

(i) Some element of U is a right identity for S.

(ii) Every element of S has a right identity from U .

(iii) Some element of U is a left identity for S.

(iv) Every element of S has a left identity from U .

(v) S ⊆ US.

(vi) S ∩ US 6= ∅.

(vii) Some element of U is a right identity for US.

(viii) Every element of US has a right identity from U .

While (ix) and (x) may not appear to be quite as natural, we have shown that they are equivalent
(when (U,S) is strong) to (vii) and (viii), and these alternative formulations will be useful in the
next proof.

One important special case in which all of conditions (i)–(x) obviously hold is when U is a
submonoid of the over-monoid M ; note that we only have to check (i) and (iii), which clearly
hold in this case.

Remark 4.63. It is also worth noting that the conditions listed in Lemma 4.61 are not all
equivalent. For example, consider the partial transformation monoid M = PTn, where n ≥ 2,
and the subsemigroups U = Sing(En), S1 = Tn and S2 = Sing(Tn). As noted in Example 4.30,
the strong action pairs (U,S1) and (U,S2) give rise to the same subsemigroup:

US1 = US2 = Sing(PTn).

One can check that:

• (U,S1) satisfies only (viii) and (x), while
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• (U,S2) satisfies only (ii), (viii) and (x).

On the other hand, some of the conditions of Lemma 4.61 are equivalent under further
assumptions. For example, if every element of U has a left identity (which happens for example
if U is regular), then (iv) ⇔ (v). Indeed, suppose (v) holds, and let s ∈ S be arbitrary. Then (v)
gives s = vt for some v ∈ U and t ∈ S. But then if u ∈ U is a left identity for v, it follows that
s = vt = uvt = us, showing that (iv) holds.

A similar argument shows that if U has a left identity, then (v) ⇒ (iii), so it follows that
(iii) ⇔ (iv) ⇔ (v) in this case.

Remark 4.64. Finally, we note that the implication (vi) ⇒ (vii) need not hold if (U,S) is not
strong. For example, consider the symmetric inverse monoid S = IX where |X| ≥ 2. Then
(U,S) is an action pair, where U = Sing(EX) = {idA : A ( X}. Indeed, this is easy to check
directly, and it also follows from Remark 4.45, as IX is inverse, and hence left restriction, and
U = P ♭ in the notation of that remark. Condition (vi) holds trivially for this pair, as we can
take s = t = u = idA for any A ( X. However, (vii) does not hold since

US = {α ∈ IX : dom(α) 6= X}

does not have a right identity, let alone a right identity from U .

For the rest of this section, we assume that for each u ∈ U , the right congruence θu is
generated (as a right congruence) by some set of pairs Ωu ⊆ S × S. For any set X, and any set
of pairs Σ ⊆ X ×X, we write

Σ−1 =
{
(y, x) : (x, y) ∈ Σ

}
.

Lemma 4.65. If (U,S) is a strong action pair, and if any of the conditions listed in Lemma 4.61
hold (e.g., if U is a submonoid), then θ = Ω♯, where

Ω =
{
((u, s), (u, t)) : u ∈ U, (s, t) ∈ Ωu

}
.

Proof. By Lemma 4.61 we may assume that (x) holds. As usual, it suffices to show that θ ⊆ θ′,
where θ′ = Ω♯. By Lemma 4.50(ii), this amounts to showing that (u, s) θ′ (u, t) for all u ∈ U and
(s, t) ∈ θu, so fix some such u, s, t. Since θu is generated (as a right congruence) by Ωu, there is
a sequence

s = s1 → s2 → · · · → sk = t,

where s1, . . . , sk ∈ S, and such that for each 1 ≤ i < k,

si = aici and si+1 = bici for some (ai, bi) ∈ Ωu ∪ Ω−1
u and ci ∈ S1.

Since s = s1 and t = sk, we can show that (u, s) θ′ (u, t) by showing that (u, si) θ
′ (u, si+1) for

each 1 ≤ i < k. This is clear if ci = 1, since then

((u, si), (u, si+1)) = ((u, ai), (u, bi)) ∈ Ω ∪Ω−1 ⊆ θ′.

So now we assume that ci 6= 1. By (x), there exists v ∈ U such that u = u · aiv. First note that

u · biv · bi = u · bi · v = u · ai · v = u · aiv · ai = u · ai,

where we used (ai, bi) ∈ θu (which implies uai = ubi) in the second step; (SA2) then gives
u · biv = u. It then follows that

(u, si) = (u, ai) · (v, ci) θ
′ (u, bi) · (v, ci) = (u, si+1),

as required.
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Remark 4.66. The above proof shows that θ is in fact generated by Ω as a right congruence.

The previous result showed that, under certain conditions, a generating set for the congru-
ence θ can be constructed by incorporating generating sets for the right congruences θu. We
now aim to take this further, by additionally incorporating a generating set for the semigroup U .
This of course necessitates stronger assumptions, and these include requiring that the θu behave
well with respect to joins. Before stating the result, we first establish some notation, which will
be of use throughout. For u, v ∈ U we write

v � u ⇔ u = wv for some w ∈ U1. (4.67)

(So � is Green’s ≥L -preorder on U .) It is easy to see that

v � u ⇒ θv ⊆ θu for all u, v ∈ U . (4.68)

It follows immediately that for any V ⊆ U ,

∨

v∈V,
v�u

θv ⊆ θu for all u ∈ U . (4.69)

Here and elsewhere, the join of equivalence relations is taken in the lattice of all equivalence
relations (over the same set). In particular, the join in (4.69) is the smallest equivalence relation
on S containing all of the θv (v ∈ V , v � u); note that this join could involve infinitely many
terms. If U is commutative, it also follows from (4.68) that

θu1 ∨ · · · ∨ θuk
⊆ θu1···uk

for all u1, . . . , uk ∈ U , (4.70)

as ui � u1 · · · uk for each i, by commutativity.

The next result concerns the cases in which we have equality in (4.69) or (4.70). The remaining
results of this section assume U and S are submonoids of the over-monoid M ; one could state
them in greater generality, similarly to Lemma 4.65, but the combinations of conditions become
unweildy, and we prefer the cleaner statements below.

Lemma 4.71. Suppose (U,S) is a strong action pair in a monoid M , and suppose additionally
that U and S are submonoids of M .

(i) If there exists a subset V ⊆ U such that

θu =
∨

v∈V,
v�u

θv for all u ∈ U ,

then θ = Ω♯, where
Ω =

{
((v, s), (v, t)) : v ∈ V, (s, t) ∈ Ωv

}
.

(ii) If U is commutative, and if θuv = θu ∨ θv for all u, v ∈ U , then for any monoid generating
set V for U we have θ = Ω♯, where

Ω =
{
((v, s), (v, t)) : v ∈ V, (s, t) ∈ Ωv

}
.

Proof. (i). Suppose V ⊆ U satisfies the stated assumption. As ever, it suffices to show that
θ ⊆ θ′, where θ′ = Ω♯. By Lemma 4.50(ii), this amounts to showing that (u, s) θ′ (u, t) for any
u ∈ U and (s, t) ∈ θu, so fix some such u, s, t. By the assumption on θu, there is a sequence

s = s1 → s2 → · · · → sk = t
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such that each (si, si+1) ∈
⋃

v∈Vu
(Ωv ∪ Ω−1

v ), where Vu = {v ∈ V : v � u}. Since (u, s) = (u, s1)
and (u, t) = (u, sk), it suffices to show that (u, si) θ

′ (u, si+1) for each 1 ≤ i < k, so fix some
such i. Then (si, si+1) ∈ Ωv ∪ Ω−1

v for some v ∈ Vu, and so ((v, si), (v, si+1)) ∈ Ω ∪ Ω−1. Since
v � u we have u = wv for some w ∈ U(= U1), and then

(u, si) = (w, 1) · (v, si) θ
′ (w, 1) · (v, si+1) = (u, si+1).

(ii). Suppose the assumptions of (ii) hold, and let V be an arbitrary generating set for U . It
suffices to show that the assumption of (i) holds with respect to this V . By (4.69), this amounts
to showing that ∨

v∈V,
v�u

θv ⊇ θu for all u ∈ U ,

so fix some such u. Since U = 〈V 〉, we have u = v1 · · · vk for some v1, . . . , vk ∈ V , and so

θu = θv1···vk = θv1 ∨ · · · ∨ θvk ⊆
∨

v∈V,
v�u

θv,

since each vi � u by commutativity of U .

The generating sets in Lemmas 4.65 and 4.71 can be further simplified in the (very) special
case that U and S are submonoids of M , with S a group. To deal with this case, we introduce
another piece of notation.

For an arbitrary weak action pair (U,S), we define the sets

Su = {s ∈ S : us = u} for each u ∈ U . (4.72)

It is easy to see that each Su is a (possibly empty) subsemigroup of S. When S is a submonoid
of M , each Su is a (non-empty) submonoid of S; if S is additionally a group, each Su is a
subgroup. The next result concerns this group case, when (U,S) is an action pair (not just a
weak action pair). For the statement, we fix a group generating set Γu for Su, for each u ∈ U ;
so each Su is generated as a monoid by Γu ∪ Γ−1

u . Note that in this case S is contained in the
group of units of M , so the action pair (U,S) is automatically strong by Lemma 4.23(ii).

Lemma 4.73. Suppose (U,S) is a (strong) action pair in a monoid M , and suppose additionally
that U and S are submonoids of M , with S a group. Then θ = Ω♯, where

Ω =
{
((u, 1), (u, s)) : u ∈ U, s ∈ Γu

}
.

Proof. Once again, it suffices to show that (u, s) θ′ (u, t) for all u ∈ U and (s, t) ∈ θu, where
θ′ = Ω♯. First note that (s, t) ∈ θu ⇒ us = ut ⇒ ust−1 = u, so that st−1 ∈ Su. It then follows
that st−1 = g1 · · · gk for some g1, . . . , gk ∈ Γu ∪ Γ−1

u . For each 1 ≤ i ≤ k + 1 write si = gi · · · gkt.
Since s1 = s and sk+1 = t, it suffices to show that (u, si) θ

′ (u, si+1) for each 1 ≤ i ≤ k.

So fix some such 1 ≤ i ≤ k. If gi ∈ Γu, then clearly (u, 1) θ′ (u, gi). Otherwise, (u, 1) θ′ (u, g−1
i ),

so post-multiplying by (1, gi) gives (u, gi) θ
′ (u, 1). Either way (and keeping si = gisi+1 in mind),

it follows that
(u, si) = (u, gi) · (1, si+1) θ

′ (u, 1) · (1, si+1) = (u, si+1),

as required.

As with Lemma 4.71, the conclusion of Lemma 4.73 can be strengthened when the sub-
groups Su behave well with respect to joins. (The join

∨
iHi of a collection of subgroups is the

smallest subgroup containing the union
⋃

iHi.) The statement again uses the relation � on U
given in (4.67).
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Lemma 4.74. Suppose (U,S) is a (strong) action pair in a monoid M , and suppose additionally
that U and S are submonoids of M , with S a group.

(i) If there exists a subset V ⊆ U such that

Su =
∨

v∈V,
v�u

Sv for all u ∈ U ,

then θ = Ω♯, where
Ω =

{
((v, 1), (v, s)) : v ∈ V, s ∈ Γv

}
.

(ii) If U is commutative, and if Suv = Su ∨ Sv for all u, v ∈ U , then for any monoid generating
set V for U we have θ = Ω♯, where

Ω =
{
((v, 1), (v, s)) : v ∈ V, s ∈ Γv

}
.

Proof. As in Lemma 4.71, part (ii) follows from part (i).

To prove (i), it suffices by Lemma 4.73 to show that (u, 1) θ′ (u, s) for all u ∈ U and
s ∈ Γu, where θ′ = Ω♯, so fix some such u, s. Then s ∈ Su =

∨
v∈Vu

Sv, where again we write
Vu = {v ∈ V : v � u}, so s = g1 · · · gk for some g1, . . . , gk ∈

⋃
v∈Vu

(Γv ∪ Γ−1
v ). (Recall that Γv is

a group generating set for Sv.) Writing si = gi · · · gk for each 1 ≤ i ≤ k + 1, we have s1 = s and
sk+1 = 1, so it suffices to show that (u, si) θ

′ (u, si+1) for each 1 ≤ i ≤ k. But for any such i, we
have gi ∈ Γv∪Γ−1

v for some v ∈ Vu, and u = wv for some w ∈ U . As in the proof of Lemma 4.73,
we have (v, 1) θ′ (v, gi), and (again remembering that si = gisi+1), it follows that

(u, si) = (w, 1) · (v, gi) · (1, si+1) θ
′ (w, 1) · (v, 1) · (1, si+1) = (u, si+1).

Remark 4.75. As in (4.68), we have

v � u ⇒ Sv ⊆ Su for all u, v ∈ U .

It follows that

∨

v∈V,
v�u

Sv ⊆ Su for all u ∈ U ,

and if U is commutative, that

Su1 ∨ · · · ∨ Suk
⊆ Su1···uk

for all u1, . . . , uk ∈ U .

Thus, in order to apply Lemma 4.74, we only need to check the forwards inclusion in the relevant
join equation.

5 Proper action pairs

Proposition 4.46 showed that the semigroup US arising from a weak action pair (U,S) is a
homomorphic image of a semidirect product U ⋊ S. Theorem 4.53 took this further in the
case that (U,S) is an action pair (not just a weak action pair), by additionally classifying the
congruences on semidirect products that lead to action pairs in this way. The purpose of the
current chapter is to prove a number of additional structure theorems concerning semigroups
arising from (weak) action pairs. These results are inspired by important classical results on
inverse semigroups, and wider classes such as left restriction semigroups, each of which involve
the notion of a proper semigroup from the relevant class.
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We discuss these classical results in Section 5.1 (see Theorems 5.11 and 5.12), as well as
some of the backstory behind their development. Section 5.2 shows that the mere existence of
an action of S on U1 (for semigroups U and S) allows one to construct an action pair (U,S)
in a suitable monoid M , with U ∼= U and S ∼= S, and with the respective actions of S and S
on U1 and U1 matching up appropriately. Some aspects of this construction bear similarities
with ideas in the proof of Theorem 4.53. In Section 5.3 we introduce the key notion of a proper
action pair, and show that a semigroup US arising from an arbitrary weak action pair (U,S) has
a ‘proper cover’. More specifically, Theorem 5.39 shows that there exists a proper pair (U ′, S′)
with U ′ ∼= U and S′ ∼= S, and a natural surmorphism U ′S′ → US. As an application of this,
we show how to deduce the classical Theorem 5.11 as a corollary. Sections 5.4–5.7 contain four
embedding theorems for proper monoids.

• Theorem 5.60 (in Section 5.5) is the most general of these, and states that a monoid US
arising from a proper action pair (U,S) can be embedded in a semidirect product U⋊(S/σ),
where U is a monoid containing U , and σ is a certain natural congruence on S. When S is
inverse, σ is the least group congruence. The monoid U constructed in the proof is defined
by means of a presentation that incorporates the structure of the monoids U and S/σ, and
the action of S on U(= U1).

• Theorem 5.47 (in Section 5.4) is actually a special case of Theorem 5.60, stated and proved
under the additional assumption that the elements s+ = s1 (s ∈ S) are central in U .
This allows us to construct a very different monoid U during the proof, and the resulting
semidirect product is in fact an (unrestricted) wreath product. In the special case that S is
left restriction, this U turns out to be a semilattice (built in a natural way from the ideals
of U = P (S)), and this allows us to deduce the classical Theorem 5.12 as a corollary.

• Theorems 5.82 and 5.102 (in Sections 5.6 and 5.7) are specialised versions of Theorem 5.60.
They show that when U is assumed to have certain additional structural properties (such
as being a semilattice or a left-regular band), then M = US embeds in U⋊(S/σ), as above,
where U has the same structural property as U .

5.1 Background

In the early years of the development of semigroup theory, three directions of attack emerged
to understand the structure and behaviour of an inverse semigroup S. These all had reference
to the semilattice E = E(S) = {x ∈ S : x = x2} of idempotents of S, and were subsequently
developed and applied to much broader classes. Specifically these directions are:

• the use of Munn’s fundamental inverse semigroup TE , built from order-isomorphisms of
principal ideals of E [93];

• the Ehresmann-Schein-Nambooripad approach, which uses the trace groupoid of S (which
has identities E), together with the natural partial order on S, to build an inductive
groupoid from which S can be recovered; a comprehensive account of the genesis of this
material is contained in Lawson’s monograph [77];

• McAlister’s theory of proper (a.k.a. E-unitary) inverse semigroups [86, 87].

Our current inspiration stems from this final direction, and we now describe it in a little more
detail, beginning with the key definition(s). The following can be found, for example, on p55
of [17].

Definition 5.1. Let S be a semigroup, and A ⊆ S an arbitrary subset. We say S is A-unitary
if the following implications hold:

ax ∈ A ⇒ x ∈ A and xa ∈ A ⇒ x ∈ A for all a ∈ A and x ∈ S. (5.2)
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Remark 5.3. Consider an inverse semigroup S, with semilattice of idempotents E = E(S).
Then S is E-unitary when the implications in (5.2) hold with respect to A = E. It is easy to
check (when A = E) that either of the implications in (5.2) follows from the other. Thus, S is
E-unitary if and only if

ex ∈ E ⇒ x ∈ E for all e ∈ E and x ∈ S.

It is again easy to check that this condition is equivalent to

e = ex ⇒ x ∈ E for all e ∈ E and x ∈ S. (5.4)

This all paves the way for the following:

Definition 5.5. An inverse semigroup S is proper if it is E-unitary, where E = E(S): i.e.,
if (5.4) holds (cf. Remark 5.3).

Remark 5.6. There are many other equivalent characterisations of proper (E-unitary) inverse
semigroups; see for example [64, Proposition 5.9.1]. One is for R∩σ (or equivalently L ∩σ) to be
trivial, where R and L are two of Green’s relations, and where σ is the least group congruence.
Thus, one can coordinatise the elements of a proper inverse semigroup by an idempotent and a
group element. For broader classes, such as the left restriction semigroups we consider below,
being E-unitary is a weaker condition than being proper; the definition of proper semigroups in
these classes is given below.

In two landmark papers, McAlister showed that:

• any inverse semigroup has a proper cover [86]: i.e., a preimage under an idempotent-
separating morphism that is proper, and

• any proper inverse semigroup S is isomorphic to a so-called P-semigroup [87]. The latter
is built from an action of the group G = S/σ (where here σ is the least group congruence
on S) on a semilattice containing E. Both the difficulty and the beauty of this approach
is that the action of G on E is not in general closed. It is also worth noting that while we
know from the outset that S acts on E (cf. Example 3.3(ii)), we also need S/σ to act on
(a semilattice containing) E.

Subsequently, O’Carroll [98] showed that a proper inverse semigroup S embeds into a semidirect
product F ⋊ G, where F is a semilattice containing E, and again G = S/σ. Immediately one
sees a connection with (left) action pairs, since a proper inverse semigroup S is coordinatised by
two components, one from a semilattice and another from a group. Of course, S might not be
the internal product of these constituents.

There are many proofs of McAlister’s ‘P-theorem’, and of O’Carroll’s subsequent embedding
theorem. In addition to the original strategies, we mention here the approaches of Munn [95],
Billhardt [8] and Steinberg [111], as well as the alternative strategy of Petrich and Reilly [99] using
only partial actions (which yields a somewhat differerent formulation, but which nevertheless
deserves mention here). A splendid account may be found in [78], where [99] is referred to as
‘the maverick alternative’.

The approach of McAlister and O’Carroll for inverse semigroups prompted analagous work
for larger classes of semigroups; see for example [3,9,49,75,83,112,113,115]. The extensions are,
roughly speaking, in two directions:

• One is to keep the condition of S being regular, but weaken the condition that E(S) forms
a semilattice: e.g., it could be a left-regular band (these satisfy the identities x2 = x
and xyx = xy).

49



• The other direction is to drop the condition that S is regular, and here the main body of
work retains commutativity of (certain) idempotents.

In particular, a theory analogous to that for inverse semigroups has been developed for left
restriction semigroups and the special (and in some sense generating) classes of left ample and
weakly left ample semigroups; see for example [9, 43, 46, 51, 52]. The results of this chapter take
this all much further, and apply to semigroups and monoids arising from (weak) action pairs.

Here is the appropriate extension to left restriction semigroups of the notion of a proper
inverse semigroup [47, 57, 75].

Definition 5.7. Let S be a left restriction semigroup with semilattice of projections P = P (S).
Define the congruence

σ = σS =
{
(s, t) ∈ S × S : es = et (∃e ∈ P )

}

=
{
(s, t) ∈ S × S : es = ft (∃e, f ∈ P )

}
.

We say S is proper if

s = t ⇔ s+ = t+ and s σ t for all s, t ∈ S. (5.8)

Remark 5.9. In fact, σ = ∇♯
P is the least congruence on S that identifies all projections. As ex-

plained in [56], σ is also a unary semigroup congruence, meaning that (s, t) ∈ σ ⇒ (s+, t+) ∈ σ.
The latter also follows quickly from (A2) and the definition of σ, as (P, S) is an action pair;
cf. Proposition 4.37 and Remark 4.39.

When S is inverse (regarded as a left restriction semigroup with s+ = ss−1), σ is the least
group congruence on S. Definitions 5.5 and 5.7 are equivalent when S is inverse; see for exam-
ple [77] or [64, Chapter 5]. It is worth noting that s+ = t+ is equivalent to s R t in an inverse
semigroup, where R is one of Green’s relations.

If S is left ample (a left restriction semigroup that additionally satisfies the quasi-identity
xz = yz ⇒ xz+ = yz+), then σ is the least right cancellative monoid congruence on S [43]. If S
is weakly left ample (a left restriction semigroup in which P (S) = E(S)), then σ is the least
unipotent monoid congruence on S [52].

Definition 5.10. Let S be a left restriction semigroup. A cover of S is a left restriction
semigroup C together with a projection-separating surmorphism ψ : C → S. Such a ψ is
called a covering morphism, and is required to be a unary semigroup morphism, in the sense
that (xy)ψ = (xψ)(yψ) and x+ψ = (xψ)+ for all x, y ∈ C. It follows quickly that ψ restricts to
an isomorphism P (C) → P (S). It is worth noting that when C and S are inverse semigroups
(regarded as left restriction semigroups with x+ = xx−1), any semigroup morphism C → S
automatically preserves the −1 operation, and hence also the + operation.

Here are the formal statements of the results mentioned above:

Theorem 5.11 (cf. [9,47,86]). Every left restriction semigroup (and in particular every inverse
semigroup) has a proper cover.

Theorem 5.12 (cf. [9, 75, 98]). Let S be a proper left restriction semigroup (in particular an
inverse semigroup) with semilattice of projections P = P (S). Then S embeds into a semidirect
product Q⋊ (S/σ), where Q is a semilattice containing P .

As we have already stated, our main goal in the current chapter is to devise a suitable notion of
a proper (weak) action pair, and formulate and prove corresponding extensions of Theorems 5.11
and 5.12 in this context; see Theorems 5.39, 5.47, 5.60, 5.82 and 5.102. These more general
results will also lead to new proofs of Theorems 5.11 and 5.12.

50



5.2 From actions to action pairs

(Weak) action pairs are defined in terms of an action of a semigroup S on the monoid comple-
tion U1 of a semigroup U , where U and S are contained in a common over-monoid M . The
purpose of the current section is to show that the mere existence of an action (by morphisms)
leads to an action pair that mimicks the original action, in a technical sense made precise below.
This construction will be harnessed in the next section in order to show that any semigroup
arising from a (weak) action pair has a ‘proper cover’.

For convenience of reference, we will gather the standing assumptions for this section here,
and also fix some notational conventions:

Assumption 5.13. (i) We assume that U and S are semigroups, and that S has a left action
on U1 via semigroup morphisms, denoted (s, u) 7→ su.

For example, if S has an action on U itself, and if U 6= U1, then this can be extended to an
action on U1 by additionally defining s1 = 1 for all s ∈ S. In this case, the action of S on U1 is
by monoid morphisms. More generally, however, we do not assume that the action in (i) is by
monoid morphisms.

(ii) If S happens to be a monoid, then we assume in addition that the action of S on U1 is
monoidal: i.e., that the identity of S acts identically.

Here, as usual, U1 denotes U if U is a monoid or else U1 = U ∪ {1}, where 1 is an adjoined
identity. We use the same convention for S1, and we assume without loss of generality (and for
notational convenience) that the identities of U1 and S1 are the same. But note that we do not
assume that U and S are contained in a common semigroup; in particular, we are not assuming
at this point that (U,S) is a (weak) action pair. However, we will show that (U,S) can indeed
be identified with an action pair (U,S) in a suitable monoid M .

The requirement for S to act monoidally (if it is a monoid) in Assumption 5.13(ii) is necessary
for the results of this section. In the next, we will apply these results in the case that (U,S) is a
weak action pair, and we noted in Remark 4.4 that whenever S is a monoid, it acts monoidally
on U1 in this case.

The action of S on U1 allows for the formation of the (external) semidirect product U⋊S, as
in Definition 3.4. As usual, and if necessary, we can extend the action of S on U1 to a monoidal
action of S1 on U1 (it is already monoidal by assumption if S = S1), and we then have the
semidirect product U1 ⋊ S1, which contains U ⋊ S as a subsemigroup. Although U1 ⋊ S1 might
not be a monoid (cf. Lemma 3.11), it follows from Proposition 3.32 (and monoidality of the
action of S1 on U1) that

M =
{
(u, s) ∈ U1 ⋊ S1 : u = us+

}
≤ U1 ⋊ S1

is a monoid with identity (1, 1). Here, as usual, we write s+ = s1 for all s ∈ S1, noting
that 1+ = 1.

We begin by identifying two natural subsemigroups of M . To this end, we define

u = (u, 1) and s = (s+, s) for u ∈ U and s ∈ S,

and we set
U = {u : u ∈ U} and S = {s : s ∈ S}.

It is clear that U ⊆M , while S ⊆M follows from Lemma 3.1(i).
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Lemma 5.14. Given Assumption 5.13, and with the above notation, we have

(i) U ≤M and U ∼= U , (ii) S ≤M and S ∼= S.

Proof. The first part is clear. The second follows quickly from the fact that for all s, t ∈ S,

s · t = (s+, s) · (t+, t) = (s+ · s(t+), st) = (s(t+), st) = ((st)+, st) = st, (5.15)

where we used parts (iv) and (ii) of Lemma 3.1.

For convenience in what follows, we also write 1 = (1, 1), even if 1 6∈ U . On a number of occa-
sions during the next proof (and later in the paper) we make use of the fact that u · s = (us+, s)
for all u ∈ U and s ∈ S; in particular, (u, s) = u · s if u = us+.

Proposition 5.16. Given Assumption 5.13, and with the above notation,

(i) (U,S) is an action pair in M =
{
(u, s) ∈ U1 ⋊ S1 : u = us+

}
,

(ii) (U,S) is strong if and only if the action of S on U1 is by monoid morphisms,

(iii) U · S =
{
(u, s) ∈ U ⋊ S : u = us+

}
.

Proof. (i). By Lemma 5.14, U and S are subsemigroups of M . Since U ∼= U and S ∼= S, we
have an action of S on U1 = U ∪

{
(1, 1)

}
, given by

su = su = (su, 1) for u ∈ U1 and s ∈ S.

Using Lemma 3.1(iv), one can easily check that s · u = (su, s) = su · s for all u ∈ U and s ∈ S.
This shows that (A1) holds.

For (A2), we must show that

u · s = v · t ⇒ u · s+ = v · t
+

for all u, v ∈ U1 and s, t ∈ S.

Noting that
s+ = s1 = s1 = s+ = (s+, 1), (5.17)

and similarly for t
+
, the required implication follows quickly from the fact that

u · s = (us+, s), v · t = (vt+, t), u · s+ = (us+, 1) and v · t
+
= (vt+, 1).

(ii). By Lemma 4.15(ii), (U,S) is strong if and only if s+ = 1 for all s ∈ S. But by (5.17),

s+ = 1 ⇔ (s+, 1) = (1, 1) ⇔ s+ = 1 ⇔ s1 = 1.

The assertion quickly follows.

(iii). First suppose u ∈ U and s ∈ S are such that u = us+. Then

(u, s) = (us+, s) = u · s ∈ U · S.

Conversely, suppose a ∈ U ·S, so that a = v·s for some v ∈ U and s ∈ S. Then with u = vs+ ∈ U ,
we have

a = v · s = (vs+, s) = (u, s) and us+ = vs+s+ = vs+ = u,

using Lemma 3.1(i).
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5.3 Proper action pairs and a covering theorem

We are now almost ready to introduce the notion of a proper action pair; see Definitions 5.21
and 5.25. The main result of the current section is Theorem 5.39, which shows that any semigroup
arising from a (weak) action pair is a natural homomorphic image of a semigroup arising from a
proper pair. The proof of the theorem utilises the (U,S) construction from the previous section.
Throughout the current section we comment on the special case of left restriction semigroups,
and we end by showing how the classical Theorem 5.11 follows from our Theorem 5.39.

Consider a weak action pair (U,S) in a monoid M . As ever, we denote the action of S on U1

by (s, u) 7→ su. We define
S+ = {s+ : s ∈ S} = {s1 : s ∈ S},

noting that this subset of U1 need not be a subsemigroup. In any case, we also define

P = P (U,S) = 〈S+〉,

which is the subsemigroup of U1 generated by S+. Since S+ consists of idempotents (cf. Lemma 3.1(i)),
it follows that P is an idempotent-generated semigroup, and hence is a submonoid of U1 if and
only if 1 ∈ S+; indeed, the latter claim follows from [35, Lemma 2.1].

Lemma 5.18. The subsemigroup P of U1 is closed under the action of S.

Proof. By Lemma 3.1(ii), S+ is closed under the action of S; so too therefore is 〈S+〉 = P .

Remark 5.19. By Lemma 5.18 (and consulting Definition 4.2), it follows immediately that
(P, S) is a weak action pair as well. If (U,S) is a (strong) action pair, then so too is (P, S), by
Lemma 4.18(ii); when (U,S) is strong, Lemma 4.15(ii) gives P = {1}.

Remark 5.20. When S is a left restriction semigroup, S+ = 〈S+〉 is precisely the semilat-
tice of projections P (S). This explains our choice of notation for P = P (U,S). Recall from
Proposition 4.37 (and Remark 4.39) that (P, S) is an action pair in S.

In order to give the definition of a proper action pair, we need an appropriate congruence to
play the role of σ from Definition 5.7.

Definition 5.21. Let (U,S) be a weak action pair in a monoid M , and write P = 〈S+〉. Define
the relation

κ = κ(U,S) =
{
(s, t) ∈ S × S : ps = qt (∃p, q ∈ P )

}

=
{
(s, t) ∈ S × S : ps = qt (∃p, q ∈ P 1)

}
,

and let σ = σ(U,S) = κ♯ be the congruence on S generated by κ.

Lemma 5.22. The relation κ is reflexive, symmetric and compatible. Consequently, σ is the
transitive closure of κ.

Proof. We just prove the first statement, as the second immediately follows. Reflexivity, sym-
metry and right-compatibility of σ are clear. For left-compatibility, let (s, t) ∈ κ and x ∈ S. So
ps = qt for some p, q ∈ P . By (A1) we have xp · xs = x · ps = x · qt = xq · xt. Since xp, xq ∈ P ,
by Lemma 5.18, it follows that (xs, xt) ∈ κ.

The next result concerns a special case in which we have σ = κ. For the statement, recall [22]
that a semigroup T is right-reversible if any two left ideals (equivalently, any two principal
left ideals) of T have non-empty intersection: i.e., if for all x, y ∈ T , we have ax = by for
some a, b ∈ T . Examples of right-reversible semigroups include semilattices (or in fact arbitrary
commutative semigroups), or more generally left-regular bands; the latter satisfy the identity
xyx = xy (and x = x2).
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Lemma 5.23. If P is right-reversible, then σ = κ.

Proof. It suffices by Lemma 5.22 to show that κ is transitive (in this case). So suppose s κ t κ x
for some s, t, x ∈ S. Then ps = qt and p′t = q′x for some p, p′, q, q′ ∈ P . By right-reversibility
we have aq = bp′ for some a, b ∈ P , and then ap · s = aqt = bp′t = bq′ · x, with ap, bq′ ∈ P , so
that s κ x, as required.

Remark 5.24. As a special case, when S is a left restriction semigroup, P = 〈S+〉 = P (S) is a
semilattice, so σ = κ coincides with the relation σS from Definition 5.7.

We can now give the definition of proper pairs and semigroups.

Definition 5.25. We say a weak action pair (U,S) is proper if for all u, v ∈ U1 and s, t ∈ S,

us = vt ⇔ us+ = vt+ and s σ t. (5.26)

If (U,S) is proper, the semigroup US is then said to be (U,S)-proper.

The following simple fact will be used without explicit reference from now on:

Lemma 5.27. Any proper weak action pair is an action pair.

Proof. We need to show that (A2) holds: i.e., that us = vt ⇒ us+ = vt+ for all u, v ∈ U1 and
s, t ∈ S. But this clearly follows from (5.26).

Remark 5.28. Consider a strong action pair (U,S). Since s+ = 1 for all s ∈ S, by Lemma 4.15(ii),
we have P = S+ = {1}, and it follows immediately that κ = ∆S (the equality relation on S),
and hence that σ = ∆S. Definition 5.25 then says that (U,S) is proper precisely when

us = vt ⇔ u = v and s = t for all u, v ∈ U1 and s, t ∈ S.

This then implies that the surmorphism π : U ⋊ S → US : (u, s) 7→ us from Proposition 4.46 is
injective, and hence an isomorphism.

Figure 1 gives a Venn diagram displaying the various classes of pairs studied in the paper.

Now that we have defined proper action pairs, we begin by showing that these are indeed the
‘correct’ generalisation of proper left restriction semigroups.

Proposition 5.29. If S is a left restriction semigroup with semilattice of projections P = P (S),
then the following are equivalent:

(i) S is proper, as in Definition 5.7,

(ii) (P, S) is a proper action pair, as in Definition 5.25.

Proof. We have already noted in Remark 5.20 that P = S+ = 〈S+〉 in this case, and in
Remark 5.24 that the definitions of σ from Definitions 5.7 and 5.21 coincide.

(i) ⇒ (ii). Suppose first that S is proper, and let u, v ∈ P 1 and s, t ∈ S. We must show that

us = vt ⇔ us+ = vt+ and s σ t. (5.30)

Since S is proper, and since us, vt ∈ S, it follows from (5.8) that

us = vt ⇔ (us)+ = (vt)+ and us σ vt. (5.31)
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SAP PAP

AP

WAP

Figure 1. Venn diagram indicating inclusions among the classes of strong action pairs (SAP),
proper action pairs (PAP), action pairs (AP) and weak action pairs (WAP).

By Lemma 4.36, we have us+ = vt+ ⇔ (us)+ = (vt)+. It also follows quickly from the definition
of σ (in Definition 5.7) that s σ t ⇔ us σ vt, keeping in mind the fact that P is a semilattice.
Equivalence of (5.30) and (5.31) is now clear.

(ii) ⇒ (i). Conversely, suppose (P, S) is proper, and let s, t ∈ S. We must show that

s = t ⇔ s+ = t+ and s σ t.

As the forwards implication is clear, suppose s+ = t+ and s σ t. Then with u = v = s+ = t+ ∈ P ,
we have us+ = s+ = t+ = vt+. Since (P, S) is proper, and since also s σ t, it follows from (5.26)
that us = vt: i.e., s = t.

The next result shows that when the action pair (U,S) is proper, and when P = 〈S+〉 satisfies
a certain kind of semigroup identity, the congruence σ can be described equationally, rather than
by asserting the existence of suitable elements of P .

Lemma 5.32. Let (U,S) be a proper action pair, and suppose P satisfies a semigroup identity
of the form f(x, y)x = g(x, y)y, where f(x, y), g(x, y) ∈ {x, y}∗. Then

σ = κ =
{
(s, t) ∈ S × S : f(s+, t+)s = g(s+, t+)t

}
.

Proof. The identity implies that P is right-reversible, so Lemma 5.23 gives σ = κ. For the rest
of the proof we write

σ′ =
{
(s, t) ∈ S × S : f(s+, t+)s = g(s+, t+)t

}
.

Since f(s+, t+), g(s+, t+) ∈ P 1 for any s, t ∈ S, we clearly have σ′ ⊆ σ.

Conversely, suppose s σ t. Since s+, t+ ∈ P , we have f(s+, t+)·s+ = g(s+, t+)·t+. Combining
this with s σ t, it follows from (5.26) that f(s+, t+) · s = g(s+, t+) · t, whence s σ′ t.

Remark 5.33. Since semilattices satisfy the identity xy = yx, it follows from Lemma 5.32 that

σ = κ =
{
(s, t) ∈ S × S : t+s = s+t

}
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when P is a semilattice. Similarly,

σ = κ =
{
(s, t) ∈ S × S : s+t+s = s+t

}

if P is a left-regular band.

If P satisfies an identity of the form f(x, y, z1, . . . , zk)x = g(x, y, z1, . . . , zk)y, then one
can arbitrarily substitute x and/or y in place of the zi to obtain an identity of the form
f ′(x, y)x = g′(x, y)y, and Lemma 5.32 then applies.

In Sections 5.4–5.7 we will be concerned with proper action pairs (U,S), when U and S are
both submonoids of the over-monoid M . The σ-class of the identity of S will play an important
role on many occasions during these sections. The next lemma characterises the elements of this
class, and shows that they act on U1 in a particularly simple way. In the statement, we do not
assume that U is a submonoid of M , and we use the notation 1̂ for consistency with later use.

Lemma 5.34. Let (U,S) be a proper action pair, with S a submonoid of the over-monoid M ,
and let 1̂ be the σ-class of 1 ∈ S.

(i) We have 1̂ = S ∩ S+ = {s ∈ S : s = s+}.

(ii) For any s ∈ 1̂, and for any u ∈ U1, we have su = su = s+u.

Proof. (i). We prove this part by showing that for all s ∈ S, the following are equivalent:

(a) s σ 1, (b) s ∈ S+, (c) s = s+.

(a) ⇒ (c). Taking u = t = 1 and v = s+, we have us+ = vt+ and s σ t. Since (U,S) is proper,
it follows from (5.26) that us = vt: i.e., s = s+.

(c) ⇒ (b). This is obvious.

(b) ⇒ (a). Suppose s = t+ for some t ∈ S. Then since 1 · s = t+ · 1, with 1, t+ ∈ S+ ⊆ P , it
follows that (s, 1) ∈ κ ⊆ σ; cf. Definition 5.21.

(ii). We have s = s+ by part (i), so of course su = s+u. Combining s = s+ with (A1) and
Lemma 3.1(iv), we have su = su · s = su · s+ = su.

The next lemma provides a handy criterion for an action pair to be proper. For the statement,
we say that a subsemigroup V of a semigroup T is left-dense in T if the following condition holds:

(∀t ∈ T ) (∃a ∈ V ) at ∈ V. (5.35)

Note, for example, that any right ideal is left-dense, but the converse need not hold. (The term
‘left-dense’ is taken from [7, p. 98], where the meaning is slightly different. There ‘(∃a ∈ V )’ is
replaced by ‘(∃a ∈ T )’, and this results in a weaker condition. For example, take T to be an
arbitrary group, V a proper subgroup, and t ∈ T \ V ; any a ∈ T such that at ∈ V necessarily
belongs to T \ V .) Before stating the lemma, we claim that left-density is equivalent to the
ostensibly stronger condition:

(∀s, t ∈ T 1) (∃a ∈ V ) as, at ∈ V. (5.36)

Obviously (5.36) implies (5.35). For the converse, suppose (5.35) holds, and let s, t ∈ T 1. There
exists c ∈ V such that ct ∈ V (this is obvious if t = 1, or follows from (5.35) otherwise). Since
certainly cs ∈ T , there also exists b ∈ V such that b · cs ∈ V . We then have as, at ∈ V for
a = bc ∈ V . (The weaker version of left-density from [7] does not imply the corresponding
version of (5.36), as seen again with T a group, V a proper subgroup, s ∈ V and t ∈ T \ V .)
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Lemma 5.37. Suppose (U,S) is an action pair.

(i) If P is left-dense in U , then

us = vt ⇒ us+ = vt+ and s σ t for all u, v ∈ U1 and s, t ∈ S.

(ii) If σ = ∆S, then

us = vt ⇐ us+ = vt+ and s σ t for all u, v ∈ U1 and s, t ∈ S.

(iii) If P is left-dense in U , and if σ = ∆S, then (U,S) is proper.

Proof. It clearly suffices to prove (i) and (ii). For these, let u, v ∈ U1 and s, t ∈ S.

(i). Suppose us = vt. It follows from (A2) that us+ = vt+. By (5.36) there exists p ∈ P such
that pu, pv ∈ P , and it then follows from pus = pvt that (s, t) ∈ κ ⊆ σ.

(ii). Suppose us+ = vt+ and s σ t. Since σ = ∆S, we have s = t. Combining this with (+1), it
follows that us = us+ · s = vt+ · t = vt.

Consider again semigroups S and U for which S has a left action on U1 by semigroup
morphisms, and assume that S acts monoidally if it happens to be monoid; cf. Assumption 5.13.
As in Section 5.2, we have the semidirect products U ⋊ S and U1 ⋊ S1, and the subsemigroups

U = {u : u ∈ U} and S = {s : s ∈ S}

of U1⋊S1, where u = (u, 1) and s = (s+, s), for u ∈ U and s ∈ S. We showed in Proposition 5.16
that (U,S) is an action pair in the monoid

M =
{
(u, s) ∈ U1 ⋊ S1 : u = us+

}
,

and the next result takes this further. For the proof, we use the fact that s+ = s+ for s ∈ S;
cf. (5.17). Together with the fact that S → S : s 7→ s is an isomorphism, it follows that

s+1 · · · s+k = s+1 · · · s+k for all s1, . . . , sk ∈ S.

Proposition 5.38. Given Assumption 5.13, and with the above notation, we have σ(U,S) = ∆S.
Moreover, the action pair (U,S) is proper, so the semigroup

U · S =
{
(u, s) ∈ U ⋊ S : u = us+

}

is (U,S)-proper.

Proof. Throughout the proof, we write κ = κ(U,S) and σ = σ(U,S), and also

P = P (U,S) = 〈S
+
〉 where S

+
= {s+ : s ∈ S} = {s+ : s ∈ S}.

To show that σ = ∆S we must show that κ = ∆S, so suppose s κ t for some s, t ∈ S. By
definition, this means that p · s = q · t for some p,q ∈ P . Now, p = s+1 · · · s+k = s+1 · · · s+k for

some s1, . . . , sk ∈ S, so that p = u, where u = s+1 · · · s+k ∈ U1. Similarly, q = v for some v ∈ U1.
But then

(us+, s) = p · s = q · t = (vt+, t).

It follows from this that s = t, whence s = t, and this completes the proof that κ = ∆S.

Given Proposition 5.16, it remains to show that (U,S) is proper: i.e., that

u · s = v · t ⇔ u · s+ = v · t+ and s σ t for all u, v ∈ U1 and s, t ∈ S.

The backwards implication follows from Lemma 5.37(ii), as σ(U,S) = ∆S . For the forwards
implication, suppose u · s = v · t. Since (U,S) is an action pair, it follows from (A2) that
u · s+ = v · t

+
. Also, (us+, s) = u · s = v · t = (vt+, t) gives s = t, so certainly s σ t.
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We can now give the following covering theorem, which is the main result of this section. In
essence, it says that any semigroup US arising from a weak action pair (U,S) is a homomorphic
image of a semigroup U ′S′ arising from a proper action pair (U ′, S′), with U ′ ∼= U and S′ ∼= S.

Theorem 5.39. Suppose (U,S) is a weak action pair in a monoid M .

(i) There exists a proper action pair (U ′, S′) in a monoid M ′, with U ′ ∼= U and S′ ∼= S, and a
surmorphism ψ : U ′S′ → US.

(ii) If S is a submonoid of M , then such a pair and surmorphism exist for which:

• S′ is a submonoid of M ′,

• U ′ is a subsemigroup of U ′S′, and

• the restriction ψ↾U ′ is an isomorphism U ′ → U .

(iii) If s+ ∈ U for all s ∈ S (including the case that U is a submonoid of M), then such a pair
and surmorphism exist for which:

• S′ is a subsemigroup of U ′S′, and

• the restriction ψ↾S′ is an isomorphism S′ → S.

Proof. (i). Since (U,S) is a weak action pair, S (and hence also S1) acts on U1, and S1 acts
monoidally (cf. Remark 4.4). We then take

M ′ =
{
(u, s) ∈ U1 ⋊ S1 : u = us+

}
, U ′ = U = {u : u ∈ U} and S′ = S = {s : s ∈ S},

as above. By Lemma 5.14, we have U ′ ∼= U and S′ ∼= S. By Proposition 5.38, (U ′, S′) is a proper
action pair in M ′, and

U ′S′ =
{
(u, s) ∈ U ⋊ S : u = us+

}
.

Define the map ψ : U ′S′ → US : (u, s) 7→ us. Since this is the restriction to U ′S′ of the
morphism π : U⋊S → US from Proposition 4.46, it follows that ψ is a morphism. To demonstrate
surjectivity, let x ∈ US, so that x = us for some u ∈ U and s ∈ S. As in Remark 4.4, we have
s = s+s, and so (u · s)ψ = (us+, s)ψ = us+ · s = us = x, with u · s ∈ U ′S′.

(ii). Suppose S is a submonoid of M . Clearly then S′ = S is a submonoid of M ′, so that
U ′ = U ′ · 1 ≤ U ′S′. Since ψ↾U ′ maps each u = (u, 1) 7→ u · 1 = u, it is clearly an isomor-
phism U ′ → U .

(iii). The stated assumption ensures that U ′S′ contains each s = (s+, s), with s ∈ S: i.e., that
S′ ≤ U ′S′. Since ψ maps each s = (s+, s) 7→ s+s = s, the final assertion follows.

Remark 5.40. We have already noted that a semigroup US arising from a (weak) action pair
(U,S) need not contain U itself, or even an isomorphic copy of U ; see Example 4.32(iii). More-
over, U ′ is not contained in U ′S′ (in the above construction) if S is not a submonoid of M .
Thus, S being a submonoid is a necessary assumption in part (ii) of Theorem 5.39, at least for
the particular choice of U ′ = U and S′ = S used in the proof.

In part (iii), note that the stronger assumption of U being a submonoid of M implies that U ′

is a submonoid of M ′.

As an application of Theorem 5.39, we show how to deduce Theorem 5.11. We begin with
the case of left restriction monoids:

Corollary 5.41 (cf. [9, Theorem 6.4]). Every left restriction monoid has a proper cover.
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Proof. Consider a left restriction monoid M , and the action pair (P,M) in M , where P is the
semilattice of projections (cf. Proposition 4.37). Let (P ′,M ′) = (P ,M ) be the proper action
pair constructed in the proof of Theorem 5.39, and let

C = P ′M ′ =
{
(u, s) ∈ P ⋊M : u = us+

}
.

So ψ : C → PM = M : (u, s) 7→ us is a (monoid) surmorphism, and ψ↾P ′ is an isomor-
phism P ′ → P .

It is routine to check that C is left restriction under the operation (u, s)+ = (u, 1). Thus,
P (C) =

{
(u, 1) : u ∈ P

}
= {u : u ∈ P} = P ′. Consequently, ψ is projection-separating, since

ψ↾P ′ is an isomorphism.

It remains to check that ψ respects the unary operations of S and C. But for any (u, s) ∈ C
we use Lemma 4.36 to calculate

(u, s)+ψ = (u, 1)ψ = u = us+ = (us)+ = ((u, s)ψ)+,

as required.

We now show how the general case follows.

Proof of Theorem 5.11. Let S be a left restriction semigroup. If S is a monoid, then Corol-
lary 5.41 applies, so we assume otherwise. Let M = S1 = S⊔{1}, so that M is also left restriction
(where we additionally define 1+ = 1). Let C = P ′M ′ be the proper cover of M from the proof
of Corollary 5.41, with covering morphism ψ : C → M : (u, s) 7→ us. Since M \ {1} = S ≤ M ,
is follows that

cψ = 1 ⇔ c = 1 for all c ∈ C, (5.42)

where we write 1 = (1, 1) for the identity of C.

Now we let D = {c ∈ C : c+ 6= 1}. By Lemma 4.42(iii), D is a subsemigroup of C. More-
over, D is closed under +, as

c ∈ D ⇒ (c+)+ = c+ 6= 1 ⇒ c+ ∈ D,

by (L6). It follows that D is a proper left restriction semigroup. By (5.42), the restriction
Ψ = ψ↾D maps D into S =M \ {1}, as

cψ = 1 ⇒ 1 = 1+ = (cψ)+ = c+ψ ⇒ c+ = 1 ⇒ c 6∈ D.

In fact, Ψ : D → S is surjective, since for any s ∈ S we have s = cψ for some c ∈ C, and we
must in fact have c ∈ D; indeed, if c+ = 1, then we would have 1 = 1ψ = c+ψ = (cψ)+ = s+,
contradicting the fact that S = M \ {1} is closed under +. Thus, Ψ is a surmorphism D → S,
and it is projection-separating since ψ is.

Remark 5.43. Consider an inverse monoid M , regarded as a left restriction monoid under
s+ = ss−1. So P = P (M) = E(M) is the semilattice of (all) idempotents of M ; as usual, we
denote this semilattice by E. Let C and ψ be as in the proof of Corollary 5.41, so that

C =
{
(e, s) ∈ E ⋊M : e = es+

}
=

{
(e, s) ∈ E ⋊M : e ≤ s+

}

is a proper left restriction monoid under (e, s)+ = (e, 1), and ψ : C →M : (e, s) 7→ es is a covering
morphism. (In the above, ≤ is the natural partial order on M , defined by s ≤ t ⇔ s ∈ Et.
Note that for e, f ∈ E we have e ≤ f ⇔ e = ef .) It is routine to show the following:

• C is inverse, with inversion given by (e, s)−1 = (s
−1
e, s−1),
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• E(C) =
{
(e, s) : e, s ∈ E, e = es

}
=

{
(e, s) : e, s ∈ E, e ≤ s

}
.

(To show that C is inverse, one shows that it is regular, and E(C) is commutative. To verify the
above claim about (e, s)−1, one needs to note that

(e, s) ∈ C ⇒ e = es+ ⇒ s(s
−1
e) = ss−1

e = s+e = s+e(s+)−1 = s+es+ = es+s+ = e.)

We note, however, that C is not necessarily a proper inverse monoid, even though it is a proper
left restriction monoid. In fact, one can easily show that C is a proper inverse monoid if and
only if S is a proper inverse monoid.

The key point here is that P (C) =
{
(e, 1) : e ∈ E

}
is generally not equal to E(C), so that

(E(C), C) might not be a proper action pair, even though (P (C), C) always is; cf. Proposi-
tion 4.37. (In fact, E(C) = P (C) ⇔ E = {1}, as (e, e) ∈ E(C) \ P (C) for any e ∈ E \ {1}.)
Similarly, ψ is generally not idempotent-separating, even though it is projection-separating, as
we have (e, s)ψ = e for any idempotent (e, s) of C. (So again, ψ is idempotent-separating if and
only if E = {1}. As we have noted on a number of occasions, E = {1} is equivalent to M being
a group.)

5.4 Embedding theorems for proper monoids I

In this section, and the subsequent three sections, we turn to the task of finding an appropriate
generalisation of Theorem 5.12 in the context of proper action pairs. That is, we consider a
semigroup US arising from a proper pair (U,S), and seek to embed US in a semidirect product
U⋊(S/σ), where U is some semigroup containing U , and where σ is the congruence on S given in
Definition 5.21. For technical reasons, we will need to assume that U and S are both submonoids
of the over-monoid M . However, this does not end up hampering us, in the sense that we can
still derive (the full semigroup version of) Theorem 5.12 as a corollary.

The main result of the current section is Theorem 5.47. This states that a (U,S)-proper
monoid M = US embeds in a suitable semidirect product U ⋊ (S/σ), under the assumption that
the submonoid P = 〈S+〉 of U (see Definition 5.21) is central in U . This centrality condition
is quite natural. For example, when M is a proper left restriction monoid, arising from the
proper action pair (P,M), we have already observed that P = U is the semilattice of projections
of M , and is therefore commutative, and hence central in itself. After proving Theorem 5.47, we
deduce the monoid version of Theorem 5.12 in Corollary 5.58, and then show that the general
case follows.

The centrality assumption just discussed is in fact not necessary to obtain an embedding of
the desired kind. Indeed, in the next section we prove Theorem 5.60, which is essentially the
same as Theorem 5.47 but with the centrality assumption removed. We do, however, have strong
motivation for stating and proving the two separate embedding results. First, the construction of
the monoid U is somewhat more abstract in the general case. By contrast, the monoid U used in
the current section is more transparent, and the corresponding semidirect product U⋊(S/σ) is in
fact an (unrestricted) wreath product I wr (S/σ), in the sense of [90,105], for a suitable monoid I,
as we explain in a little more detail below. Another advantage of the current construction is that
when M is a proper left restriction monoid, U is easily seen to be a semilattice, and as noted
above this allows us to deduce Theorem 5.12 as a corollary.

In this section, and the next three, an important role will be played by certain special fac-
torisations of elements of a semigroup US arising from a (weak) action pair (U,S):

Definition 5.44. Let (U,S) be a weak action pair. A natural factorisation for an element
a ∈ US is a pair (u, s) ∈ U × S such that a = us and u = us+.

60



The next result lists some special properties of these factorisations. Note that we can think
of a natural factorisation of a ∈ US as an element of the semigroup

{
(u, s) ∈ U ⋊ S : u = us+

}

that maps to a under the surmorphism π : U ⋊S → US from Proposition 4.46; cf. Remark 4.47.
The first two parts of the next result can be proved with reference to this viewpoint, but we give
simple direct proofs for convenience.

Lemma 5.45. Let (U,S) be a weak action pair.

(i) Every element of US has a natural factorisation.

(ii) If (u, s) and (v, t) are natural factorisations of elements a and b of US, respectively, then
(u · sv, st) is a natural factorisation of ab.

(iii) If (U,S) is an action pair, and if (u, s) and (v, t) are natural factorisations for the same
element of US, then u = v.

(iv) If (U,S) is a proper action pair, and if (u, s) and (v, t) are natural factorisations for the
same element of US, then s σ t.

Proof. (i). Let a ∈ US. We certainly have a = vs for some v ∈ U and s ∈ S, and we
take u = vs+. Then since s = s+s (cf. Remark 4.4) we have us = vs+s = vs = a, while
us+ = vs+s+ = vs+ = u, by Lemma 3.1(i).

(ii). We obtain ab = u · sv · st right from (A1). Combining Lemma 3.1(ii) with v = vt+, we have

u · sv · (st)+ = u · sv · s(t+) = u · s(vt+) = u · sv.

(iii). Suppose us = vt, where (u, s) and (v, t) are natural. By (A2) we have us+ = vt+, and
since u = us+ and v = vt+ (by naturality), it follows that u = v.

(iv). This follows immediately from (5.26).

Remark 5.46. On many occasions, Lemma 5.45 will allow us to define a morphism ψ whose
domain US arises from a proper action pair (U,S). Given a ∈ US, parts (i), (iii) and (iv) allow
us to unambiguously define aψ, by explaining how to construct it from u and the σ-class of s for
any natural factorisation (u, s) of a. Part (ii) will be useful in showing that such a map ψ is a
morphism.

We are now almost ready to state our first embedding theorem. The theorem concerns a
proper action pair (U,S) in a monoid M , where U and S are both submonoids. Without loss
of generality, we may assume that M = US, so that M is (U,S)-proper. We continue to use
the notation S+, P = 〈S+〉 and σ = κ♯ from Section 5.3. So P is an idempotent-generated
submonoid of U , and σ is a congruence on S. For s ∈ S we write ŝ for the σ-class of s.

As we have already noted, the following theorem concerns the case in which P = 〈S+〉 is
central in U , meaning that pu = up for all p ∈ P and u ∈ U . This is of course equivalent to the
generating set S+ being central in U .
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Theorem 5.47. Let M = US be a (U,S)-proper monoid, and suppose P = 〈S+〉 is central in U .
Then there exists a semidirect product M = U⋊ (S/σ) and an embedding ψ :M → M such that:

(i) U contains a subsemigroup U ′ isomorphic to U ,

(ii) ψ↾U : U → U ′ ⋊ {1̂} is an isomorphism,

(iii) U is commutative if U is commutative.

We build towards the proof of the theorem with a series of preliminary results. For the
remainder of this section, we assume that M = US is a (U,S)-proper monoid (with U and S
submonoids), and that P = 〈S+〉 is central in U .

We begin with a result that gives a convenient equational formulation of σ.

Lemma 5.48. The monoid P is a semilattice, and consequently σ =
{
(s, t) ∈ S × S : t+s = s+t

}
.

Proof. Commutativity of P follows from centrality. Since every element of S+ is an idempotent
(cf. Lemma 3.1(i)), so too therefore is every element of P . The assertion regarding σ follows
from Lemma 5.32; cf. Remark 5.33.

In what follows, it will be convenient to write

S = S/σ = {ŝ : s ∈ S}.

So we must construct a monoid U , a semidirect product M = U ⋊ S, and a suitable embed-
ding ψ :M → M. The monoid U will in fact be of the form IS for some monoid I, and then U⋊S
will be an unrestricted wreath product I wrS = IS ⋊ S in the sense of [90,105]. Since we will be
studying a different kind of (transformational) wreath product in Chapter 9, and since we wish
to emphasise the monoid U itself in our construction (rather than I), we will not speak explicitly
of (any kind of) wreath products in the current chapter. However, in order to prepare the reader
for our construction we briefly recall the definition of the unrestricted wreath product V wrT ,
for semigroups V and T . First, V T denotes as usual the semigroup of all functions T → V under
componentwise product, which we denote by ⋆. Given f, g ∈ V T , the product f ⋆ g ∈ V T is
defined by x(f ⋆ g) = xf · xg for x ∈ T (with the product xf · xg taken in V ). Next, T has a
left action on V T by semigroup morphisms, given by (t, f) 7→ tf , where the latter is defined by
x(tf) = (xt)f for x ∈ T . This allows for the formation of the semidirect product V T ⋊ T , as in
Definition 3.4, and this is taken as the definition of V wrT . As noted above, we will no longer
refer explicitly to this kind of wreath product, even though the semidirect product M = U ⋊ S
will be of this form.

The construction of U begins with the power semigroup of U :

P(U) = {V : V ⊆ U} with set product V ·W = {vw : v ∈ V, w ∈W} for V,W ⊆ U .
(5.49)

We then take I to be the principal ideal of P(U) generated by P . Since P(U) is a monoid with
identity {1}, the ideal I = P(U) · P · P(U) consists of all subsets of U of the form V · P ·W ,
with V,W ⊆ U . In fact, since P is a central submonoid of U , we have

I = P(U) · P = P · P(U) = {V · P = P · V : V ⊆ U},

and moreover

I = P · P(U) · P = {V ∈ P(U) : V = V · P = P · V }.

Thus, I is a (local) monoid with identity P (and zero ∅). We note, however, that I is generally
not a submonoid of P(U), as the respective identities of these monoids are P and {1}.

62



We now let
U = IS

be the set of all functions S → I. We denote the componentwise product in U by ⋆. So for
f, g ∈ U , we have f ⋆ g : S → I, defined by

x̂(f ⋆ g) = x̂f · x̂g for each x ∈ S.

Note here that x̂f and x̂g are both elements of I, and in particular of P(U), so x̂f · x̂g denotes
the set product in I. It is easy to see that ⋆ is associative, so that U is a semigroup. In fact, U
is a monoid, whose identity 1 is the constant map with image {P}: i.e., x̂1 = P for all x ∈ S.

The first part of the next result verifies the third item in Theorem 5.47. The second part
concerns the special case in which U = P ; since P is central in U , certainly U = P is commutative
in this case.

Lemma 5.50. (i) If U is commutative, then so too is U .

(ii) If U = P (is commutative), then U and U are both semilattices.

Proof. (i). If U is commutative, then obviously P(U) is as well. But then so too is its subsemi-
group I, and hence also U = IS .

(ii). We already observed in Lemma 5.48 that P is a semilattice. Since U = IS , it is enough to
show that I is a semilattice. An arbitrary element of I is a set of the form P · V · P for some
V ⊆ U = P . These sets are precisely the ideals of P , and since the set product of two ideals of
a semilattice is their intersection, we see that I is the ∩-semilattice of ideals of P .

To define the semidirect product M = U ⋊ S, we need an action of S on U , and this is also
componentwise. For s ∈ S and f ∈ U , we define ŝf ∈ U by

x̂(ŝf) = (x̂ŝ)f for all x ∈ S.

Clearly ŝf is well defined: i.e., the above definition does not depend on the choice of representa-
tive s of the σ-class ŝ. It is also a routine matter to check that we have a monoidal action by
monoid morphisms: i.e., that

ŝ(t̂f) = ŝt̂f, ŝ(f ⋆ g) = ŝf ⋆ ŝg, 1̂f = f and ŝ1 = 1 for all s, t ∈ S and f, g ∈ U .

We may therefore form the semidirect product

M = U ⋊ S =
{
(f, ŝ) : f ∈ U , s ∈ S

}
with operation (f, ŝ) · (g, t̂) = (f ⋆ ŝg, ŝt̂).

By Lemma 3.11(iii), M is a monoid with identity (1, 1̂). (As noted above, our monoid M is an
unrestricted wreath product I ≀ S = IS ⋊ S.)

Now that we have defined the monoid M = U ⋊ S, we wish to construct an embed-
ding ψ :M → M. As in Remark 5.46, ψ will be defined in terms of natural factorisations.
Specifically, given a natural factorisation (u, s) for an element a ∈M , we will define aψ = (fu, ŝ),
for a certain fu ∈ U . We now turn to the definition of these elements fu, and establish the im-
portant properties of the mapping u 7→ fu.

To this end, let u ∈ U . For s ∈ S, we define the subset

Vŝ,u = {tu : t ∈ ŝ} ⊆ U. (5.51)

We then define the function fu ∈ U by

ŝfu = Vŝ,u · P for all s ∈ S.

Finally, we define the map
φ : U → U : u 7→ fu. (5.52)
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Lemma 5.53. The map φ : U → U is a monomorphism.

Proof. We begin by showing that φ is injective. To do so, suppose fu = fv for some u, v ∈ U .
In particular, 1̂fu = 1̂fv, so that

u = 1u · 1 ∈ V1̂,u · P = 1̂fu = 1̂fv = V1̂,v · P.

It follows that u = tv · p for some t ∈ 1̂ and p ∈ P . Combining this with Lemma 5.34(ii), and
centrality of P , it follows that u = t+v · p = t+p · v ∈ Pv, as t+p ∈ P . By symmetry, v ∈ Pu.
Since P is a semilattice (cf. Lemma 5.48), it follows from Lemma 2.5 that u = v, as required.

To show that φ is a morphism, suppose u, v ∈ U . We must show that fuv = fu ⋆ fv: i.e., that

ŝfuv = ŝfu · ŝfv for all s ∈ S.

By definition, and using centrality of P , this reduces to showing that

Vŝ,uv · P = Vŝ,u · Vŝ,v · P for all s ∈ S. (5.54)

For the fowards inclusion, let x ∈ Vŝ,uv · P . Then x = t(uv) · p for some t ∈ ŝ and p ∈ P , and so

x = tu · tv · p ∈ Vŝ,u · Vŝ,v · P.

Conversely, let x ∈ Vŝ,u · Vŝ,v · P , so that x = tu · zv · p for some t, z ∈ ŝ and p ∈ P . Since t σ z
(as t, z ∈ ŝ), it follows from Lemma 5.48 that z+ · t = t+ · z. Lemma 4.25 then gives

z+ · tv = t+ · zv. (5.55)

But then

x = tu · zv · p = tu · t+ · zv · p by Lemma 3.1(iv)

= tu · z+ · tv · p by (5.55)

= tu · tv · z+p by centrality of P

= t(uv) · z+p ∈ Vŝ,uv · P.

This completes the proof of (5.54), and hence of the lemma.

It follows that φ is an isomorphism from U to its image, which is the subsemigroup

U ′ = {fu : u ∈ U} ≤ U .

Note that while U ′ is a monoid (as U is), it is generally not a submonoid of U , as the identities
of U ′ and U are f1 and 1, respectively.

We can now tie together the loose ends. The next proof uses the natural factorisations from
Definition 5.44.

Proof of Theorem 5.47. We define the map

ψ :M = US → M = U ⋊ S

by
aψ = (fu, ŝ) for any natural factorisation (u, s) of a ∈M = US.

This is well defined by Lemma 5.45; cf. Remark 5.46.

We begin by showing that ψ is injective. To do so, suppose aψ = bψ for some a, b ∈M , and fix
natural factorisations (u, s) and (v, t) for a and b, respectively. Then (fu, ŝ) = aψ = bψ = (fv, t̂),
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so that fu = fv and ŝ = t̂. The former implies u = v, by Lemma 5.53. Combining this with
naturality, we obtain us+ = u = v = vt+. Since also s σ t (as ŝ = t̂), and since (U,S) is proper,
it follows from (5.26) that us = vt: i.e., a = b.

Clearly uψ = (fu, 1̂) for all u ∈ U , so ψ↾U maps U bijectively onto U ′ ⋊ {1̂}, and we have
already observed that U ′ ∼= U . We also observed in Lemma 5.50 that U is commutative if U is.

It remains to show that ψ is a morphism. So fix some a, b ∈ M , with natural factorisations
(u, s) and (v, t). We must show that (ab)ψ = aψ · bψ. We first observe that

aψ · bψ = (fu, ŝ) · (fv, t̂) = (fu ⋆
ŝfv, ŝt̂).

By Lemma 5.45(ii), ab has natural factorisation (u · sv, st), and so

(ab)ψ = (fu·sv, ŝt̂).

Thus, the proof will be complete if we can show that fu ⋆
ŝfv = fu·sv. To do so, let x ∈ S be

arbitrary. Then

x̂fu·sv = Vx̂,u·sv · P and x̂(fu ⋆
ŝfv) = x̂fu · (x̂ŝ)fv = Vx̂,u · Vx̂ŝ,v · P,

again using centrality of P . So we must show that

Vx̂,u·sv · P = Vx̂,u · Vx̂ŝ,v · P. (5.56)

For the forwards inclusion, let c ∈ Vx̂,u·sv · P , so that c = y(u · sv) · p for some y ∈ x̂ and
p ∈ P . Then c = yu · ysv · p, with yu ∈ Vx̂,u and ysv ∈ Vx̂ŝ,v (as y σ x ⇒ ys σ xs).

Conversely, let d ∈ Vx̂,u · Vx̂ŝ,v · P , so that d = yu · zv · p for some y ∈ x̂, z ∈ x̂ŝ and p ∈ P .
Since z σ xs σ ys, Lemma 5.48 gives (ys)+ · z = z+ · ys. It then follows from Lemma 4.25 that

(ys)+ · zv = z+ · ysv. (5.57)

But then

d = yu · zv · p = y(us+) · zv · p as u = us+, by naturality

= yu · y(s+) · zv · p

= yu · (ys)+ · zv · p by Lemma 3.1(ii)

= yu · z+ · ysv · p by (5.57)

= yu · ysv · z+p by centrality of P

= y(u · sv) · z+p.

This completes the proof of (5.56), and hence of the lemma, since y(u · sv) ∈ Vx̂,u·sv and z+p ∈ P .

This time we may deduce Theorem 5.12 as a corollary. Again we begin with the monoid case:

Corollary 5.58. Let S be a proper left restriction monoid with semilattice of projections P = P (S).
Then S can be embedded in a semidirect product Q⋊(S/σ), where Q is a semilattice containing P .

Proof. We aim to apply Theorem 5.47 to the pair (U,S) where U = P . We first observe
that (P, S) is indeed a proper action pair, by Proposition 5.29. Since P is a semilattice, it is
certainly central in U = P . Theorem 5.47 then does indeed apply, and it tells us that S = PS
embeds in a semidirect product U ⋊ S, where U is a monoid containing (an isomorphic copy) of
U = P , and where S = S/σ. By Lemma 5.50(ii), U is a semilattice.

The general case now follows very quickly:
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Proof of Theorem 5.12. Starting with an arbitrary proper left restriction semigroup S, we
embed this into S1, and then apply Corollary 5.58 to S1.

Remark 5.59. Theorem 5.47 concerned the special case that the submonoid P = 〈S+〉 is
central in U . In the very special case that U is commutative, the monoid U we constructed
is also commutative. In the very very special case that U is a semilattice, unfortunately U is
not necessarily a semilattice; it is, however, in the very very very special case that U = P is a
semilattice, as we showed in Lemma 5.50(ii).

In the next section we prove Theorem 5.60. In a sense, this is a more general version of The-
orem 5.47, as we drop the assumption that P is central in U . In the proof we construct a very
different monoid U to deal with this greater level of generality, and in fact U = Mon〈X : R〉 is
defined by a monoid presentation. This construction does not allow us to deduce that U is commu-
tative when U is commutative; thus, Theorem 5.60 does not completely subsume Theorem 5.47.
However, in Section 5.6 we prove Theorem 5.82, which is a specialisation of Theorem 5.60 in the
case that U is commutative. The monoid U constructed in the proof of Theorem 5.82 is of the
form U = Mon〈X : R ∪ C〉, where C is an additional set of relations forcing U to be commuta-
tive. As we will see, this does have the additional benefit that U is a semilattice when U is. Yet
another specialisation is given in Theorem 5.102, which treats the case that U is a left-regular
band. Although a semilattice is a special case of a left-regular band, the differing technicalities
in each case lead us to consider the two separately.

5.5 Embedding theorems for proper monoids II

Consider again a proper action pair (U,S) in a monoid M , where U and S are submonoids, and
assume again that M = US. As discussed above, our aim now is to prove a stronger version of
Theorem 5.47, in which we drop the assumption that the submonoid P = 〈S+〉 is central in U .
In fact, the monoid P will play no role at all in the current section, apart from its involvement
in the construction of the congruence σ = κ♯ from Definition 5.21. In the following statement,
we continue to write ŝ for the σ-class of s ∈ S.

Theorem 5.60. Let M = US be a (U,S)-proper monoid. Then there exists a semidirect product
M = U ⋊ (S/σ) and an embedding ψ :M → M such that:

(i) U contains a subsemigroup U ′ isomorphic to U ,

(ii) ψ↾U : U → U ′ ⋊ {1̂} is an isomorphism.

The proof of the theorem occupies the remainder of the section. Because we no longer assume
that P is central in U , we are forced to adopt a completely different strategy. Accordingly, the
construction of U (and M) is somewhat more involved than in the previous section. As before,
we write

S = S/σ = {ŝ : s ∈ S}.

The monoid U will in fact be defined by means of a presentation Mon〈X : R〉, where X and R
are defined as follows. First,

X = {xŝ,u : s ∈ S, u ∈ U}

is an alphabet in one-one correspondence with the cartesian product S ×U . We then define R to
be the set consisting of all the following relations over X, displayed here as equations for clarity:

xt̂,u·sv = xt̂,uxt̂ŝ,v for s, t ∈ S and u, v ∈ U with u = us+. (5.61)

These relations may appear mysterious at this stage, but the reader may notice a resemblance
to (5.56). In any case, we will see that the relations contain (just) enough information about
products in U and S, and about the action of S on U(= U1), to make everything work.
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For the duration of this section we write ∼ = R♯ for the congruence on the free monoid X∗

generated by R, and we denote the ∼-class of w ∈ X∗ by w. (There should be no confusion
with our earlier use of the over-line notation in Sections 5.2 and 5.3, as we will never refer to
the (U,S) construction here.) We then define the monoid

U = Mon〈X : R〉 = X∗/∼ = {w : w ∈ X∗}.

It is worth noting at this point that

xt̂,uv ∼ xt̂,uxt̂,v for all t ∈ S and u, v ∈ U . (5.62)

Indeed, taking s = 1 in (5.61), we see that R contains the relation xt̂,uv = xt̂,uxt̂,v.

In order to define a semidirect product U ⋊ S, we need an action of S on U . We begin by
defining an action of S on X∗. For this, let s ∈ S and w ∈ X∗. Then w = xt̂1,u1

· · · xt̂k ,uk
for

some t1, . . . , tk ∈ S and u1, . . . , uk ∈ U , and we define

ŝw = xŝt̂1,u1
· · · xŝt̂k,uk

. (5.63)

This is trivially a monoidal action by monoid morphisms: i.e.,

ŝ(t̂w) = ŝt̂w, ŝ(ww′) = ŝw · ŝw′, 1̂w = w and ŝι = ι for all s, t ∈ S and w,w′ ∈ X∗.

Here ι denotes the empty word, which is the identity of X∗. Given any relation (w,w′) from R, as
in (5.61), and any s ∈ S, it is easy to see that (ŝw, ŝw′) is again a relation from R. It immediately
follows that we have an induced action of S on U given by

ŝw = ŝw for w ∈ X∗ and s ∈ S.

Of course this is still monoidal, and by monoid morphisms. Consequently, we may form the
semidirect product

M = U ⋊ S.

By Corollary 3.13, M is a monoid with identity (ι, 1̂).

We now define a function
φ : U → U : u 7→ x1̂,u.

Taking t = 1 in (5.62), it follows quickly that φ is a semigroup morphism. (But note that φ
is not a monoid morphism, as 1φ = x1̂,1, while the identity of U is ι, the ∼-class of the empty
word ι. Since R consists entirely of relations with non-empty words on both sides (see (5.61)),
it follows immediately that ι = {ι}, and so x1̂,1 6= ι.)

The next result demonstrates a crucial relationship between the respective actions of S and S
on U and U .

Lemma 5.64. If u, v ∈ U and s ∈ S are such that u = us+, then

(u · sv)φ = (uφ) · ŝ(vφ).

Proof. Taking t = 1 in (5.61), we see that

x1̂,u·sv = x1̂,u · xŝ,v.

But of course x1̂,u·sv = (u · sv)φ and x1̂,u = uφ, while xŝ,v = xŝ1̂,v = ŝx1̂,v = ŝ(vφ).

The next result shows that U and φ are, in a sense, ‘universal’ with respect to the property
just established.
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Proposition 5.65. Let M = US be a (U,S)-proper monoid.

(i) Suppose there is a semigroup V on which S = S/σ acts monoidally by semigroup morphisms,
and a morphism ξ : U → V such that

(u · sv)ξ = (uξ) · ŝ(vξ) for all u, v ∈ U and s ∈ S with u = us+. (5.66)

Then there exists a morphism Ξ : U → V such that the following diagram commutes:

U

U V

Ξφ

ξ

(ii) The morphism φ : U → U is an embedding if and only if some V and ξ exist as in part (i),
with ξ an embedding.

Proof. (i). Suppose V and ξ : U → V exist with the stated properties. We begin by defining a
morphism

ζ : X∗ → V : xŝ,u 7→ ŝ(uξ).

Using (5.66), it is easy to check that ζ preserves the relations from R: i.e., that

(xt̂,u·sv)ζ = (xt̂,uxt̂ŝ,v)ζ for all s, t ∈ S and u, v ∈ U with u = us+.

It follows that R♯ ⊆ ker(ζ), so ζ induces a morphism Ξ : U = X∗/R♯ → V : w 7→ wζ. This Ξ is
defined on generators of U by

Ξ : U → V : xŝ,u 7→ ŝ(uξ).

But then for any u ∈ U we have

u(φ ◦ Ξ) = x1̂,uΞ = 1̂(uξ) = uξ,

since S acts monoidally on V.

(ii). If φ is an embedding, then we just take V = U and ξ = φ; cf. Lemma 5.64. Conversely, if
ξ = φ ◦ Ξ is an embedding, then of course φ is as well.

Recall that we wish to show that the (U,S)-proper monoid M = US embeds in the semidirect
product M = U ⋊S. We will soon see that a certain very natural kind of embedding exists, and
it is convenient to explicitly formulate what we mean by ‘natural’ here. The following definition
refers to the natural factorisations from Definition 5.44.

Definition 5.67. Let M = US be a (U,S)-proper monoid, and let V be a semigroup on which
S = S/σ acts monoidally via semigroup morphisms. A morphism

ψ :M → V ⋊ S

is natural if there exists a morphism ξ : U → V such that

aψ = (uξ, ŝ) for any natural factorisation (u, s) of a ∈M = US.

In this case we say ψ is natural along ξ.

Strictly speaking, the next two results are not essential for our main purpose, which is to con-
struct an embedding ofM = US into M = U⋊S. However, we include them as they demonstrate
that U is somehow ‘canonical’ with respect to the existence of a natural such embedding.
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Proposition 5.68. Let M = US be a (U,S)-proper monoid, and let V be a semigroup on which
S = S/σ acts monoidally via semigroup morphisms. For a morphism ξ : U → V, define the map

ψ :M → V ⋊ S by aψ = (uξ, ŝ) for any natural factorisation (u, s) of a ∈M = US.

Then

(i) ψ is a morphism (and is hence natural along ξ) if and only if (5.66) holds,

(ii) ψ is injective if and only if ξ is injective.

Proof. (i). Let a and b be elements of US, with natural factorisations (u, s) and (v, t), respec-
tively. By Lemma 5.45(ii), ab has natural factorisation (u · sv, st), so we have

(ab)ψ = ((u · sv)ξ, ŝt̂) and aψ · bψ = (uξ, ŝ) · (vξ, t̂) = ((uξ) · ŝ(vξ), ŝt̂).

The claim follows quickly.

(ii). Suppose first that ψ is injective, and suppose u, v ∈ U are such that uξ = vξ. Now, (u, 1)
and (v, 1) are clearly natural factorisations of u, v ∈ U ⊆M , so

uψ = (uξ, 1̂) = (vξ, 1̂) = vψ.

It follows from injectivity of ψ that u = v.

Conversely, suppose ξ is injective, and suppose a, b ∈M are such that aψ = bψ. Fix natural
factorisations (u, s) and (v, t) of a and b, respectively. Then

(uξ, ŝ) = aψ = bψ = (vξ, t̂),

so it follows that uξ = vξ and s σ t. From the former, and injectivity of ξ, we deduce u = v.
By naturality, we have us+ = u = v = vt+. Since s σ t, and since (U,S) is proper, it follows
from (5.26) that us = vt: i.e., a = b.

The next result summarises our progress so far:

Corollary 5.69. Let M = US be a (U,S)-proper monoid. Then the following are equivalent:

(i) there is a natural embedding of M in a semidirect product V ⋊ S for some semigroup V,

(ii) φ : U → U is an embedding,

(iii) there is a natural embedding of M in the semidirect product U ⋊ S along φ.

Proof. (i) ⇒ (ii). If such a natural embedding exists, say along ξ : U → V, then by Proposi-
tion 5.68, ξ is an embedding and satisfies (5.66). It then follows from Proposition 5.65(ii) that φ
is an embedding.

(ii) ⇒ (iii). This follows immediately from Proposition 5.68, taking V = U and ξ = φ, and
keeping Lemma 5.64 in mind.

(iii) ⇒ (i). This is obvious.

Thus, the main step remaining in the proof of Theorem 5.60 is to show that the mor-
phism φ : U → U is injective: i.e., that

x1̂,u = x1̂,v ⇒ u = v for all u, v ∈ U .
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This turns out to be quite involved, and is finally accomplished in Proposition 5.80 below. The
proof involves a certain invariant associated to the ∼-class of (some) words over X, including
those of the form x1̂,u. This invariant comes from what we will call a trace. Working towards its

definition, we begin by defining a map λ : X+ → S as follows. (Here, as usual, X+ = X∗ \ {ι}
is the free semigroup over X.) For w = xŝ1,u1 · · · xŝk,uk

∈ X+, we define wλ = ŝ1. So wλ is the
‘S-coordinate’ of the first letter from w.

Lemma 5.70. If w,w′ ∈ X+ and w ∼ w′, then wλ = w′λ.

Proof. This is true for every relation (w,w′) ∈ R, as in (5.61), and the result quickly follows.

We now define the set
W = {w ∈ X+ : wλ = 1̂}

of all (non-empty) words overX whose first letter has ‘S-coordinate’ 1̂. It follows from Lemma 5.70
that W is closed under ∼, in the sense that two ∼-equivalent words from X∗ are either both
contained in W or both not. We now introduce the idea of a trace of (some) words from W .

Definition 5.71. Consider a word w ∈W , so that

w = x1̂,u1
xŝ2,u2 · · · xŝk,uk

for some k ≥ 1 and some u1, . . . , uk ∈ U and s2, . . . , sk ∈ S.

Consider also a tuple t = (t2, . . . , tk) ∈ ŝ2 × · · · × ŝk, so that ti ∈ S and ti σ si for all 2 ≤ i ≤ k.
For each 1 ≤ i ≤ k, we define

pi = u1 ·
t2u2 · · ·

tiui ∈ U.

(As usual, we interpret p1 = u1.) We say the tuple p = (p1, . . . , pk) ∈ Uk is a trace of w if

pi−1 = pi−1t
+
i for all 2 ≤ i ≤ k.

In this case, we say the trace p = (p1, . . . , pk) of w is witnessed by the tuple t = (t2, . . . , tk).

Remark 5.72. It is not always obvious whether a given word from W has any trace at all.
However, it is easy to see that a word w = x1̂,u from W of length 1 has trace p = (u), as
witnessed (vacuously) by the empty tuple t = ∅.

On the other hand, consider a word w = x1̂,uxŝ,v ∈ W of length 2. The possible tuples t

in Definition 5.71 have the form t = (t), where t ∈ ŝ. And then p = (u, u · tv) is a trace for w
(witnessed by t) if and only if p1 = p1t

+
2 : i.e., u = ut+. To summarise, w = x1̂,uxŝ,v has a trace

if and only if u = ut+ for some t ∈ ŝ.

Nevertheless, the next result shows that if a word has a trace, then this is unique.

Lemma 5.73. A word w ∈W has at most one trace.

Proof. Consider a word w = x1̂,u1
xŝ2,u2 · · · xŝk,uk

∈W , and suppose w has traces p = (p1, . . . , pk)
and q = (q1, . . . , qk), witnessed by tuples t = (t2, . . . , tk) and z = (z2, . . . , zk), respectively. So
by definition, t, z ∈ ŝ2 × · · · × ŝk, and we have

pi = u1 ·
t2u2 · · ·

tiui and qi = u1 ·
z2u2 · · ·

ziui for all 1 ≤ i ≤ k,

and also

pi−1 = pi−1t
+
i and qi−1 = qi−1z

+
i for all 2 ≤ i ≤ k.

We must show that p = q, and for this we show by induction that pi = qi for all 1 ≤ i ≤ k.
Certainly p1 = u1 = q1. We now assume that i ≥ 2, and that pi−1 = qi−1. Then

pi−1t
+
i = pi−1 = qi−1 = qi−1z

+
i .
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Since also ti σ zi (as ti, zi ∈ ŝi), and since (U,S) is proper, it follows from (5.26) that pi−1ti = qi−1zi.
Lemma 4.25 then gives

pi−1 ·
tiui = qi−1 ·

ziui.

But by definition, we have pi−1 · tiui = pi and qi−1 · ziui = qi, so this completes the inductive
step.

Here is the main technical result we need:

Lemma 5.74. Suppose w,w′ ∈W are such that w ∼ w′.

(i) If either of w or w′ has a trace, then both do.

(ii) If w and w′ have traces p = (p1, . . . , pk) and q = (q1, . . . , ql), then pk = ql.

Proof. We prove both parts at the same time, and it suffices to assume that w and w′ differ by
a single application of a relation from R. That is, we assume that

w = w1 · xt̂,u·sv · w2 and w′ = w1 · xt̂,uxt̂ŝ,v · w2,

for some w1, w2 ∈ X∗, and some s, t ∈ S and u, v ∈ U with u = us+. We also write

w1 = xŝ1,u1 · · · xŝm,um
and w2 = xŝm+2,um+2 · · · xŝk,uk

where each si ∈ S and ui ∈ U ,

noting that either (or both) of w1 or w2 could be empty. It is also convenient to define

sm+1 = t and um+1 = u · sv.

So then

w = xŝ1,u1 · · · xŝk,uk
and w′ = xŝ1,u1 · · · xŝm,um

· xt̂,uxt̂ŝ,v · xŝm+2,um+2 · · · xŝk,uk
.

Since w ∈ W , we must have ŝ1 = 1̂; in the case that w1 = ι (i.e., m = 0), this says that t̂ = 1̂.
We also define

(v1, . . . , vk+1) = (u1, u2, . . . , um, u, v, um+2, . . . , uk). (5.75)

Note that vi is the ‘U -coordinate’ of the ith letter of w′.

We begin with the forwards implication.

(⇒). Suppose first that w has trace p = (p1, . . . , pk), witnessed by t = (t2, . . . , tk) ∈ ŝ2×· · ·× ŝk,
meaning that

• pi = u1 · t2u2 · · · tiui for all 1 ≤ i ≤ k, and

• pi−1 = pi−1t
+
i for all 2 ≤ i ≤ k.

We claim that w′ has trace q, witnessed by z, for

z = (t2, . . . , tm, tm+1, tm+1 ·s, tm+2, . . . , tk) and q = (p1, . . . , pm, pm ·tm+1u, pm+1, . . . , pk).

Note that z and q are obtained from t and p, respectively, by inserting single entries. Since the
final entries of p and q are equal, this will complete the proof of the forwards implication. To
assist with the following calculations, it is convenient to line up the entries of z and q, along
with the letters of w′:

1 2 · · · m m+ 1 m+ 2 m+ 3 · · · k + 1

z t2 · · · tm tm+1 tm+1 · s tm+2 · · · tk
q p1 p2 · · · pm pm · tm+1u pm+1 pm+2 · · · pk
w′ xŝ1,u1 xŝ2,u2 · · · xŝm,um

xt̂,u xt̂ŝ,v xŝm+2,um+2 · · · xŝk,uk
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To prove the claim, we follow Definition 5.71 carefully, and we proceed in three steps.

Step 1. We first check that z ∈ ŝ2 × · · · × ŝm × t̂× t̂ŝ× ŝm+2 × · · · × ŝk.

• For 2 ≤ i ≤ m we have zi = ti σ si.

• For i = m+ 1 we have zm+1 = tm+1 σ sm+1 = t.

• For i = m+ 2 we have zm+2 = tm+1 · s σ sm+1 · s = ts.

• For m+ 3 ≤ i ≤ k + 1 we have zi = ti−1 σ si−1.

Step 2. Next we check that qi = v1 · z2v2 · · · zivi for all 1 ≤ i ≤ k + 1, where the vj are as
in (5.75).

• For 1 ≤ i ≤ m we have qi = pi = u1 · t2u2 · · · tiui = v1 · z2v2 · · · zivi.

• For i = m+1 we have qm+1 = pm·tm+1u = u1·t2u2 · · · tmum·tm+1u = v1·z2v2 · · · zmvmzm+1vm+1.

• For m+ 2 ≤ i ≤ k + 1 we have

qi = pi−1 = (u1 ·
t2u2 · · ·

tmum) · tm+1um+1 · (
tm+2um+2 · · ·

ti−1ui−1)

= (u1 ·
t2u2 · · ·

tmum) · tm+1(u · sv) · (tm+2um+2 · · ·
ti−1ui−1)

= (u1 ·
t2u2 · · ·

tmum) · tm+1u · tm+1·sv · (tm+2um+2 · · ·
ti−1ui−1)

= (v1 ·
z2v2 · · ·

zmvm) · zm+1vm+1 ·
zm+2vm+2 · (

zm+3vm+3 · · ·
zivi).

Step 3. Finally, we check that qi−1 = qi−1z
+
i for all 2 ≤ i ≤ k + 1.

• For 2 ≤ i ≤ m+ 1 we have qi−1 = pi−1 = pi−1t
+
i = qi−1z

+
i .

• For i = m+ 2 we have

qm+1 · z
+
m+2 = pm · tm+1u · (tm+1 · s)

+

= pm · tm+1u · tm+1(s+) by Lemma 3.1(ii)

= pm · tm+1(us+)

= pm · tm+1u as u = us+

= qm+1.

• For m+ 3 ≤ i ≤ k + 1 we have qi−1 = pi−2 = pi−2t
+
i−1 = qi−1z

+
i .

(⇐). Conversely, we now assume w′ has trace q = (q1, . . . , qk+1), witnessed by

z = (z2, . . . , zk+1) ∈ ŝ2 × · · · × ŝm × t̂× t̂ŝ× ŝm+2 × · · · × ŝk, (5.76)

meaning that

• qi = v1 · z2v2 · · · zivi for all 1 ≤ i ≤ k + 1, where again the vj are as in (5.75), and

• qi−1 = qi−1z
+
i for all 2 ≤ i ≤ k + 1.
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We claim that w has trace p, witnessed by t, where

t = (z2, . . . , zm+1, zm+3, . . . , zk+1) and p = (q1, . . . , qm, qm+2, . . . , qk+1).

This time t and p are obtained by deleting an appropriate entry of z and q. Again, since the
final entries of p and q are equal, this will complete the proof of the backwards implication, and
hence of the lemma. (The reader might worry that p and q could perhaps not have the same
final entry if m+ 1 = k + 1: i.e., if p is obtained by deleting the final entry of q. However, this
case does not arise, as by the form of w = xŝ1,u1 · · · xŝm,um

·xt̂,u·sv ·xŝm+2,um+2 · · · xŝk,uk
, we have

k ≥ m+ 1.) This time the entries of t and p, and the letters from w, are as follows:

1 2 · · · m m+ 1 m+ 2 · · · k

t z2 · · · zm zm+1 zm+3 · · · zk+1

p q1 q2 · · · qm qm+2 qm+3 · · · qk+1

w xŝ1,u1 xŝ2,u2 · · · xŝm,um
xt̂,u·sv xŝm+2,um+2 · · · xŝk,uk

=

xŝm+1,um+1

Again we prove the claim in three steps.

Step 1. We first note that t ∈ ŝ2×· · ·× ŝm× t̂× ŝm+2×· · ·× ŝk follows immediately from (5.76).

Step 2. Next we check that pi = u1 · z2u2 · · · ziui for all 1 ≤ i ≤ k.

• For 1 ≤ i ≤ m we have pi = qi = v1 · z2v2 · · · zivi = u1 · t2u2 · · · tiui.

• The m+ 1 ≤ i ≤ k case is rather more involved. For this we first claim that

qm+1zm+2 = qm+1zm+1s. (5.77)

To prove this, it suffices by (5.26) to show that

qm+1z
+
m+2 = qm+1(zm+1s)

+ and zm+2 σ zm+1s. (5.78)

The latter follows from zm+2 σ ts σ zm+1s; cf. (5.76). For the former, we first note that
qm+1z

+
m+2 = qm+1. On the other hand, since qm+1 = qm · zm+1vm+1, we have

qm+1(zm+1s)
+ = qm · zm+1vm+1 ·

zm+1(s+) by Lemma 3.1(ii)

= qm · zm+1(vm+1s
+)

= qm · zm+1vm+1 as vm+1s
+ = us+ = u = vm+1

= qm+1.

This completes the proof of (5.78), and hence of (5.77). We then have

qm+1 ·
zm+2vm+2 = qm+1 ·

zm+1svm+2 by (5.77) and Lemma 4.25

= qm · zm+1vm+1 ·
zm+1svm+2

= qm · zm+1(vm+1 ·
svm+2)

= qm · zm+1(u · sv)

= qm · tm+1um+1. (5.79)

But then for any m+ 1 ≤ i ≤ k we have

pi = qi+1 = qm+1 ·
zm+2vm+2 ·

zm+3vm+3 · · ·
zi+1vi+1

= qm · tm+1um+1 ·
zm+3vm+3 · · ·

zi+1vi+1 by (5.79)

= v1 ·
z2v2 · · ·

zmvm · tm+1um+1 ·
zm+3vm+3 · · ·

zi+1vi+1

= u1 ·
t2u2 · · ·

tmum · tm+1um+1 ·
tm+2um+2 · · ·

tiui,

as required.
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Step 3. Finally, we check that pi−1 = pi−1t
+
i for all 2 ≤ i ≤ k.

• For 2 ≤ i ≤ m+ 1 we have pi−1 = qi−1 = qi−1z
+
i = pi−1t

+
i .

• For m+ 2 ≤ i ≤ k we have pi−1 = qi = qiz
+
i+1 = pi−1t

+
i .

We have now finally completed the proof.

It is now relatively straightforward to show the following.

Proposition 5.80. The morphism φ : U → U : u 7→ x1̂,u is an embedding.

Proof. Suppose u, v ∈ U are such that x1̂,u = x1̂,v. This means that w ∼ w′, where w = x1̂,u
and w′ = x1̂,v. As in Remark 5.72, w and w′ have traces (u) and (v), respectively, so it follows
from Lemma 5.74 that u = v.

And we can now finally tie together the loose ends.

Proof of Theorem 5.60. We take U = Mon〈X : R〉, as constructed above. By Corollary 5.69
and Proposition 5.80, there is a natural embedding ψ of M in M = U⋊S along φ. By definition,
this ψ is defined by

aψ = (uφ, ŝ) for any natural factorisation (u, s) of a ∈M = US.

It remains to check items (i) and (ii) in the statement of the theorem. But

uψ = (uφ, 1̂) for all u ∈ U ,

as (u, 1) is a natural factorisation for any u ∈ U . Thus, we can take U ′ = im(φ) ∼= U .

Remark 5.81. Theorem 5.47 (minus the clause concerning commutativity of U and U) is of
course a special case of Theorem 5.60, but the proofs we have given for these two results are
completely different. In particular, the monoids U constructed in the proofs are not at all alike.
One advantage of the proof of Theorem 5.47 is that the monoid U turns out to be a semilattice
when M is a proper left restriction monoid; see the proof of Corollary 5.58. This is not the
case, however, for the monoid U = Mon〈X : R〉 constructed in the current section, though it is
worth noting that if U is a band, then U is idempotent-generated. Indeed, taking v = u(= u2)
in (5.62), we have xt̂,u ∼ xt̂,u · xt̂,u for all t ∈ S and u ∈ U .

Nevertheless, some modifications may be made in certain special cases, which lead to spe-
cialised versions of Theorem 5.60. Specifically, if we assume that U is commutative, or a semilat-
tice, or a left-regular band, then we can modify the construction to ensure that U has the same
property (commutative, semilattice, left-regular band, respectively). This will be the subject of
the next two sections.

5.6 Embedding theorems for proper monoids III

The main result of the previous section was Theorem 5.60, which shows that any (U,S)-proper
monoid M = US embeds naturally in a suitable semidirect product U ⋊ (S/σ). In this section
and the next we specialise this theorem in two important cases: when U is commutative (but
see Remark 5.83), and when U is a left-regular band, respectively.
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Theorem 5.82. Let M = US be a (U,S)-proper monoid, with U commutative (respectively,
a semilattice). Then there exists a semidirect product M = UC ⋊ (S/σ) and an embedding
ψ :M → M such that:

(i) UC is commutative (respectively, a semilattice),

(ii) UC contains a subsemigroup U ′ isomorphic to U ,

(iii) ψ↾U : U → U ′ ⋊ {1̂} is an isomorphism.

Remark 5.83. As explained in Remark 5.59, if we removed the semilattice clauses from Theo-
rem 5.82 then the result would follow from (or is indeed contained in) Theorem 5.47. However,
as explained in the same remark, the semilattice version of Theorem 5.82 does not follow from
the proof of Theorem 5.47 given above. The proof of Theorem 5.82 that we give below assumes
only that U is commutative, as it does not simplify at all if we assume that it is a semilattice.

There are two other reasons for including the coming proof of Theorem 5.82. The first is to
show how the method of the previous section can be adapted to the commutative case; we add
additional relations to the presentation U = Mon〈X : R〉 from the previous proof to obtain a
commutative monoid UC = Mon〈X : R ∪ C〉, which will be a semilattice if U is. The second
additional reason is to pave the way for the next section, in which we carry out the same task in
the more complex case that U is a left-regular band; there we construct a suitable left-regular
band UL = Mon〈X : R ∪ L〉.

For the rest of this section, we assume that M = US is a (U,S)-proper monoid, with U
commutative. We will not assume that U is a semilattice, but will occasionally make a comment
about the special case in which it is. It is possible to prove results analogous to Proposition 5.65
and Corollary 5.69, demonstrating the ‘universality’ of our construction of UC . These are omitted,
however, as the statements and proofs are almost identical to those of the results just quoted.

The next result refers to the submonoid P = 〈S+〉 ≤ U . The proof is essentially the same as
for Lemma 5.48. (Note that P is commutative because U is.)

Lemma 5.84. The monoid P is a semilattice, and consequently σ =
{
(s, t) ∈ S × S : t+s = s+t

}
.

As ever, we write
S = S/σ = {ŝ : s ∈ S}.

The monoid UC will again be defined by means of a presentation Mon〈X : R ∪ C〉. The al-
phabet X and the relations R will have the same meaning as in the previous section, but for
convenience we repeat the definitions here. Specifically, we have

X = {xŝ,u : s ∈ S, u ∈ U},

while R consists of all the relations

xt̂,u·sv = xt̂,uxt̂ŝ,v for s, t ∈ S and u, v ∈ U with u = us+. (5.85)

We also define C to be the set of all relations

xŝ,uxt̂,v = xt̂,vxŝ,u for s, t ∈ S and u, v ∈ U . (5.86)

For the duration of this section we write ∼ = (R∪C)♯ for the congruence on the free monoid X∗

generated by R ∪ C, and we denote the ∼-class of w ∈ X∗ by w. We then define the monoid

UC = Mon〈X : R ∪C〉 = X∗/∼ = {w : w ∈ X∗}.
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Lemma 5.87. (i) The monoid UC is commutative.

(ii) If U is a semilattice, then so too is UC .

Proof. This follows from Lemma 2.9. (As in Remark 5.81, when U is a semilattice, R contains
the relations xt̂,u = xt̂,u · xt̂,u for all t ∈ S and u ∈ U .)

As before, S acts monoidally on X∗ by monoid morphisms via

ŝw = xŝt̂1,u1
· · · xŝt̂k,uk

for w = xt̂1,u1
· · · xt̂k,uk

∈ X∗ and s ∈ S.

We noted previously that for any relation (w,w′) from R, and any s ∈ S, (ŝw, ŝw′) is again a
relation from R. This is also of course true if instead (w,w′) is a relation from C. So we have
an induced action of S on UC given by

ŝw = ŝw for w ∈ X∗ and s ∈ S,

which is still monoidal, and by monoid morphisms. We therefore have the (monoid) semidirect
product

M = UC ⋊ S.

We now define a function
φC : U → UC : u 7→ x1̂,u.

Taking s = t = 1 in (5.85), we have

x1̂,uv ∼ x1̂,ux1̂,v for all u, v ∈ U ,

and it follows that φC is a semigroup morphism. We also have the following, proved in the same
way as Lemma 5.64.

Lemma 5.88. If u, v ∈ U and s ∈ S are such that u = us+, then

(u · sv)φC = (uφC) ·
ŝ(vφC).

We have now defined the monoid UC and the semidirect product M = UC ⋊ S, and we have
verified part (i) of Theorem 5.82. The next result defines the map ψ from the theorem.

Proposition 5.89. (i) We have a morphism ψ :M → M given by

aψ = (uφC , ŝ) for any natural factorisation (u, s) of a ∈M = US.

(ii) ψ :M → M is injective if and only if φC : U → UC is injective.

Proof. (i). The map ψ is well defined because of Lemma 5.45 (cf. Remark 5.46). The proof of
Proposition 5.68(i) is easily adapted to show that ψ is a morphism.

(ii). This is essentially the same as the proof of Proposition 5.68(ii).

Thus, to complete the proof of Theorem 5.82, it remains to show that φC is injective: i.e.,
that

x1̂,u = x1̂,v ⇒ u = v for all u, v ∈ U .

Indeed, it will then follow that the restriction

ψ↾U : U → M : u 7→ (uφC , 1̂) = (x1̂,u, 1̂)

maps U isomorphically onto its image, which is precisely U ′⋊ {1̂} for U ′ = {x1̂,u : u ∈ U} ≤ UC .

The proof in the previous section that φ : U → Mon〈X : R〉 was injective was quite involved,
relying on the concept of the trace of certain words over X; see Definition 5.71. Because of the
commutativity of UC , we can replace traces with the somewhat simpler notion of a shadow :
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Definition 5.90. For a word w = xŝ1,u1 · · · xŝk,uk
∈ X∗, we define the function

ςw : ŝ1 × · · · × ŝk → U by ςw(t) =
t1u1 · · ·

tkuk for t = (t1, . . . , tk) ∈ ŝ1 × · · · × ŝk.

(Note that it is convenient to write ςw to the left of its argument, hence the notation ςw(t) instead
of tςw.) We call ςw(t) a shadow of w, and we say it is witnessed by t. We write

Σw = im(ςw) = {ςw(t) : t ∈ ŝ1 × · · · × ŝk}

for the set of all shadows of w.

Remark 5.91. When k = 0, so that w = ι is empty, the domain of ςι is ŝ1 × · · · × ŝk = {∅},
by the standard set-theoretic interpretation of a cartesian product of an empty family. By the
usual convention regarding empty products we have ςι(∅) = 1. Thus, Σι = {1}.

It is also worth noting a relationship between shadows and traces. Recall from Definition 5.71
that the latter are defined for (some) words of the form w = x1̂,u1

xŝ2,u2 · · · xŝk,uk
. A trace of

such a word w is a certain special kind of tuple p = (p1, . . . , pk) ∈ Uk, and we claim that if such
a trace exists, then pk is a shadow of w. Indeed, among the defining properties of the trace p,
we have

pk = u1 ·
t2u2 · · ·

tkuk for some (t2, . . . , tk) ∈ ŝ2 × · · · × ŝk.

But then pk = 1u1 · t2u2 · · · tkuk = ςw(t) for t = (1, t2, . . . , tk) ∈ 1̂× ŝ2 × · · · × ŝk.

Finally, we also note that P = 〈S+〉 is precisely the set of all shadows of all words of the
form w = xŝ1,1 · · · xŝk,1 (s1, . . . , sk ∈ S). Indeed, given any tuple t = (t1, . . . , tk) ∈ ŝ1 × · · · × ŝk,
we have

ςw(t) =
t11 · · · tk1 = t+1 · · · t+k ∈ P.

Conversely, any element z+1 · · · z+l of P is a shadow of the word xẑ1,1 · · · xẑl,1.

Since Σw ⊆ U for all w ∈ X∗, we can think of Σw as an element of the power semigroup P(U),
as defined in (5.49).

Lemma 5.92. The map ξ1 : X
∗ → P(U) : w 7→ Σw is a monoid morphism.

Proof. We observed in Remark 5.91 that Σι = {1}, which is the identity of P(U). So it remains
to show that

Σww′ = Σw · Σw′ for all w,w′ ∈ X∗.

But this follows quickly upon writing w = xŝ1,u1 · · · xŝk,uk
and w′ = xŝ′1,u′

1
· · · xŝ′

l
,u′

l
, and noting

that:

• any shadow of w has the form t1u1 · · · tkuk for some (t1, . . . , tk) ∈ ŝ1 × · · · × ŝk,

• any shadow of w′ has the form t′1u′1 · · ·
t′
lu′l for some (t′1, . . . , t

′
l) ∈ ŝ′1 × · · · × ŝ′l,

• any shadow of ww′ has the form t1u1 · · · tkuk ·
t′1u′1 · · ·

t′
lu′l for some (t1, . . . , tk) ∈ ŝ1×· · ·× ŝk

and (t′1, . . . , t
′
l) ∈ ŝ′1 × · · · × ŝ′l.

Since U is commutative, and since P is a submonoid, we have a morphism

ξ2 : P(U) → P(U) : V 7→ P · V.

The image of this morphism is contained in P · P(U) = P · P(U) · P , the local monoid of P(U)
with identity P . (This local monoid played an important role in Section 5.4 as well, where it was
denoted I.) Of particular importance to us is the composite ξ1 ◦ ξ2, where ξ1 is the morphism
from Lemma 5.92. We denote this composite by

ξ = ξ1 ◦ ξ2 : X
∗ → P(U) : w 7→ P · Σw.
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Lemma 5.93. We have R ∪ C ⊆ ker(ξ).

Proof. Consider some (w,w′) ∈ R∪C. We must show that wξ = w′ξ: i.e., that P ·Σw = P ·Σw′ .
Since P is a submonoid of U , it is enough to show that

Σw ⊆ P · Σw′ and Σw′ ⊆ P · Σw. (5.94)

We consider separate cases according to whether (w,w′) belongs to R or C, starting with the
simpler of the two.

Case 1. Suppose first that (w,w′) ∈ C, so as in (5.86) we have

w = xŝ,uxt̂,v and w′ = xt̂,vxŝ,u for some s, t ∈ S and u, v ∈ U .

By symmetry, it is enough to establish the first inclusion in (5.94). Since 1 ∈ P , we can do this
by showing that

Σw ⊆ Σw′ .

To do so, let a ∈ Σw be an arbitrary shadow of w; we must show that a ∈ Σw′ . Since w has
length 2, the shadow a of w is witnessed by a tuple of the form z = (z1, z2) ∈ ŝ × t̂, and we
have a = ςw(z) =

z1u · z2v. Since U is commutative it follows that a = z2v · z1u = ςw′(z′), where
z′ = (z2, z1) ∈ t̂× ŝ. This shows that a ∈ Σw′ , as required.

Case 2. Next, suppose (w,w′) ∈ R, so as in (5.85) we have

w = xt̂,u·sv and w′ = xt̂,uxt̂ŝ,v for some s, t ∈ S and u, v ∈ U with u = us+.

This time we do not have symmetry, so we must demonstrate both inclusions in (5.94).

To establish the first of these inclusions, we will again show that

Σw ⊆ Σw′ .

To prove this, let a ∈ Σw. This time a is witnessed by a tuple of the form z = (z), meaning that
z ∈ t̂ and a = ςw(z) =

z(u · sv). Since σ is a congruence, we have

z ∈ t̂ ⇒ z σ t ⇒ zs σ ts ⇒ zs ∈ t̂ŝ,

so it follows that z′ = (z, zs) ∈ t̂× t̂ŝ. But then w′ has shadow

ςw′(z′) = zu · zsv = zu · z(sv) = z(u · sv) = a,

showing that a ∈ Σ′
w.

To demonstrate the second inclusion in (5.94), let b ∈ Σw′ be an arbitrary shadow of w′. We
must show that

b = pc for some p ∈ P and some shadow c ∈ Σw. (5.95)

The shadow b of w′ is witnessed by some tuple z = (z1, z2). This means that z1 ∈ t̂, z2 ∈ t̂ŝ and

b = ςw′(z) = z1u · z2v. (5.96)

Now we put z′ = (z1). Since z1 ∈ t̂, it follows that

ςw(z
′) = z1(u · sv) (5.97)

is a shadow of w. From z1 ∈ t̂ and z2 ∈ t̂ŝ we deduce that z2 σ ts σ z1s, so it follows from
Lemma 5.84 that

z+2 · z1s = (z1s)
+ · z2.
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Since z+2 , (z1s)
+ ∈ U and z1s, z2 ∈ S (and v ∈ U), Lemma 4.25 then gives

z+2 · z1sv = (z1s)
+ · z2v. (5.98)

Putting everything together, and using properties of the action, we then have

z+2 · ςw(z
′) = z+2 · z1(u · sv) by (5.97)

= z+2 · z1u · z1sv

= z1u · z+2 · z1sv by commutativity of U

= z1u · (z1s)
+ · z2v by (5.98)

= z1u · z1(s+) · z2v by Lemma 3.1(ii)

= z1(us+) · z2v

= z1u · z2v as u = us+

= b by (5.96).

So (5.95) holds with p = z+2 ∈ P and c = ςw(z
′) ∈ Σw.

Because of Lemma 5.93, it follows that we have a well-defined morphism

Ξ : UC = Mon〈X : R ∪ C〉 → P(U) given by wΞ = wξ = P · Σw for w ∈ X∗.

We can now prove the following:

Proposition 5.99. The morphism φC : U → UC : u 7→ x1̂,u is an embedding.

Proof. We prove the proposition by showing that the composite

φC ◦ Ξ : U → P(U) : u 7→ P · Σx1̂,u

is injective. To do so, fix some (u, v) ∈ ker(φC ◦ Ξ), meaning that u, v ∈ U and

P · Σx1̂,u
= P · Σx1̂,v

.

Now, u = 1u is a shadow of x1̂,u (witnessed by (1)), and so u = 1 · u ∈ P · Σx1̂,u
= P · Σx1̂,v

.
It follows that u = pa for some p ∈ P and some shadow a of x1̂,v. By definition, this shadow

has the form a = tv for some t ∈ 1̂. By Lemma 5.34(ii) we have a = tv = t+v, and so
u = pa = pt+v ∈ Pv, as pt+ ∈ P . By symmetry we also have v ∈ Pu. It then follows from
Lemma 2.5 that u = v, and the proof is complete.

As we have already observed, this completes the proof of Theorem 5.82.

Remark 5.100. We noted above that the power semigroup P(U) played an important role
in Section 5.4 as well, as did its local monoid P · P(U) · P . Comparing the above proof of
Proposition 5.99 with that of Lemma 5.53, there is a sense in which we have come full circle.
Indeed, for s ∈ S and u ∈ U , the shadow set

Σxŝ,u
= {tu : t ∈ ŝ}

is precisely the set Vŝ,u constructed in Section 5.4; see (5.51). In the proof of Lemma 5.53, the
injectivity of the map u 7→ fu defined in (5.52) boiled down to the implication

1̂fu = 1̂fv ⇒ u = v for u, v ∈ U .

This is of course equivalent to the injectivity of the map

U → P(U) : u 7→ 1̂fu = V1̂,u · P. (5.101)
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Since
V1̂,u · P = P · V1̂,u = P · Σx1̂,u

= u(φC ◦ Ξ),

it follows that the map in (5.101) is precisely φC ◦ Ξ from the proof of Proposition 5.99. (But
recall that we did not assume U itself was commutative in Section 5.4, only that P was central
in U .)

On the other hand, it does not seem possible to prove Theorem 5.102 (the main result of the
next section, which concerns left-regular bands) using techniques similar to those of Sections 5.4
and 5.6.

5.7 Embedding theorems for proper monoids IV

As already discussed, our main goal in this final section of the chapter is to prove the following:

Theorem 5.102. Let M = US be a (U,S)-proper monoid, with U a left-regular band. Then
there exists a semidirect product M = UL ⋊ (S/σ) and an embedding ψ :M → M such that:

(i) UL is a left-regular band,

(ii) UL contains a subsemigroup U ′ isomorphic to U ,

(iii) ψ↾U : U → U ′ ⋊ {1̂} is an isomorphism.

Working towards the proof, for the rest of the section we fix a (U,S)-proper monoid M = US,
and we assume that U is a left-regular band. As usual we write S = S/σ = {ŝ : s ∈ S}. Since U is
left-regular, so too is its submonoid P = 〈S+〉. It then follows from Lemma 5.32 (cf. Remark 5.33)
that

σ =
{
(s, t) ∈ S × S : s+t+s = s+t

}
. (5.103)

This time we define UL = Mon〈X : R ∪ L〉, where again X = {xŝ,u : s ∈ S, u ∈ U}, R
consists of all the relations

xt̂,u·sv = xt̂,uxt̂ŝ,v for s, t ∈ S and u, v ∈ U with u = us+, (5.104)

and additionally L is the set of all relations

xŝ,uxt̂,vxŝ,u = xŝ,uxt̂,v for s, t ∈ S and u, v ∈ U . (5.105)

By Lemma 2.9(iii), and remembering that R contains the relations xt̂,u = xt̂,u ·xt̂,u for each t ∈ S

and u ∈ U (cf. Remark 5.81), UL is a left-regular band. We write ∼ = (R ∪ L)♯, and denote the
∼-class of w ∈ X∗ by w, so that

UL = Mon〈X : R ∪ L〉 = X∗/∼ = {w : w ∈ X∗}.

As ever, the action of S on X∗ given in (5.63) induces a monoidal action of S on UL by monoid
morphisms; indeed, we just need to observe that (w,w′) ∈ L ⇒ (ŝw, ŝw′) ∈ L for all s ∈ S.
This then allows us to define the semidirect product

M = UL ⋊ S.

We define the map
φL : U → UL : u 7→ x1̂,u.

As in Lemma 5.88, we have

(u · sv)φL = (uφL) ·
ŝ(vφL) for u, v ∈ U and s ∈ S with u = us+.
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As in Proposition 5.89, this allows us to define a morphism

ψ :M → M by aψ = (uφL, ŝ) for any natural factorisation (u, s) of a ∈M = US,

which is injective if and only if φL is.

Thus, we can complete the proof of Theorem 5.102 by showing that φL is injective. The
simpler method involving shadows from the previous section does not apply here, as several
arguments there relied crucially on commutativity of U (see especially the proof of Lemma 5.93).
Thus, we will once again use the traces from Definition 5.71. Recall that these are defined for
(some) words from the set W , which consists of all non-empty words over X whose first letter
has the form x1̂,u for some u ∈ U . Examining (5.104) and (5.105), note that W is still closed

under ∼ = (R ∪ L)♯, in the sense that a pair of ∼-equivalent words either both belong to W or
else both do not (cf. Lemma 5.70). By Lemma 5.73, any word from W has at most one trace.
The main technical result we need is the following version of Lemma 5.74:

Lemma 5.106. Suppose w,w′ ∈W are such that w ∼ w′.

(i) If either of w or w′ has a trace, then both do.

(ii) If w and w′ have traces p = (p1, . . . , pk) and q = (q1, . . . , ql), then pk = ql.

Proof. As with Lemma 5.74, it suffices to assume that w and w′ differ by a single application
of a relation from R ∪ C. Lemma 5.74 has already taken care of the case that the relation is
from R, so for the rest of the proof we assume that the relation is from C. Thus, up to symmetry
we have

w = w1 · xŝ,uxt̂,v · w2 and w′ = w1 · xŝ,uxt̂,vxŝ,u · w2,

for some w1, w2 ∈ X∗, s, t ∈ S and u, v ∈ U . We also write

w1 = xŝ1,u1 · · · xŝm,um
and w2 = xŝm+3,um+3 · · · xŝk,uk

where each si ∈ S and ui ∈ U ,

noting that either (or both) of w1 or w2 could be empty. It is also convenient to define

sm+1 = s, um+1 = u, sm+2 = t and um+2 = v.

So then

w = xŝ1,u1 · · · xŝk,uk

= xŝ1,u1 · · · xŝm,um
· xŝm+1,um+1xŝm+2,um+2 · xŝm+3,um+3 · · · xŝk,uk

,

and

w′ = xŝ1,u1 · · · xŝm,um
· xŝ,uxt̂,vxŝ,u · xŝm+3,um+3 · · · xŝk,uk

= xŝ1,u1 · · · xŝm,um
· xŝm+1,um+1xŝm+2,um+2xŝm+1,um+1 · xŝm+3,um+3 · · · xŝk,uk

.

Since w ∈ W , we must have ŝ1 = 1̂; in the case that w1 = ι (i.e., m = 0), this says that ŝ = 1̂.
We also define

(v1, . . . , vk+1) = (u1, u2, . . . , um, u, v, u, um+3, . . . , uk)

= (u1, u2, . . . , um, um+1, um+2, um+1, um+3, . . . , uk). (5.107)

Note that vi is the ‘U -coordinate’ of the ith letter of w′.

We begin with the forwards implication.

(⇒). Suppose first that w has trace p = (p1, . . . , pk), witnessed by t = (t2, . . . , tk) ∈ ŝ2×· · ·× ŝk,
meaning that
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• pi = u1 · t2u2 · · · tiui for all 1 ≤ i ≤ k, and

• pi−1 = pi−1t
+
i for all 2 ≤ i ≤ k.

We claim that w′ has trace q, witnessed by z, for

z = (t2, . . . , tm, tm+1, tm+2, tm+1, tm+3, . . . , tk)

and q = (p1, . . . , pm, pm+1, pm+2, pm+2, pm+3, . . . , pk).

Note that z and q are obtained from t and p, respectively, by inserting single entries. Since the
final entries of p and q are equal, this will complete the proof of the forwards implication. To
assist with the following calculations, it is convenient to line up the entries of z and q, along
with the letters of w′:

1 2 · · · m m+ 1 m+ 2 m+ 3 m+ 4 · · · k + 1

z t2 · · · tm tm+1 tm+2 tm+1 tm+3 · · · tk
q p1 p2 · · · pm pm+1 pm+2 pm+2 pm+3 · · · pk
w′ xŝ1,u1 xŝ2,u2 · · · xŝm,um

xŝ,u xt̂,v xŝ,u xŝm+3,um+3 · · · xŝk,uk

= = =

xŝm+1,um+1 xŝm+2,um+2 xŝm+1,um+1

To prove the claim, we follow Definition 5.71 carefully, and we proceed in three steps.

Step 1. First, it is clear that z ∈ ŝ2 × · · · × ŝm × ŝ× t̂× ŝ× ŝm+3 × · · · × ŝk. For this, note that
tm+1 ∈ ŝm+1 = ŝ and tm+2 ∈ ŝm+2 = t̂.

Step 2. Next we check that qi = v1 · z2v2 · · · zivi for all 1 ≤ i ≤ k + 1, where the vj are as
in (5.107).

• For 1 ≤ i ≤ m+ 2 we have qi = pi = u1 · t2u2 · · · tiui = v1 · z2v2 · · · zivi.

• For m+ 3 ≤ i ≤ k + 1, and remembering that U is a left-regular band, we have

qi = pi−1 = (u1 ·
t2u2 · · ·

tmum) · tm+1um+1
tm+2um+2 · (

tm+3um+3 · · ·
ti−1ui−1)

= (u1 ·
t2u2 · · ·

tmum) · tm+1um+1
tm+2um+2

tm+1um+1 · (
tm+3um+3 · · ·

ti−1ui−1)

= (v1 ·
z2v2 · · ·

zmvm) · zm+1vm+1 ·
zm+2vm+2

zm+3vm+3 · (
zm+4vm+4 · · ·

zivi).

Step 3. Finally, we check that qi−1 = qi−1z
+
i for all 2 ≤ i ≤ k + 1.

• For 2 ≤ i ≤ m+ 2 we have qi−1 = pi−1 = pi−1t
+
i = qi−1z

+
i .

• For i = m+ 3 we have

qm+2 = pm+2 = pm · tm+1um+1
tm+2um+2

= pm · tm+1um+1
tm+2um+2

tm+1um+1 by left-regularity

= pm · tm+1um+1
tm+2um+2

tm+1um+1 · t
+
m+1 by Lemma 3.1(iv)

= pm · tm+1um+1
tm+2um+2 · t

+
m+1 by left-regularity

= pm+2t
+
m+1 = qm+2z

+
m+3.

• For m+ 4 ≤ i ≤ k + 1 we have qi−1 = pi−2 = pi−2t
+
i−1 = qi−1z

+
i .

(⇐). Conversely, we now assume w′ has trace q = (q1, . . . , qk+1), witnessed by

z = (z2, . . . , zk+1) ∈ ŝ2 × · · · × ŝm × ŝ× t̂× ŝ× ŝm+3 × · · · × ŝk, (5.108)

meaning that
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• qi = v1 · z2v2 · · · zivi for all 1 ≤ i ≤ k + 1, where again the vj are as in (5.107), and

• qi−1 = qi−1z
+
i for all 2 ≤ i ≤ k + 1.

We will shortly construct a suitable trace for w. However, in order to deal with a subtle point
that did not arise in the proof of Lemma 5.74, we delay the construction, and instead begin by
showing that

qm+2 = qm+3. (5.109)

Working towards this, and defining z1 = 1 for convenience, we first claim that

qi = qiz
+
j for all 2 ≤ i ≤ k and 1 ≤ j ≤ i+ 1. (5.110)

Indeed, this is is obvious for j = 1, and is true for j = i + 1 by the properties of the tuples q

and z (stated above). For 2 ≤ j ≤ i we have

qi = qj−1 ·
zjvj ·

zj+1vj+1 · · ·
zivi

= qj−1 ·
zjvj · z

+
j · zj+1vj+1 · · ·

zivi by Lemma 3.1(iv)

= qj−1 ·
zjvj · z

+
j · zj+1vj+1 · · ·

zivi · z
+
j by left-regularity

= qj−1 ·
zjvj ·

zj+1vj+1 · · ·
zivi · z

+
j by Lemma 3.1(iv) again

= qiz
+
j .

Next we note that
zm+1 σ zm+3. (5.111)

Indeed, for m ≥ 1, this follows from (5.108), as then zm+1, zm+3 ∈ ŝ. When m = 0 (which occurs
when w1 = ι), (5.111) says that 1 = z1 σ z3. But we observed just before (5.107) that ŝ = 1̂
when m = 0, so (5.111) still holds in this case as z3 = zm+3 ∈ ŝ = 1̂ = ẑ1. Now that we have
completed the proof of (5.111), it follows from (5.103) that

z+m+1z
+
m+3zm+1 = z+m+1zm+3.

Lemma 4.25 then gives
z+m+1z

+
m+3 ·

zm+1u = z+m+1 ·
zm+3u. (5.112)

Keeping (vm+1, vm+2, vm+3) = (u, v, u) in mind (and remembering that z1 = 1, which is relevant
for the m = 0 case), we then calculate

qm+3 = qm+2 ·
zm+3u = qm+2 · z

+
m+1 ·

zm+3u by (5.110)

= qm+2 · z
+
m+1z

+
m+3 ·

zm+1u by (5.112)

= qm+2 ·
zm+1u by (5.110)

= qm · zm+1u · zm+2v · zm+1u

= qm · zm+1u · zm+2v by left-regularity

= qm+2,

completing the proof of (5.109).

We now claim that w has trace p, witnessed by t, where

t = (z2, . . . , zm+2, zm+4, . . . , zk+1) and p = (q1, . . . , qm+2, qm+4, . . . , qk+1).

This time t and p are obtained by deleting an appropriate entry of z and q. However, un-
like the situation in Lemma 5.74, it is possible that p is obtained by deleting the final entry
of q. This occurs precisely when m + 3 = k + 1 (i.e., when w2 = ι). In this case, we have
q = (q1, . . . , qm+2, qm+3) and p = (q1, . . . , qm+2), and these still have the same final entries be-
cause of (5.109).

Thus, we can complete the proof of the lemma by showing that w does indeed have trace p,
witnessed by t. This time the entries of t and p, and the letters from w, are as follows:
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1 2 · · · m m+ 1 m+ 2 m+ 3 · · · k

t z2 · · · zm zm+1 zm+2 zm+4 · · · zk+1

p q1 q2 · · · qm qm+1 qm+2 qm+4 · · · qk+1

w xŝ1,u1 xŝ2,u2 · · · xŝm,um
xŝ,u xt̂,v xŝm+3,um+3 · · · xŝk,uk

= =

xŝm+1,um+1 xŝm+2,um+2

As ever, we proceed in three steps.

Step 1. We first note that t ∈ ŝ2 × · · · × ŝm × ŝ × t̂ × ŝm+2 × · · · × ŝk follows immediately
from (5.108).

Step 2. Next we check that pi = u1 · z2u2 · · · ziui for all 1 ≤ i ≤ k.

• For 1 ≤ i ≤ m+ 2 we have pi = qi = v1 · z2v2 · · · zivi = u1 · t2u2 · · · tiui.

• For m+ 3 ≤ i ≤ k we have

pi = qi+1 = qm+3 ·
zm+4vm+4 · · ·

zi+1vi+1

= qm+2 ·
zm+4vm+4 · · ·

zi+1vi+1 by (5.109)

= v1 ·
z2v2 · · ·

zm+2vm+2 ·
zm+4vm+4 · · ·

zi+1vi+1

= u1 ·
t2u2 · · ·

tm+2um+2 ·
tm+3um+3 · · ·

tiui,

as required.

Step 3. Finally, we check that pi−1 = pi−1t
+
i for all 2 ≤ i ≤ k.

• For 2 ≤ i ≤ m+ 2 we have pi−1 = qi−1 = qi−1z
+
i = pi−1t

+
i .

• For i = m+ 3, we use (5.109) to calculate

pm+2 = qm+2 = qm+3 = qm+3z
+
m+4 = pm+2t

+
m+3.

• For m+ 4 ≤ i ≤ k we have pi−1 = qi = qiz
+
i+1 = pi−1t

+
i .

We have now finally completed the proof.

As in Section 5.6 (cf. Proposition 5.80) the injectivity of φL : U → UL follows quickly from
Lemma 5.106. As observed above, this completes the proof of Theorem 5.102.

Remark 5.113. Theorem 5.82 (proved in the previous section) concerns two special cases:

• U is commutative, meaning that it satisfies the identity xy = yx,

• U is a semilattice, meaning that it satisfies the identities xy = yx and x2 = x.

Similarly, Theorem 5.102 concerns the special case in which:

• U is a left-regular band, meaning that it satisfies the identities xyx = xy and x2 = x.

The reader might wonder why we did not give a statement for the case that U is assumed only
to satisfy xyx = xy. The simple reason for this is that U being a monoid means that the identity
xyx = xy implies x2 = x upon substituting y = 1. On the other hand, the identities xy = yx
and x2 = x are independent of each other.
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We leave it as an open problem to classify the (collections of) identities on U that lead to
analogous embedding results. For example, if M = US is a (U,S)-proper monoid, with U a
band, does there exist an embedding M → UB ⋊ S, with UB a band containing a copy of U?

Even in the case of a right -regular band (satisfying xyx = yx and x2 = x), it is not clear
whether such an embedding will exist. If it does, then it is likely that a very different proof
strategy would be required. Indeed, the method of Sections 5.4, 5.6 and 5.7 relied crucially
on P satisfying an identity of the form f(x, y)x = g(x, y)y, so that Lemma 5.32 applied and
gave an equational formulation of the congruence σ. But neither of the defining identities for
right-regular bands are of this form.
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Part II

Presentations

This part of the paper explicitly focusses on presentations by generators and relations. Since so
many naturally occuring semigroups arise from action pairs, our purpose here is to develop a
body of general results concerning presentations for such semigroups. We then apply these to a
number of important examples.

Chapter 6 contains the main theoretical results of this part of the paper, each of which gives
a presentation for a semigroup arising from an action pair, modulo various natural assumptions.
Roughly speaking, stricter assumptions lead to smaller sets of relations. In particular, the re-
sults and/or proofs tend to be simpler when the semigroup in question is in fact a monoid.
Chapters 7–9 then apply the general machinery developed in Chapter 6 to several examples.
Specifically, we treat:

• free left restriction monoids in Chapter 7,

• several monoids and semigroups of (partial) endomorphisms of an independence algebra in
Chapter 8, and

• a number of transformational wreath products in Chapter 9.

The introductions to these chapters contain full summaries of the results they contain, so we
now turn to the general results promised above.

6 Presentations

As just discussed, the purpose of this chapter is prove a number of general results on presenta-
tions. Each such result concerns a semigroup of the form US arising from an action pair (U,S)
in a monoid M . (In fact, some results hold more generally for weak action pairs.) In an ideal
world, one would hope that a presentation for US could be ‘pieced together’ from presentations
for U and S, in the following sense:

• We start with presentations 〈XU : RU 〉 and 〈XS : RS〉 for U and S.

• We then hope to obtain a presentation for US of the form 〈XU ∪XS : RU ∪RS ∪R〉 for
some additional set of relations R over XU ∪XS .

This is indeed possible in some cases, a number of which we treat in the current chapter.

• Sections 6.1–6.3 deal with the case in which U and S are both submonoids of M , the main
results here being Theorems 6.5, 6.13, 6.28, 6.30 and 6.32. In Remark 6.6 we apply the
results of Section 4.5 to give especially neat presentations when certain natural conditions
hold, and in particular we are able to deduce the main results of [24] as a (very) special
case.

• The case in which only U is assumed to be a submonoid (and certain other conditions hold)
is covered in Section 6.4; see Theorems 6.36 and 6.44. It turns out that this case, and the
previous one, include a great many important and natural examples, several of which will
be covered in subsequent chapters.

• Section 6.5 considers the case in which only S is assumed to be a submonoid, and we will
see that this is rather more complicated; see Theorem 6.50.
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Unfortunately, the hope described above cannot be realised in full generality. Indeed, Exam-
ple 4.32(iii) shows that US might not even contain isomorphic copies of U or S. Moreover, even
when US does contain copies of both U and S, the hope is still unrealistic, even for extremely
simple semigroups U and S. For example, if U and S are both free monogenic semigroups (iso-
morphic to the positive integers under addition), then the direct product U × S (the simplest
possible case of the (U ⋊ S)/θ construction) is not even finitely generated [37, 65, 106].

Given the above considerations, the next result seems to be the most general one could
hope to give concerning presentations for US. It is a special case of (the semigroup version of)
Lemma 2.8. The statement utilises the surmorphism π : U ⋊ S → US from Proposition 4.46,
with kernel θ.

Proposition 6.1. Suppose (U,S) is a weak action pair, and suppose the semidirect product U⋊S
has presentation Sgp〈X : R〉 via φ : X+ → U ⋊ S. Let N : U ⋊ S → X+ be a normal form
function, and suppose θ = Ω♯. Then US has presentation Sgp〈X : R ∪RΩ〉 via φπ : X+ → US,
where RΩ =

{
(N(a), N(b)) : (a,b) ∈ Ω

}
.

Remark 6.2. The previous result uses a presentation for the semidirect product U ⋊ S as a
‘black box’. Presentations for U⋊S are not always readily constructable from presentations for U
and S, as already discussed (even for the simplest case of direct products). However, when U⋊S
is a monoid, neat constructions are given by Lavers [74]; we will utilise these in Section 6.1.

The case in which U is a monoid, and the semigroup S acts on U(= U1) by monoid morphisms,
is considered in [41], where a presentation for U ⋊S is constructed from a presentation for S and
the entire multiplication table of U . As we will see in Section 6.5, similar presentations exist in
the case that S is a monoid with a monoidal action on U1; see Theorem 6.50.

6.1 Two submonoids I

In this section we consider the simplest special case, where U⋊S is a monoid. By Corollary 3.13,
this occurs precisely when U and S are both monoids, with S acting on monoidally on U(= U1)
by monoid morphisms.

For the duration of this section, we fix a weak action pair (U,S) in a monoid M , with U
and S submonoids, and we assume the action in (A1) is by monoid morphisms. In other words,
we assume that U and S are submonoids of M , and that (SA1)′ holds. We will later additionally
assume that (U,S) is an action pair, not just a weak action pair. In this case, (U,S) is strong,
by Lemma 4.15(ii).

We also fix monoid presentations for U and S:

Mon〈XU : RU 〉 via φU : X∗
U → U and Mon〈XS : RS〉 via φS : X∗

S → S.

For convenience, and without loss of generality, we assume that:

• XU and XS are disjoint,

• no letter of XU or XS maps to 1, and

• φU↾XU
and φS↾XS

are injective.

We write w = wφU and v = vφS for all w ∈ X∗
U and v ∈ X∗

S . There is no chance of confusion
here, as the only word common to X∗

U and X∗
S is the empty word ι, and we have ιφU = ιφS = 1.

We also fix normal form functions

NU : U → X∗
U and NS : S → X∗

S .

87



We may assume that NU (1) = NS(1) = ι, and also that NU (x) = x and NS(y) = y for all
x ∈ XU and y ∈ XS .

Since U , S and U ⋊ S are all monoids, a presentation for the semidirect product U ⋊ S
can be constructed using a result of Lavers [74], which we state below. Lavers’ presentation is
built out of the presentations Mon〈XU : RU 〉 and Mon〈XS : RS〉, and an additional set R1 of
relations over XU ∪XS that capture the action of S on U(= U1) from (A1). To motivate these
additional relations, consider letters x ∈ XS and y ∈ XU . Since x ∈ S and y ∈ U , within M we
have x · y = xy · x, with xy ∈ U(= U1). The set R1 represents each such equation as a relation,
and is defined by

R1 =
{
(xy, xy · x) : x ∈ XS , y ∈ XU

}
, (6.3)

where for convenience we write xy = NU (
xy) ∈ X∗

U . The next result is [74, Corollary 2]; it is
also a special case of Theorem 6.30 below.

Theorem 6.4. If U and S are monoids, and if S acts monoidally on U(= U1) by monoid
morphisms, then with the above notation, the monoid U ⋊ S has presentation

Mon〈XU ∪XS : RU ∪RS ∪R1〉

via

φ : (XU ∪XS)
∗ → U ⋊ S : x 7→

{
(xφU , 1) if x ∈ XU ,

(1, xφS) if x ∈ XS.

By Proposition 4.46, US ∼= (U ⋊ S)/θ is a homomorphic image of U ⋊ S. Thus, we can
use Lemma 2.8 to extend the above presentation for U ⋊ S to a presentation for US via the
surmorphism

Φ = φπ : (XU ∪XS)
∗ → US : x 7→

{
xφU if x ∈ XU ,

xφS if x ∈ XS .

In the next statement we use the canonical normal form function N : U ⋊ S → (XU ∪ XS)
∗

defined by N(u, s) = NU (u)NS(s).

Theorem 6.5. Suppose (U,S) is a weak action pair, with U and S both submonoids, and with S
acting on U(= U1) by monoid morphisms. Suppose also that θ = Ω♯. Then with the above
notation, the monoid US has presentation

Mon〈XU ∪XS : RU ∪RS ∪R1 ∪RΩ〉

via Φ, where RΩ =
{
(N(a), N(b)) : (a,b) ∈ Ω

}
.

Remark 6.6. In the special case that (U,S) is an action pair (and not just a weak action pair),
we have already observed that (U,S) is in fact strong. In this case, we can take Ω to be the
generating set for θ from Lemma 4.65, and then

RΩ =
{
(NU (u)NS(s), NU (u)NS(t)) : u ∈ U, (s, t) ∈ Ωu

}
, (6.7)

where the Ωu generate the right congruences θu from (4.49).
Lemmas 4.71, 4.73 and 4.74 allow us to replace the above RΩ with a smaller set of rela-

tions if the pair (U,S) satisfies any of the additional conditions listed in these lemmas. When
Lemma 4.71(i) applies, we can take

RΩ =
{
(NU (v)NS(s), NU (v)NS(t)) : v ∈ V, (s, t) ∈ Ωv

}
, (6.8)

for a suitable subset V ⊆ U . If Lemma 4.71(ii) applies, then since U = 〈XU 〉, we can take

RΩ =
{
(xNS(s), xNS(t)) : x ∈ XU , (s, t) ∈ Ωx

}
. (6.9)
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In the (very) special case that S is a group, (U,S) is automatically strong by Lemma 4.23(ii).
Lemma 4.73 then applies, and we can take

RΩ =
{
(NU (u), NU (u)NS(s)) : u ∈ U, s ∈ Γu

}
, (6.10)

where the Γu generate the subgroups Su from (4.72). Again, this can be further simplified if
either of the conditions of Lemma 4.74 hold. When Lemma 4.74(i) applies, we can take

RΩ =
{
(NU (v), NU (v)NS(s)) : v ∈ V, s ∈ Γv

}
(6.11)

for a suitable subset V ⊆ U . When Lemma 4.74(ii) applies, we can take

RΩ =
{
(x, xNS(s)) : x ∈ XU , s ∈ Γx

}
(6.12)

In particular, these versions of Theorem 6.5 include the (very very) special case of factorisable
inverse monoids (cf. Example 4.27), where U and S are respectively the semilattice of idempotents
and group of units of US, and we therefore obtain the main results of [24] as corollaries.

6.2 Two submonoids II

We now consider the more general case in which U and S are still submonoids of the over-
monoid M , but we no longer assume U ⋊ S is a monoid. Even though US is still a submonoid
of M in this case, we cannot hope to obtain a presentation for US via Lavers’ Theorem 6.4,
as this obviously does not apply when U ⋊ S is not a monoid. We will see in Theorem 6.13,
however, that we can still obtain a rather neat presentation for US that bears some resemblence
to Theorem 6.5, and the simplifications discussed in Remark 6.6. We explore the reason behind
this resemblance in Section 6.3.

Throughout this section we fix an action pair (U,S) in a monoid M , and we assume that U
and S are submonoids. Again we fix presentations for U and S:

Mon〈XU : RU 〉 via φU : X∗
U → U and Mon〈XS : RS〉 via φS : X∗

S → S.

We assume again that:

• XU and XS are disjoint,

• no letter of XU or XS maps to 1, and

• φU↾XU
and φS↾XS

are injective.

We again write w = wφU and v = vφS for w ∈ X∗
U and v ∈ X∗

S , and fix normal form functions

NU : U → X∗
U and NS : S → X∗

S ,

assuming that NU (1) = NS(1) = ι, and that NU (x) = x and NS(y) = y for x ∈ XU and y ∈ XS .
Since US = 〈XU ∪XS〉, as U and S are submonoids, we still have a surmorphism

Φ : (XU ∪XS)
∗ → US : x 7→

{
xφU if x ∈ XU ,

xφS if x ∈ XS .

As in the previous section, we define

R1 =
{
(xy, xy · x) : x ∈ XS , y ∈ XU

}
,

where again we write xy = NU (
xy) ∈ X∗

U . We also define

R2 =
{
(NU (u)NS(s), NU (u)NS(t)) : u ∈ U, (s, t) ∈ Ωu

}
,
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where each Ωu generates θu (u ∈ U) as a right congruence. This time, since (U,S) might not be
strong, we also need the relations

R3 =
{
(x, x+x) : x ∈ XS , x

+ 6= 1
}
,

where here we write x+ = NU (x
+) for each x ∈ XS . Note that x+ = ι if x+ = 1, so that we do

not need to include a relation (x, x+x) for such an x. In particular, R3 = ∅ if (U,S) is strong;
cf. Lemma 4.15(ii). It is also worth noting that x+ = x+, by definition of NU .

Theorem 6.13. If (U,S) is an action pair, and if U and S are both submonoids, then with the
above notation, the monoid US has presentation

Mon〈XU ∪XS : RU ∪RS ∪R1 ∪R2 ∪R3〉

via Φ.

Proof. We have already noted that Φ is a surmorphism, and it is routine to check that

RU ∪RS ∪R1 ∪R2 ∪R3 ⊆ ker(Φ).

It therefore remains to show that ker(Φ) ⊆ (RU ∪RS ∪ R1 ∪ R2 ∪ R3)
♯, and for this we require

some technical lemmas. But first we fix notation.

We write w = wΦ for w ∈ (XU ∪XS)
∗. We also use the abbreviations

wv = NU (
wv) and w+ = NU (w

+) for all w ∈ X∗
S and v ∈ X∗

U .

In particular, ιv = NU (
1v) = NU (v) for all v ∈ X∗

U . By definition of NU , we have

wv = wv and w+ = w+ for all w ∈ X∗
S and v ∈ X∗

U . (6.14)

We also note that
w+ = NU (w

+) = NU (
w1) = wι for all w ∈ X∗

S . (6.15)

We write ∼ = (RU ∪ RS ∪ R1 ∪ R2 ∪ R3)
♯ for the congruence on (XU ∪XS)

∗ generated by the

relations. We also write ∼U = R♯
U , and similarly for ∼S , ∼1 and so on. This will allow us to

indicate which of the various sets of relations are used in the manipulations of words to follow.

Lemma 6.16. For any x ∈ XS and v ∈ X∗
U , we have xv ∼ xv · x.

Proof. We prove the result by induction on k = ℓ(v), the length (number of letters) of v. If
k = 0, then v = ι, and we have xv = x ∼3 x

+x = xι · x = xv · x, where we used (6.15) in the
third step. (In the second step, note that x = x+x if x+ = 1.)

We now assume that k ≥ 1, so that v = wy for some w ∈ X∗
U and y ∈ XU with ℓ(w) = k− 1.

Then by induction, xv = xwy ∼ xw · xy ∼1
xw · xy · x, so it remains to show that xw · xy ∼ xv.

But this follows quickly from properties of the action and of normal form functions (cf. (2.7)), as

xw · xy = NU (
xw) ·NU (

xy) ∼U NU (
xw · xy) = NU (

x(w · y)) = NU (
xv) = xv.

Lemma 6.17. For any w ∈ X∗
S and v ∈ X∗

U , we have wv ∼ wv · w.

Proof. We use induction on k = ℓ(w). The k = 0 case is trivial, as ιv = NU (v) ∼U v. For k ≥ 1,
we write w = w′x, where w′ ∈ X∗

S and x ∈ XS with ℓ(w′) = k − 1. Then by induction and
Lemma 6.16, we have wv = w′xv ∼ w′ · xv · x ∼ w′

(xv) · w′x = w′
(xv) · w, so it remains to show

that w′
(xv) ∼ wv. For this we have

w′
(xv) = NU

(
w′
(xv)

)
= NU

(
w′
(xv)

)
= NU (

w′xv) = NU (
wv) = wv,

where we used (6.14) in the second step.
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Lemma 6.18. For any w ∈ X∗
S , we have w ∼ w+w.

Proof. By Lemma 6.17 and (6.15), we have w = w · ι ∼ wι · w = w+w.

Remark 6.19. For later reference, it is important to note that the proof so far has not used any
of the relations from R2.

Returning now to the proof of the theorem, we recall that the last remaining step is to show
that ker(Φ) ⊆ ∼. To do this, let (w, v) ∈ ker(Φ): i.e., w, v ∈ (XU ∪XS)

∗ and w = v. We must
show that w ∼ v.

We first observe that

w ∼1 w1w2 and v ∼1 v1v2 for some w1, v1 ∈ X∗
U and w2, v2 ∈ X∗

S . (6.20)

It follows from Lemma 6.18 that

w ∼ w1w
+
2 w2 and v ∼ v1v

+
2 v2. (6.21)

From (6.20), we have

w1w2 = w = v = v1v2 with w1, v1 ∈ U and w2, v2 ∈ S.

It follows from (A2) that w1w
+
2 = v1v

+
2 , and we denote this element of U by u. Now,

w1w
+
2 = w1w

+
2 = u and similarly v1v

+
2 = u,

so it follows that w1w
+
2 ∼ NU (u) ∼ v1v

+
2 . Combining this with (6.21), we have

w ∼ NU (u) · w2 and v ∼ NU (u) · v2, (6.22)

so it remains to show that
NU (u) · w2 ∼ NU (u) · v2. (6.23)

Applying Φ to (6.22), we have u ·w2 = w = v = u ·v2, so that (w2, v2) ∈ θu. Since θu is generated
as a right congruence by Ωu, it follows that there is a sequence

w2 = s1 → s2 → · · · → sk = v2

where s1, . . . , sk ∈ S, and such that for each 1 ≤ i < k,

si = aici and si+1 = bici for some (ai, bi) ∈ Ωu ∪Ω−1
u and ci ∈ S(= S1).

Since NU (u) · w2 ∼S NU (u) · NS(s1) and NU (u) · v2 ∼S NU (u) · NS(sk), we can complete the
proof of (6.23), and hence of the theorem, by showing that

NU (u) ·NS(si) ∼ NU (u) ·NS(si+1) for each 1 ≤ i < k.

But for any such i we have

NU (u) ·NS(si) ∼S NU (u) ·NS(ai) ·NS(ci) ∼2 NU (u) ·NS(bi) ·NS(ci) ∼S NU (u) ·NS(si+1),

as required.

Remark 6.24. When the pair (U,S) is strong, Theorem 6.13 reduces to Theorem 6.5, or more
specifically to the version of Theorem 6.5 where RΩ is the set of relations in (6.7).
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Remark 6.25. The presentation

Mon〈XU ∪XS : RU ∪RS ∪R1 ∪R2 ∪R3〉 (6.26)

for US from Theorem 6.13 contains/extends the presentation

Mon〈XU ∪XS : RU ∪RS ∪R1〉. (6.27)

Lavers’ Theorem 6.4 says that (6.27) is a presentation for the semidirect product U ⋊ S in the
case that the latter is a monoid. This is obviously not true when U ⋊ S is not a monoid, so the
reader may wonder ‘why’ our presentation (6.26) for US still extends the presentation (6.27).
We will explore this question in Section 6.3, where we will in fact see (in Theorem 6.30) that the
intermediate

Mon〈XU ∪XS : RU ∪RS ∪R1 ∪R3〉

is a presentation for the (local) monoid
{
(u, s) ∈ U ⋊ S : u = us+

}
≤ U ⋊ S.

In the presentation Mon〈XU ∪XS : RU ∪RS ∪R1 ∪R2 ∪R3〉 from Theorem 6.13, the sets
of relations R1 and R3 are quantified over letters from XU ∪XS : i.e., generators for U and S.
However, R2 is quantified over all of U . Ideally, one would like to replace R2 with a set of
relations quantified over XU . This is sometimes possible, but not always. The second part of
the next result describes one such situation, and the first part describes a more general situation
in which some degree of simplification of R2 is still possible. The conditions are similar to those
discussed in Section 4.5, but note that we do not need to assume the pair (U,S) is strong here.
In the statement, � is the relation on U given in (4.67).

Theorem 6.28. Suppose (U,S) is an action pair, with U and S submonoids.

(i) If there exists a subset V ⊆ U such that

θu =
∨

v∈V,
v�u

θv for all u ∈ U ,

then US has presentation Mon〈XU ∪XS : RU ∪RS ∪R1 ∪R′
2 ∪R3〉 via Φ, where

R′
2 =

{
(NU (v)NS(s), NU (v)NS(t)) : v ∈ V, (s, t) ∈ Ωv

}
.

(ii) If U is commutative, and if θuv = θu ∨ θv for all u, v ∈ U , then US has presentation

Mon〈XU ∪XS : RU ∪RS ∪R1 ∪R
′′
2 ∪R3〉

via Φ, where R′′
2 =

{
(xNS(s), xNS(t)) : x ∈ XU , (s, t) ∈ Ωx

}
.

Proof. As with Lemma 4.71, it suffices to prove (i). For this, we proceed in similar fashion to
the proof of Lemma 4.71(i).

By Theorem 6.13, and since R′
2 ⊆ R2, it suffices to show that R2 ⊆ ≈, where this time we

write ≈ = (RU ∪RS ∪R1 ∪R′
2 ∪R3)

♯. For this, let u ∈ U and (s, t) ∈ Ωu. We must show that
NU (u)NS(s) ≈ NU (u)NS(t). Again we write Vu = {v ∈ V : v � u}. Since (s, t) ∈ θu =

∨
v∈Vu

θv,
there is a sequence

s = s1 → s2 → · · · → sk = t,

such that each (si, si+1) ∈
⋃

v∈Vu
(Ωv ∪ Ω−1

v ), and it is enough to show that

NU (u)NS(si) ≈ NU (u)NS(si+1) for all 1 ≤ i < k.

Fix some such i, so that (si, si+1) ∈ Ωv ∪ Ω−1
v for some v ∈ Vu. Then u = wv for some

w ∈ U(= U1), and

NU (u)NS(si) ≈ NU (w) ·NU (v)NS(si) ≈ NU (w) ·NU (v)NS(si+1) ≈ NU (u)NS(si+1).
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Remark 6.29. In the very special case that S is additionally assumed to be a group, the
pair (U,S) is then strong. Simplifications arising in this case have already been discussed in
Remark 6.6.

6.3 Two submonoids III

In this section we briefly discuss an alternative way to prove Theorem 6.13, and also give a gen-
eralisation of Theorem 6.5; see Theorem 6.32. This involves proving an additional general result,
Theorem 6.30, which is of independent interest, and which will in fact be directly applicable
when we consider free left restriction monoids in Chapter 7.

So again we consider a weak action pair (U,S), where U and S are both submonoids of the
over-monoid (which shall not be named in this section). By Proposition 4.46, the monoid US
is a homomorphic image of U ⋊ S, though the latter need not be a monoid; cf. Lemma 3.11.
In the case that U ⋊ S is a monoid, Theorem 6.5 built a presentation for US, starting with
Lavers’ (monoid) presentation for U ⋊S from Theorem 6.4. As we noted in the previous section,
however, this approach is obviously not available in the case that U⋊S is not a monoid. Despite
this, the presentation for US from Theorem 6.13 (which applies when (U,S) is an action pair,
not just a weak action pair) certainly ‘looks like’ it has been built in this way (cf. Remark 6.25),
and we explore the reason for this in the current section.

Recall from Remark 4.47 that the natural surmorphism π : U ⋊S → US : (u, s) 7→ us factors
through the local monoid

M = (1, 1) · (U ⋊ S) · (1, 1) =
{
(u, s) ∈ U ⋊ S : u = us+

}
≤ U ⋊ S,

so that US ∼= M/ϑ, where ϑ = ker(π↾M ). It follows that one could obtain a presentation
for US by first finding a (monoid) presentation for M , then finding a generating set for the
congruence ϑ, and then finally applying Lemma 2.8. We show here how to do the first of these
tasks; see Theorem 6.30.

The next result concerns a monoid S acting monoidally on a monoid U by semigroup mor-
phisms. In particular, this is the case whenever (U,S) is a weak action pair; cf. Remark 4.4. For
the statement and proof we keep the notation of Section 6.2, in particular:

• the presentations and normal form functions for U and S,

• the over-line notation for words over XU and XS , and

• the additional sets of relations R1 and R3 (the relations R2 are not required).

We also define the morphism

ϕ : (XU ∪XS)
∗ →M : x 7→

{
(x, 1) if x ∈ XU ,

(x+, x) if x ∈ XS .

Theorem 6.30. If the monoid S acts monoidally on the monoid U by semigroup morphisms,
then the (local) monoid M =

{
(u, s) ∈ U ⋊ S : u = us+

}
has presentation

Mon〈XU ∪XS : RU ∪RS ∪R1 ∪R3〉

via ϕ.

Proof. First, for any (u, s) ∈M we have

(u, s) = (us+, s) = (u, 1) · (s+, s) = NU (u)ϕ ·NS(s)ϕ = (NU (u) ·NS(s))ϕ,
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and this shows that ϕ is surjective. (In the above calculation, it is clear that NU (u)ϕ = (u, 1).
For NS(s)ϕ = (s+, s), we apply (5.15).)

Next, it is easy to check that ϕ preserves the relations, so that ≈ ⊆ ker(ϕ), where we write
≈ = (RU ∪RS ∪R1 ∪R3)

♯. Here we just show that R1 ⊆ ker(ϕ). For this, let x ∈ XS and
y ∈ XU . Then, using Lemma 3.1(iv), we have

(xy)ϕ = (x+, x) · (y, 1) = (x+ · xy, x) = (xy, x) = (xy · x+, x) = (xy, 1) · (x+, x) = (xy · x)ϕ.

To complete the proof we must show that ker(ϕ) ⊆ ≈, so suppose (w, v) ∈ ker(ϕ). As in
Lemmas 6.16–6.18 (cf. Remark 6.19), we have

w ≈ w1w2 ≈ w1w
+
2 w2 and v ≈ v1v2 ≈ v1v

+
2 v2 for some w1, v1 ∈ X∗

U and w2, v2 ∈ X∗
S .

But then

wϕ = w1ϕ · w2ϕ = (w1, 1) · (w
+
2 , w2) = (w1w

+
2 , w2) and similarly vϕ = (v1v

+
2 , v2).

Since wϕ = vϕ, it follows that w1w
+
2 = v1v

+
2 and w2 = v2, so that w1w

+
2 ∼U v1v

+
2 and w2 ∼S v2.

But then
w ≈ w1w

+
2 · w2 ≈ v1v

+
2 · v2 ≈ v,

and the proof is complete.

Remark 6.31. When the action of S on U is additionally by monoid morphisms (i.e., when
each s+ = 1), the semidirect product U ⋊ S is a monoid, and M = U ⋊ S; cf. Corollary 3.13
and Proposition 3.32. In this case we have R3 = ∅, and Theorem 6.30 reduces to Lavers’
Theorem 6.4.

An application of Lemma 2.8 yields the following more general version of Theorem 6.5. In
the statement we use the surmorphism

Φ = ϕ ◦ π↾M : (XU ∪XS)
∗ → US : x 7→

{
xφU if x ∈ XU ,

xφS if x ∈ XS ,

where ϕ : (XU∪XS)
∗ →M is as in Theorem 6.30. We also refer to the congruence ϑ = ker(π↾M ),

and the canonical normal form function N :M → (XU ∪XS)
∗ defined by N(u, s) = NU (u)NS(s).

Theorem 6.32. Suppose (U,S) is a weak action pair, with U and S both submonoids, and
suppose also that ϑ = Ω♯. Then with the above notation, the monoid US has presentation

Mon〈XU ∪XS : RU ∪RS ∪R1 ∪R3 ∪RΩ〉

via Φ, where RΩ =
{
(N(a), N(b)) : (a,b) ∈ Ω

}
.

6.4 One submonoid I

Theorem 6.13 gave a presentation for the monoid US arising from an action pair (U,S), when U
and S are both submonoids of the over-monoid. However, in some of our intended applications, S
and US are not a submonoids, even though U is a (commutative) submonoid. This section deals
with such cases, where we must make some additional assumptions. It is convenient to list these
up front:
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Assumption 6.33. We assume that (U,S) is an action pair in a monoid M such that:

(i) U is a submonoid of M (which implies that S ⊆ US),

(ii) U \ {1} is a subsemigroup of U , and U \ {1} ⊆ US,

(iii) (U,S1) is an action pair extending (U,S), in the sense described before Lemma 4.19.

Remark 6.34. Item (ii) of Assumption 6.33 is a fairly strong condition, but holds in all of
our motivating examples in later chapters. For example, it is known that U \ {1} ≤ U if U is
an idempotent-generated monoid [20, Lemma 4.9]. In particular, this holds for monoid bands,
including monoid semilattices. An important special case therefore occurs when U = P (M) is
the semilattice of projections of a left restriction monoid M ; cf. Propositions 4.37 and 4.44 (and
Remark 4.45).

By Lemma 4.19, item (iii) of Assumption 6.33 holds if and only if:

• us = v ⇒ us+ = v for all u, v ∈ U1 and s ∈ S.

By the same lemma, this holds automatically if (U,S) is strong, and then (U,S1) is also strong.

It is also worth noting that (under Assumption 6.33) US is a submonoid of M if and only
if S is a submonoid, as follows from Lemma 4.20. Of course if S (and hence US) happens to be
a submonoid, then we could just apply Theorem 6.13 to obtain a (monoid) presentation for US.

For the duration of this section, we fix a pair (U,S) satisfying Assumption 6.33. We have
already noted in Remark 6.2 that presentations for U ⋊ S exist in the case that S acts on
U(= U1) by monoid morphisms [41]: i.e., when the pair (U,S) is strong. However, since the
presentation from [41] utilises the entire multiplication table for U , attempting to use this (and
Proposition 6.1) to obtain presentations for US ∼= (U ⋊ S)/θ in this case is undesirable. It
also does not apply to the more general situation in which (U,S) is not strong. In any case,
we will see in Theorem 6.36 that it is still possible to construct a presentation for US (under
Assumption 6.33) very much like that from Theorem 6.13.

For the rest of this section, we fix semigroup presentations for U \ {1} and S:

Sgp〈XU : RU 〉 via φU : X+
U → U \ {1} and Sgp〈XS : RS〉 via φS : X+

S → S.

(The assumption that U \ {1} ≤ U means that U itself has presentation Mon〈XU : RU 〉.) Again
we assume without loss of generality that XU and XS are disjoint, that φU ↾XU

and φS↾XS
are

both injective, and we write w = wφU and v = vφS for w ∈ X+
U and v ∈ X+

S . We also fix normal
form functions

NU : U \ {1} → X+
U and NS : S → X+

S ,

assuming that NU (x) = x and NS(y) = y for x ∈ XU and y ∈ XS . It is important to note the
following convenitions regarding the identity 1.

• Even though 1 obviously does not belong to U \ {1}, it will still be convenient to write
NU (1) = ι, which as usual denotes the empty word. In the calculations to follow, NU (1) = ι
will only ever appear as a sub-word of a non-empty word.

• It is possible that 1 ∈ S, in which case NS(1) is (by definition) a fixed non-empty word
over XS mapping to 1.

• On the other hand, if 1 6∈ S, it is convenient to write NS(1) = ι as well. In this case,
NS(1) = ι will again only ever appear below as a sub-word of a non-empty word.
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Since US contains both U \ {1} and S, there is a well-defined morphism

Φ : (XU ∪XS)
+ → US : x 7→

{
xφU if x ∈ XU ,

xφS if x ∈ XS ,

which is easily seen to be surjective.

As in Section 6.2, we define

R1 =
{
(xy, xy · x) : x ∈ XS , y ∈ XU

}
and R3 =

{
(x, x+x) : x ∈ XS , x

+ 6= 1
}
,

where again we write

xy = NU (
xy) ∈ X∗

U and x+ = NU (x
+) ∈ X∗

U for x ∈ XS and y ∈ XU .

Note that it is possible to have xy = 1 for some x ∈ XS and y ∈ XU , in which case xy = NU (1) = ι,
and the corresponding relation from R1 is simply (xy, x). Similarly, it is possible to have x+ = ι
for some x ∈ XS (when x+ = 1 6∈ U), but in this case R3 does not contain the relation (x, x+x).

To define the final set of relations, we first require another piece of notation. For each u ∈ U
we extend the relation θu from (4.49) to

Θu =
{
(s, t) ∈ S1 × S1 : us = ut

}
, (6.35)

which is again a right congruence on S1. The reason we need to work with Θu in place of θu is
that it is possible to have u = us for u ∈ U \ {1} and s ∈ S, even if S is not itself a monoid.
In fact, such an equation holds for every u ∈ U . Indeed, due to the assumption U \ {1} ⊆ US,
each u ∈ U \ {1} satisfies u = vs for some v ∈ U and s ∈ S. Since (U,S1) is an action pair by
Assumption 6.33(iii), it follows from Lemma 4.19(ii) that u = vs+, and so u = vs = vs+s = us.
Of course if S is also a submonoid, then Θu = θu for all u, and u = us ⇔ (1, s) ∈ θu; but in
this case we already have the (monoid) presentation for US in Theorem 6.13.

For each u ∈ U \ {1} we fix a set of pairs Ωu ⊆ S1 × S1 that generates Θu as a right
congruence, and we define

R2 =
{
(NU (u)NS(s), NU (u)NS(t)) : u ∈ U \ {1}, (s, t) ∈ Ωu

}
.

Note that it is possible that s = 1 (or t = 1) for some (s, t) ∈ Ωu, and we might have 1 6∈ S.
In this case, we interpret NS(s) = ι as above, and we note that the word NU (u)NS(s) is still
non-empty.

Theorem 6.36. Suppose (U,S) is an action pair satisfying Assumption 6.33. Then with the
above notation, the semigroup US has presentation

Sgp〈XU ∪XS : RU ∪RS ∪R1 ∪R2 ∪R3〉

via Φ.

Proof. The proof is mostly the same as for Theorem 6.13, but with a little extra care required
in some places since we do not assume S is a submonoid.

Since Φ is a surmorphism and preserves the relations, it remains to show that ker(Φ) ⊆ ∼,

where ∼ = (RU ∪RS ∪R1 ∪R2 ∪R3)
♯. We again write ∼U = R♯

U , and similarly for ∼S , ∼1, and
so on. By convention, we also allow ourselves to write ι ∼ ι.

We write w = wΦ for w ∈ (XU ∪ XS)
+. It will also be convenient to define ι = 1, even

though ι does not belong to (XU ∪XS)
+, and 1 might not belong to US = im(Φ). We also use

the abbreviations

wv = NU (
wv) and w+ = NU (w

+) for w ∈ X∗
S and v ∈ X∗

U ,
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keeping in mind the above conventions regarding adjoined identities and empty words. In par-
ticular, we again have

wv = wv, w+ = w+, ιv = NU (v) and w+ = wι for all w ∈ X∗
S and v ∈ X∗

U .

We then have the following three lemmas, whose proofs are exactly as for Lemmas 6.16–6.18:

Lemma 6.37. For any x ∈ XS and v ∈ X∗
U , we have xv ∼ xv · x.

Lemma 6.38. For any w ∈ X∗
S and v ∈ X∗

U , we have wv ∼ wv · w.

Lemma 6.39. For any w ∈ X∗
S , we have w ∼ w+w.

Returning now to the proof of the theorem, let (w, v) ∈ ker(Φ): i.e., w, v ∈ (XU ∪XS)
+ and

w = v. We must show that w ∼ v.

We first observe that

w ∼1 w1w2 and v ∼1 v1v2 for some w1, v1 ∈ X∗
U and w2, v2 ∈ X∗

S . (6.40)

Note that one of w1 or w2 might be empty, but not both (and similarly for v1 and v2). It follows
from Lemma 6.39 that

w ∼ w1w
+
2 w2 and v ∼ v1v

+
2 v2. (6.41)

From (6.40), and keeping ι = 1 in mind, we have

w1w2 = w = v = v1v2 with w1, v1 ∈ U(= U1) and w2, v2 ∈ S1.

Since (U,S1) is an action pair (cf. Assumption 6.33), it follows that w1w
+
2 = v1v

+
2 . Keeping in

mind that U \ {1} is a semigroup, this implies that the words w1w
+
2 and v1v

+
2 (both from X∗

U )
are either both empty, or else both non-empty. We consider these possibilities separately.

Case 1. Suppose first that w1w
+
2 = ι = v1v

+
2 . Then from (6.41) we have w ∼ w2 and v ∼ v2,

with w2, v2 ∈ X+
S . But then w2 = w = v = v2, so that w2 ∼S v2, and so w ∼ v.

Case 2. Now suppose w1w
+
2 6= ι 6= v1v

+
2 . Let u = w1w

+
2 = v1v

+
2 ∈ U \ {1}, so that

w1w
+
2 ∼U NU (u) ∼U v1v

+
2 . Combined with (6.41) it follows that

w ∼ NU (u) · w2 and v ∼ NU (u) · v2. (6.42)

Applying Φ to (6.42), we have u · w2 = w = v = u · v2, so that (w2, v2) ∈ Θu. Since Θu is
generated as a right congruence by Ωu, it follows that there is a sequence

w2 = s1 → s2 → · · · → sk = v2

where s1, . . . , sk ∈ S1, and such that for each 1 ≤ i < k,

si = aici and si+1 = bici for some (ai, bi) ∈ Ωu ∪ Ω−1
u and ci ∈ S1.

Since w ∼ NU (u) · w2 ∼ NU (u) · NS(s1) and similarly v ∼ NU (u) · NS(sk), it suffices to show
that

NU (u) ·NS(si) ∼ NU (u) ·NS(si+1) for each 1 ≤ i < k.

But for any such i we have

NU (u) ·NS(si) ∼S NU (u) ·NS(ai) ·NS(ci) ∼2 NU (u) ·NS(bi) ·NS(ci) ∼S NU (u) ·NS(si+1),

as required.
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Remark 6.43. Despite the obvious similarities, Theorem 6.13 does not follow from Theorem 6.36
(in the special case that S is a submonoid), as the former does not assume that U \ {1} is a
subsemigroup of U .

As with Theorem 6.28, and with an essentially identical proof, the presentation from Theo-
rem 6.36 can be simplified in certain special cases:

Theorem 6.44. Suppose (U,S) is an action pair satisfying Assumption 6.33.

(i) If there exists a subset V ⊆ U \ {1} such that

Θu =
∨

v∈V,
v�u

Θv for all u ∈ U \ {1},

then US has presentation Sgp〈XU ∪XS : RU ∪RS ∪R1 ∪R′
2 ∪R3〉 via Φ, where

R′
2 =

{
(NU (v)NS(s), NU (v)NS(t)) : v ∈ V, (s, t) ∈ Ωv

}
.

(ii) If U is commutative, and if Θuv = Θu ∨Θv for all u, v ∈ U , then US has presentation

Sgp〈XU ∪XS : RU ∪RS ∪R1 ∪R
′′
2 ∪R3〉

via Φ, where R′′
2 =

{
(xNS(s), xNS(t)) : x ∈ XU , (s, t) ∈ Ωx

}
.

6.5 One submonoid II

In the previous section we gave presentations for the semigroup US arising from an action
pair (U,S) in which only U was assumed to be a submonoid of the over-monoid M , modulo
other conditions listed in Assumption 6.33. In this section we consider the case in which only S
is assumed to be a submonoid. As we will see, this is a much more complicated matter, and the
‘hope’ described at the beginning of Chapter 6 is far from realisable.

An example of a semigroup of this form is Sing(In) = In \ Gn, the singular part of a finite
symmetric inverse monoid; cf. Example 4.30. Here Sing(In) = US arises from the (strong) action
pair (U,S) = (Sing(En),Gn). Two different presentations for Sing(In) may be found in [26, 33],
and it is important to note that these presentations are not ‘built’ from presentations for U
and S. Neither could any such presentation be built in this way, as Sing(In) does not contain
any copy of S = Gn. On the other hand, Sing(In) does of course contain U = Sing(En), and also
(isomorphic copies of) Gn−1, which played an important role in both papers. Another example
is PTn \ Tn, the semigroup of all strictly partial transformations [30], which arises from the
(strong) action pair (Sing(En),Tn). These two examples generalise to almost-(left-)factorisable
inverse and left restriction semigroups; cf. Examples 4.27 and 4.30 and Remark 4.45.

Although it is not possible to give general results for building presentations for US out of
presentations for U and S when we assume only S is a submonoid, it is however possible to adapt
ideas from [41] in order to give a general presentation for U ⋊ S in this case; see Theorem 6.50
below. (Note that [41, Theorem 3.1] applies to semidirect products U ⋊ S where U is a monoid,
which is the opposite of our current focus.) One can then apply Proposition 6.1 to extend this
to a presentation for US ∼= (U ⋊ S)/θ, modulo a generating set for the congruence θ.

We assume throughout this section that the monoid S acts monoidally on U1 for some
semigroup U , allowing for the formation of the semidirect product U ⋊ S as in Definition 3.4.
(This monoidal assumption is indeed satisfied when (U,S) is a weak action pair; cf. Remark 4.4.)
We write 1 for the identity of both S and U1. So 1u = u for all u ∈ U1.

We also assume that U has presentation Sgp〈X : R〉 via φ : X+ → U , assuming as usual
that φ↾X is injective. (We will not be referring to a presentation for S.) For w ∈ X+, we write
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w = wφ ∈ U , and we write ∼ = R♯. We also fix a normal form function N : U → X+, assuming
that N(x) = x for all x ∈ X. If 1 ∈ U , then by definition N(1) is some non-empty word over X
mapping to 1. If 1 6∈ U , then by convention we define N(1) = ι, even though this does not
belong to X+.

We now introduce an alphabet

Y = {xs : x ∈ X, s ∈ S}

in one-one correspondence with the cartesian product X × S, and we define the morphism

Φ : Y + → U ⋊ S : xs 7→ (x, s).

We identify each x ∈ X with x1 ∈ Y , and in this way identify X with the subset {x1 : x ∈ X}
of Y . Note then that xΦ = x1Φ = (x, 1) for all x ∈ X.

For any (non-empty) word w = x1 · · · xk ∈ X+, and for any s ∈ S, we write

ws = x1 · · · xk−1(xk)s ∈ Y +.

Note that (wv)s = w · vs for any w ∈ X∗, v ∈ X+ and s ∈ S. We define two sets of relations as
follows:

R1 =
{
(ws, vs) : (w, v) ∈ R, s ∈ S

}
and R2 =

{
(xsyt, (xN(sy))st) : x, y ∈ X, s, t ∈ S

}
.

By identifying X with a subset of Y , as above, we also have R ⊆ R1, as (w, v) ≡ (w1, v1) ∈ R1

for (w, v) ∈ R. Note also that in R2, we have

(xN(sy))st =

{
xst if sy = 1 6∈ U , as then N(sy) = ι,

x ·N(sy)st otherwise.

In the first case, the corresponding relation from R2 is just (xsyt, xst).

Lemma 6.45. For any w ∈ X+ and s ∈ S, we have wsΦ = (w, s). Consequently, Φ is a
surmorphism.

Proof. We prove the first assertion by induction on k = ℓ(w), the length of w. If k = 1, then
w ∈ X and ws ∈ Y , so wsΦ = (w, s) by definition. We now assume that k ≥ 2, so that w = xv
for some x ∈ X and v ∈ X+ with ℓ(v) = k − 1, and we note that ws = x · vs = x1 · vs. By
induction, and monoidality of the action, it follows that

wsΦ = (x1Φ) · (vsΦ) = (x, 1) · (v, s) = (x · v, s) = (w, s).

The second assertion now follows, because (u, s) = (N(u), s) = N(u)sΦ for all u ∈ U and s ∈ S.

Lemma 6.46. We have R1 ∪R2 ⊆ ker(Φ).

Proof. Consider first a relation (ws, vs) from R1. So s ∈ S and (w, v) ∈ R. The latter gives
w = v, and it then follows from Lemma 6.45 that wsΦ = (w, s) = (v, s) = vsΦ.

Now consider a relation (xsyt, (xN(sy))st) from R2. Then again using Lemma 6.45 we have

(xN(sy))stΦ = (xN(sy), st) = (x ·N(sy), st) = (x · sy, st) = (x, s) · (y, t) = (xsyt)Φ.

We now write ≈ = (R1 ∪R2)
♯ for the congruence on Y + generated by the relations R1 ∪R2.

We also write ≈1 = R♯
1 and ≈2 = R♯

2. Recall that ∼ = R♯ is the congruence on X+ generated
by R.
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Lemma 6.47. If w, v ∈ X+ and w ∼ v, then ws ≈ vs for any s ∈ S.

Proof. It suffices to assume that w and v differ by a single application of a relation from R. So
by symmetry we have w = aw′b and v = av′b for some a, b ∈ X∗ and (w′, v′) ∈ R. Now, R1

contains the relations (w′
s, v

′
s) and (w′, v′) ≡ (w′

1, v
′
1). So in the cases b = ι and b 6= ι, we have

ws = a · w′
s ≈1 a · v

′
s = vs and ws = a · w′ · bs ≈1 a · v

′ · bs = vs,

respectively.

Lemma 6.48. If w ∈ Y +, then w ≈ vt for some v ∈ X+ and t ∈ S.

Proof. We prove the lemma by induction on k = ℓ(w), the length of w. If k = 1, then w ∈ Y ,
so w = xs for some x ∈ X and s ∈ S, so we just take v = x and t = s. We now assume that
k ≥ 2, so that w = w′ys for some w′ ∈ Y +, y ∈ X and s ∈ S. By induction, since ℓ(w′) = k− 1,
we have w′ ≈ v′t′ for some v′ ∈ X+ and t′ ∈ S. By definition, v′t′ = v′′xt′ for some v′′ ∈ X∗ and
x ∈ X. But then

w = w′ys ≈ v′t′ys = v′′xt′ys ≈2 v
′′(xN(t

′
y))t′s = (v′′xN(t

′
y))t′s,

and we take v = v′′xN(t
′
y) and t = t′s.

Lemma 6.49. If w ∈ Y + and wΦ = (u, s), then w ≈ N(u)s.

Proof. By Lemma 6.48, we have w ≈ vt for some v ∈ X+ and t ∈ S. It then follows from
Lemmas 6.45 and 6.46 that

(u, s) = wΦ = vtΦ = (v, t),

so that t = s and v = u = N(u). It follows from the latter that v ∼ N(u). Combining all of this
with Lemma 6.47 we obtain

w ≈ vt ≈ N(u)t = N(u)s.

We can now prove the main result of this section:

Theorem 6.50. Suppose U is a semigroup, and S a monoid with a monoidal action on U1.
Then with the above notation, the semidirect product U ⋊ S has presentation Sgp〈Y : R1 ∪R2〉
via Φ.

Proof. By Lemmas 6.45 and 6.46, it remains only to show that ker(Φ) ⊆ ≈. So suppose
(w, v) ∈ ker(Φ), and write (u, s) = wΦ = vΦ. Then by Lemma 6.49 we have w ≈ N(u)s ≈ v.

Remark 6.51. The presentation Sgp〈Y : R1 ∪R2〉 from Theorem 6.50 is not as ‘compact’ as
that of Lavers’ Theorem 6.4 (which only applies in much more special circumstances):

• The generating set Y is essentially |S| copies of X, and R1 is |S| copies of R.

• Moreover, R2 contains |X|2 copies of the entire multiplication table of S, in the sense that
for every x, y ∈ X and s, t ∈ S, we have a relation of the form (xsyt, wst).

In general, however, one cannot hope to obtain a presentation for U ⋊ S in terms of a smaller
generating set. For example, consider the direct product U×S, where U = X+ is a free semigroup
over a non-empty set X, and S is an arbitrary monoid. For any x ∈ X and s ∈ S, it is clear
that an expression (x, s) = (u1, t1) · · · (uk, tk), with each ui ∈ U and ti ∈ S can only exist with
k = 1 (and (u1, t1) = (x, s)). This shows that any generating set for U × S must contain X × S.
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Remark 6.52. We have not included any applications of Theorem 6.50 in the current pa-
per. While we believe it would be very worthwhile to investigate such applications, especially
to almost-(left-)factorisable inverse or left restriction semigroups (cf. Example 4.27 and Re-
mark 4.45), it is beyond the scope of the current work. For example, the papers [26,30,33], which
concern the semigroups Sing(In) and PTn \ Tn discussed above, total more than 60 pages. As
another relevant comparison, the 41-page paper [41] is essentially devoted to a single semigroup
of the form U ⋊S, with U a monoid and S a non-monoid semigroup (the opposite configuration
to that covered by Theorem 6.50). A number of wreath products including M ≀ Sing(In) are
treated in [15], using entirely different methods. We leave it as an open problem to investigate
the above-mentioned applications of Theorem 6.50.

We conclude the chapter with the following observation.

Corollary 6.53. Suppose U is a semigroup, and S a monoid with a monoidal action on U1.
If U is finitely presented, and if S is finite, then U ⋊ S is finitely presented.

Proof. Examining the definitions, we see that the assumptions ensure that Y , R1 and R2 are
all finite, so the result follows immediately from Theorem 6.50.

Remark 6.54. Corollary 6.53 gave a sufficient condition for a semidirect product U ⋊S (with S
a monoid, acting monoidally on U1) to be finitely presented. We leave it as an open problem to
find necessary and sufficient conditions; for direct products U × S, see [106].

7 Free left restriction monoids

We now come to the first of our applications of the general results of Chapter 6. Our goal in
this chapter is to obtain a monoid presentation for the free left restriction monoid LX over an
arbitrary set X. (Of course LX has trivial presentation 〈X : ∅〉 in the signature of left restriction
monoids. Monoid presentations will inevitably require more relations, yet presentations in this
simpler signature are valuable.)

We recall the definition of LX in Section 7.1, where we also discuss its structure and decom-
position in terms of action pairs. We then give the presentation in Section 7.2; see Theorem 7.13.
As we note in Remark 7.14, this presentation utilises the unique minimum (monoid) generating
set for LX . Theorem 7.12 gives a presentation for the semilattice of projections of LX .

7.1 Preliminaries

Left restriction semigroups were defined in Section 2.3 as a variety of unary semigroups, and
consequently free objects exist. It transpires that the free left restriction semigroup on a set X
coincides with the free left ample semigroup on X; see for example [52]. The latter form a quasi-
variety, and a sub-class of the class of left restriction semigroups. Note that left ample semigroups
were originally called left type A semigroups in the literature. The original description of free
right type A semigroups was given by Fountain in [45], and these are in fact subsemigroups of
the free inverse semigroup [94,108] over the same base set. See [47,52,55,68] for connections with
free objects in other varieties and quasi-varieties. An equivalent form of Fountain’s construction,
but taking the left-right dual, is given below. The free left restriction monoid is simply the
monoid completion of the corresponding semigroup, so we treat monoids here for convenience.
All of the results in this section can be translated to results for free left restriction semigroups
by replacing monoid presentations with semigroup presentations (with the same generators and
relations).

101



Let X be an arbitrary set, and as usual let X∗ be the free monoid over X, with empty word
denoted ι. For w ∈ X∗ we write w↓ for the set of all prefixes of w (including ι and w), and for
A ⊆ X∗ we write A↓ =

⋃
w∈Aw

↓ for the set of all prefixes of all words from A. Let

PX = {A ⊆ X∗ : A↓ = A, 0 < |A| < ℵ0}

be the set of all non-empty, finite, prefix-closed subsets of X∗. Then PX is a monoid semilattice
under ∪, with identity {ι}. The free left restriction monoid over X is the set

LX =
{
(A,w) : A ∈ PX , w ∈ A

}
,

with:

• product (A,w) · (B, v) = (A ∪ wB,wv), where wB = {wv : v ∈ B}, and

• unary operation (A,w)+ = (A, ι).

The monoid LX contains isomorphic copies of both PX and X∗, which we identify with the
submonoids

PX ≡ P (LX) =
{
(A, ι) : A ∈ PX

}
and X∗ ≡

{
(w↓, w) : w ∈ X∗

}
.

By identifying A ∈ PX and w ∈ X∗ with A ≡ (A, ι) and w ≡ (w↓, w), we have

A · w ≡ (A ∪ w↓, w) for all A ∈ PX and w ∈ X∗. (7.1)

In particular,

(A,w) ≡ A · w for all (A,w) ∈ LX .

It follows that LX = PX ·X∗.

It of course follows from Proposition 4.37 (and the identification PX ≡ P (LX)) that (PX ,LX)
is an action pair in LX , though this does not help us to find a presentation; cf. Remark 4.40.
However, Proposition 4.44(i) immediately gives us the following action pair, which will prove to
be much more useful:

Proposition 7.2. For any set X, (PX ,X
∗) is an action pair in LX , and LX = PX ·X∗.

Before turning to presentations, we conclude this section with a series of remarks considering
how the monoid LX fits into the context of the various results and constructions from Part I of
the paper.

Remark 7.3. It is instructive to consider a direct proof of Proposition 7.2, starting from Defi-
nition 4.2:

(A1) The required action of X∗ on PX is given by

wA = (wA)↓ = w↓ ∪ wA for A ∈ PX and w ∈ X∗. (7.4)

It is then routine to show that

wvA = w(vA), w(A ∪B) = wA ∪ wB and w · A = wA · w,

for all A,B ∈ PX and w, v ∈ X∗. (We also of course have ιA = A for all A ∈ PX .)
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(A2) As noted above, the identity of PX is {ι}, and we have

w+ = w{ι} = w↓ for any w ∈ X∗. (7.5)

We then quickly deduce the required implication

A · w = B · v ⇒ A · w+ = B · v+ for all A,B ∈ PX and w, v ∈ X∗

from the expansions A · w = (A ∪ w↓, w), A · w+ = (A ∪ w↓, ι), and so on.

It also follows from (7.5) that the associated map X∗ → PX : w 7→ w+ from Proposition 4.7 is
given by w+ = w↓ ≡ (w↓, ι). This is of course just the restriction to X∗ of the + operation on LX .

Remark 7.6. It follows from Lemma 4.15(ii) that the pair (PX ,X
∗) is not strong, as w↓ 6= {ι}

when w ∈ X∗ is non-empty. Hence, the left-uniqueness property (SA2) does not hold. In
contrast to this, it follows immediately from (7.1) that the pair (PX ,X

∗) has the right-uniqueness
property:

A · w = B · v ⇒ w = v for all A,B ∈ PX and w, v ∈ X∗.

One important consequence of this is that the congruence σ = σ(PX ,X
∗) on X∗ from Def-

inition 5.21 is trivial: i.e., σ = ∆X∗ . Together with Lemma 5.37 (and P = U = PX), it
follows immediately from this that the pair (PX ,X

∗) is proper. Consequently, LX = PX ·X∗ is
(PX ,X

∗)-proper.

Remark 7.7. It does not follow from Remark 7.6 that LX is a proper left restriction monoid
in the sense of Definition 5.7, although this does turn out to be the case. (To the best of our
knowledge, this fact has not been explicitly stated in the literature, but it follows quickly from
known results; see for example [52, Proposition 3.3].) To demonstrate this we could show that
the pair (PX ,LX) is proper, and then apply Proposition 5.29. But this is no easier than directly
using Definition 5.7. To use this, we need to understand the congruence σ = σLX

(= σ(PX ,LX))
on LX , and it is easy to see that for any elements (A,w) and (B, v) of LX ,

(A,w) σ (B, v) ⇔ w = v. (7.8)

Indeed, the forwards implication is clear, while if w = v, then (B, ι) · (A,w) = (A, ι) · (B, v). We
then have

(A,w) = (B, v) ⇔ A = B and w = v ⇔ (A,w)+ = (B, v)+ and (A,w) σ (B, v).

Remark 7.9. Consider again the pair (PX ,X
∗). It follows from Proposition 4.46 that LX is a

homomorphic image of the semidirect product

PX ⋊X∗ =
{
(A,w) : A ∈ PX , w ∈ X∗

}
with operation (A,w) · (B, v) = (A ∪ wB,wv),

where the action is given in (7.4). Explicitly, the surmorphism π : PX ⋊ X∗ → LX from
Proposition 4.46 is given by

(A,w)π = A · w = (A ∪ w↓, w).

Note that PX ⋊ X∗ is not a monoid, even though PX and X∗ both are. This is because the
action of X∗ on PX is not by monoid morphisms (cf. (7.5)), even though it is of course monoidal;
cf. Lemma 3.11. On the other hand, it follows immediately from its definition that LX is also
the subsemigroup of PX ⋊ X∗ consisting of all pairs (A,w) with w ∈ A. (For this, note that
when w ∈ A, we have A ∪ wB = A ∪ wB.)

This is of course reminiscent of the embedding theorems from Chapter 5. Indeed, Theo-
rem 5.60 tells us that LX = PX ·X∗ embeds in a semidirect product U⋊X∗ for some semigroup U
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containing PX . (For this we also need to remember that σ(PX ,X
∗) = ∆X∗ ; cf Remark 7.6.) As

noted in the previous paragraph, we can in fact take U to be PX itself.

Alternatively, we could apply Theorem 5.60 to the pair (PX ,LX), or even apply Theorem 5.12
to LX itself. In either case, the relevant theorem tells us that LX(= PX · LX) embeds in
a semidirect product U ⋊ (LX/σ) for some semigroup U containing PX , where σ = σLX

=
σ(PX ,LX). It is easy to see from (7.8) that LX/σ ∼= X∗, as has also been shown in [10,
Theorem 5.1(iii)].

Remark 7.10. Finally, we consider the covering Theorem 5.39 in the context of LX . Since LX is
proper, it is trivially covered by itself, and it turns out that this is precisely what we recover from
our proof of Theorem 5.39. Indeed, the (U,S) construction applied to the pair (U,S) = (PX ,X

∗)
leads to the (monoid) subsemigroups

PX =
{
(A, ι) : A ∈ PX

}
≡ PX and X∗ =

{
(w↓, w) : w ∈ X∗

}
≡ X∗

of the semidirect product U ⋊ S(= U1 ⋊ S1) = PX ⋊X∗. The proper monoid

U · S =
{
(u, s) ∈ U ⋊ S : u = us+

}
=

{
(A,w) ∈ PX ⋊X∗ : A = A ∪w+

}

is then precisely LX itself, since

A = A ∪w+ ⇔ A = A ∪w↓ ⇔ w ∈ A for all A ∈ PX and w ∈ X∗.

7.2 Presentations

Our goal now is to give a monoid presentation for the free left restriction monoid LX over an
arbitrary set X. We keep the notation from the previous section. In particular, LX = PX ·X∗

arises from the action pair (PX ,X
∗), where PX and X∗ are identified with submonoids of LX ,

as explained above. We could apply Theorem 6.13 to this pair, but it actually follows from
Remark 7.10 that Theorem 6.30 applies, and this will lead us to a slightly quicker derivation. In
any case, we need presentations for PX and X∗; with the latter of course being trivial, we turn
to the former.

The next result gives a monoid generating set for PX . Recall that an atom of a semigroup S
is an element a such that a = xy ⇒ a ∈ {x, y} for all x, y ∈ S. It is easy to see that any
generating set for a semigroup must contain all atoms.

Proposition 7.11. For any set X, ΓX = {w↓ : w ∈ X+} is the (unique) minimum monoid
generating set for PX .

Proof. If A ∈ PX , then

A = A↓ =
⋃

w∈A\{ι}

w↓ ∈ 〈ΓX〉,

keeping |A| < ℵ0 in mind. This shows that PX = 〈ΓX〉.

To complete the proof, it suffices to show that every element of ΓX is an atom. So let w ∈ X+,
and suppose w↓ = A∪B for some A,B ∈ PX . Then A,B ⊆ w↓. Since w ∈ w↓ = A∪B, we may
assume by symmetry that w ∈ A, and then w↓ ⊆ A↓ = A, so that A = w↓.

We now wish to give a presentation for PX in terms of the generating set ΓX . With this in
mind, we define an alphabet

AX = {aw : w ∈ X+}

in one-one correspondence with ΓX . By Proposition 7.11, we have a surmorphism

φX : A∗
X → PX : aw 7→ w↓.
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We then define RX = R1
X ∪R2

X , where

R1
X =

{
(awav, avaw) : w, v ∈ X+

}
and R2

X =
{
(awvaw, awv) : w ∈ X+, v ∈ X∗

}
.

Note that we have the alternative description

R2
X =

{
(awav, aw) : w, v ∈ X+, v is a prefix of w

}
.

Theorem 7.12. For any set X, PX has presentation Mon〈AX : RX〉 via φX .

Proof. We have already noted that φX is a surmorphism, and it is clear that RX ⊆ ker(φX).
Indeed, we have R1

X ⊆ ker(φX) because PX is commutative, and R2
X ⊆ ker(φX) follows from the

observation that
(wv)↓ ∪ w↓ = (wv)↓ for all w, v ∈ X∗.

It therefore remains to show that ker(φX) ⊆ ∼, where ∼ = R♯
X . So suppose (p, q) ∈ ker(φX),

and write

p = aw1 · · · awk
and q = av1 · · · avl where w1, . . . , wk, v1, . . . , vl ∈ X+.

For any 1 ≤ i ≤ l, we have

vi ∈ v↓i ⊆ v↓1 ∪ · · · ∪ v↓l = qφX = pφX = w↓
1 ∪ · · · ∪ w↓

k.

It follows from this that vi ∈ w↓
j for some 1 ≤ j ≤ k, which means that vi is a prefix of wj . But

then R2
X contains the relation (awj

avi , awj
). Combining this with R1

X , it follows that p ∼ pavi .
Since this is true for all 1 ≤ i ≤ l, it follows that p ∼ pav1 · · · avl = pq. By symmetry we also
have q ∼ qp. Since pq ∼ qp by R1

X , it follows that p ∼ q, as required.

We now apply Theorem 6.30 to obtain a (monoid) presentation for LX .

Theorem 7.13. For any set X, the free left restriction monoid LX has presentation

Mon〈AX ∪X : RX ∪R1 ∪R2〉

via

ΦX : (AX ∪X)∗ → LX :

{
aw 7→ w↓ ≡ (w↓, ι) for w ∈ X+,

x 7→ x ≡ (x↓, x) for x ∈ X,

where

R1 =
{
(xaw, axwx) : x ∈ X, w ∈ X+

}
and R2 =

{
(x, axx) : x ∈ X

}
.

Proof. We begin with the presentation Mon〈AX : RX〉 for PX from Theorem 7.12, and the
canonical presentation Mon〈X : ∅〉 for X∗ (via the identity map X∗ → X∗). Theorem 6.30 then
tells us that LX =

{
(A,w) ∈ PX ⋊X∗ : A = A ∪ w+

}
has presentation

Mon〈AX ∪X : RX ∪R1 ∪R2〉

via ΦX , where

R1 =
{
(xaw,

x(aw) · x) : x ∈ X, w ∈ X+
}

and R2 =
{
(x, x+x) : x ∈ X

}
.

(The second set of relations was denoted R3 in Theorem 6.30.) In R1,
x(aw) is a word mapping to

x(w↓) = (xw)↓, so of course we can take x(aw) = axw. Similarly, we can take x+ = ax in R2.

Remark 7.14. The presentation in Theorem 7.13 involves the generating set ΓX ∪X for LX .
It is easy to see (using Proposition 7.11) that this is the unique minimum generating set.
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8 Independence algebras

In this chapter we apply the theory developed so far to a number of monoids and semigroups
of partial endomorphisms of independence algebras. In Sections 8.1 and 8.2 we recall the neces-
sary definitions, and prove some preliminary results on independence algebras, and the partial
endomorphism monoid PEnd(A) of such an algebra A. A key point is that PEnd(A) is a left
restriction monoid. Section 8.3 contains a number of results concerning maximal subalgebras,
and Section 8.4 treats subalgebras of arbitrary finite codimension; the main result here is The-
orem 8.40, which gives a presentation for the ∩-semilattice Subf(A) of all finite-codimensional
subalgebras of a strong independence algebra A. Section 8.5 provides natural generating sets
for the automorphism groups Aut(A) in the case that A is finite-dimensional, and also for the
group Autf(A) of finitary automorphisms of an arbitrary strong independence algebra. In Sec-
tion 8.6 we identify six strong action pairs (E,S) in M = PEnd(A), each leading in the usual
way to a naturally occurring subsemigroup ES of PEnd(A), the elements of which we also char-
acterise. We then look, in Section 8.7, at the various ‘congruence conditions’ from Section 4.5
and Chapter 6, as they apply to each of our pairs. Finally, we discuss presentations for the
semigroups ES in Section 8.8. Presentations for S are not known in general (even for relatively
simple classes of the algebra A), so it is not possible to give explicit presentations for ES in full
generality. However, a presentation for E can be deduced from Theorem 8.40 in the case that A
is finite-dimensional and strong, as E is then isomorphic to Sub(A) = Subf(A). We conclude
by explaining how the presentation for E can be extended to a presentation for ES modulo an
appropriate presentation for S. For background on universal algebra, see [12].

8.1 Preliminaries

Let A be a (universal) algebra. We typically identify A with its underlying set, and as usual we
identify any nullary operation on A with a constant: i.e., the unique element in the image of the
operation. If X ⊆ A then 〈X〉 denotes the subalgebra generated by X. The least subalgebra
of A will be denoted

C(A) = 〈∅〉.

Note that C(A) = ∅ if and only if A has no constants. We write B ≤ A (B < A) to indicate
that B is a (proper) subalgebra of A, and we write Sub(A) = {B : B ≤ A} for the lattice of all
subalgebras. The meet and join of B,C ∈ Sub(A) are B ∩C and B ∨C = 〈B ∪C〉, respectively.

A subset X ⊆ A is independent if for any x ∈ X we have x /∈ 〈X \x〉. (Here and elsewhere in
this chapter, we avoid clutter by identifying one-element subsets of A with their unique element,
so X \ x stands for X \ {x}, and so on.) A basis is an independent generating set for A. Note
that a singleton subset {x} is independent if and only if x 6∈ C(A).

Definition 8.1. Let A be a (universal) algebra. Then A is an independence algebra if it satisfies
the exchange property and the free basis property :

(EP) For all X ⊆ A and x, y ∈ A, if x ∈ 〈X ∪ y〉 and x /∈ 〈X〉, then y ∈ 〈X ∪ x〉.

(FBP) IfX is basis for A, then any map X → A can be extended (uniquely) to an endomorphism
of A.

Archetypal examples of independence algebras include:

• vector spaces over division rings, where we have a binary operation (addition), a unary
operation (negation), a nullary operation (the zero), and an additional unary operation for
each element of the ground ring (scalar multiplication),
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• sets, regarded as algebras with no operations, and

• free group-acts, including the special case of sets when the group is trivial; see Example 9.9.

As noted in [54], independence algebras were first studied under the name of v∗-algebras. They
appear first in an article of Narkiewicz [96], and were inspired by Marczewski’s study of notions
of independence, initiated in [80]. A classification into five families, together with one finite
exception, was given by Urbanik in [117].

The next (well known) result is a simple consequence of (EP).

Lemma 8.2. If X is an independent subset of an independence algebra A, then X ∪ y is inde-
pendent for any y ∈ A \ 〈X〉.

The next result follows from [54, Lemma 3.7], and will typically be used without explicit
reference.

Lemma 8.3. If X and Y are bases of an independence algebra A, then any endomorphism of A
extending a bijection X → Y is an automorphism.

The following facts concerning an arbitrary independence algebra A are well known; see for
example [54, Section 3].

• Every independent subset of A is contained in a maximal independent subset. Since ∅

is independent, maximal independent subsets exist. Any maximal independent subset
generates A, and is hence a basis. So any independent set can be extended to a basis.

• All bases for A have the same cardinality, which we call the dimension of A, and de-
note dim(A). This coincides with the usual meaning of dimension when A is a vector
space; when A is a set (with no operations), dim(A) = |A|. Note that the dimension of A
is also called the rank of A in the literature, and denoted rank(A).

• Any subalgebra B ≤ A is also an independence algebra, and any basis of B may be extended
to a basis for A. Thus, dim(B) exists and dim(B) ≤ dim(A).

• If dim(A) = n < ℵ0, then A is the unique subalgebra of dimension n, and the maximal
(proper) subalgebras are precisely those of dimension n−1. (Recall that B ≤ A is maximal
if B < C ≤ A ⇒ C = A.) When dim(A) ≥ ℵ0 we require the notion of codimension to
describe the maximal subalgebras; see Definition 8.6 and Proposition 8.22.

• If X ⊆ A is any independent set, then any map X → A can be extended to an endomor-
phism of A. (First extend X to a basis X ⊔ Y of A, and extend the given map X → A
arbitrarily to X ⊔ Y → A; by (FBP), the latter extends to an endomorphism.)

Here and elsewhere, ⊔ denotes disjoint union.

The notion of codimension of subalgebras was used in [48], and goes back to ideas from
Jones [67]. The following definition is a special case of that given in [67], which involved more
general closure operators on arbitrary sets.

Definition 8.4. Let B be a subalgebra of an independence algebra A. A subset X of A is
B-independent if x 6∈

〈
B∪ (X \x)

〉
for all x ∈ X. The set X is then called a B-basis for 〈B∪X〉.

Clearly any B-independent set is disjoint from B. Note that independent sets are precisely
the C(A)-independent sets in the sense of Definition 8.4, where as usual C(A) = 〈∅〉. The next
result is a special case of the main theorem of [67]:
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Lemma 8.5. For any subalgebra B of an independence algebra A, all B-bases for A have the
same cardinality.

We may therefore make the following definition:

Definition 8.6. Given a subalgebra B of an independence algebra A, the codimension of B
in A, denoted codim(B), is defined to be the cardinality of any B-basis of A.

Strictly speaking, one should perhaps use notation such as codimA(B), to explicitly indicate
the over-algebra A. But since the context should always be clear, we simply write codim(B) to
avoid clutter.

We will also need the following basic facts.

Lemma 8.7. If B is a subalgebra of an independence algebra A, then X ∪ Y is a basis of A for
any basis X of B, and any B-basis Y of A.

Proof. Since A = 〈B∪Y 〉 = 〈〈X〉∪Y 〉 = 〈X∪Y 〉, it remains to show that X∪Y is independent.
For this, and aiming for a contradiction, suppose z ∈

〈
(X ∪ Y ) \ z

〉
for some z ∈ X ∪ Y .

Case 1. If z ∈ Y , then z ∈
〈
X ∪ (Y \ z)

〉
=

〈
B ∪ (Y \ z)

〉
, contradicting B-independence of Y .

Case 2. Now suppose z ∈ X, so that z ∈
〈
(X \ z) ∪ Y

〉
. Choose finite subsets X ′ ⊆ X \ z

and Y ′ ⊆ Y such that z ∈ 〈X ′ ∪ Y ′〉, and suppose |X ′|+ |Y ′| is minimal among all such X ′, Y ′.
Since X is a basis of B, it follows from independence that z 6∈ 〈X ′〉, and so Y ′ 6= ∅. Then for
any y ∈ Y ′, and with Z = (X ′ ∪ Y ′) \ y, we have

z ∈ 〈X ′ ∪ Y ′〉 = 〈Z ∪ y〉 and z 6∈ 〈Z〉,

using minimality of |X ′|+ |Y ′| for the latter. It then follows from (EP) that

y ∈ 〈Z ∪ z〉 ⊆
〈
(X ∪ Y ) \ y

〉
.

Since y ∈ Y ′ ⊆ Y , we have therefore reduced to Case 1.

It follows that dim(B)+codim(B) = dim(A) for all B ≤ A. In particular, if dim(A) = n < ℵ0,
then codim(B) = n−dim(B) for all B ≤ A. We will also use the following converse of Lemma 8.7,
often without reference.

Lemma 8.8. If B is a subalgebra of an independence algebra A, and if X ⊔ Y is independent
for some basis X of B, then Y is B-independent.

Proof. Aiming to prove the contrapositive, suppose Y is not B-independent, so y ∈
〈
B ∪ (Y \ y)

〉

for some y ∈ Y . But B = 〈X〉, so y ∈
〈
B ∪ (Y \ y)

〉
=

〈
X ∪ (Y \ y)

〉
=

〈
(X ∪ Y ) \ y

〉
, where

we used the fact that X and Y are disjoint in the last equality. This shows that X ∪ Y is not
independent.

The first part of the next result is [48, Lemma 1.3].

Lemma 8.9. Let A be an independence algebra.

(i) If B ≤ C ≤ A, then codim(B) ≥ codim(C).

(ii) If B ≤ C ≤ A and codim(B) = codim(C) < ℵ0, then B = C.
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Proof. Let X be a basis of B, and extend this to bases X ⊔ Y and X ⊔ Y ⊔ Z of C and A,
respectively. By Lemma 8.8, Y ⊔ Z is a B-basis of A, and Z is a C-basis of A, so

codim(B) = |Y ⊔ Z| and codim(C) = |Z|.

Part (i) immediately follows. For (ii), we have

codim(B) = codim(C) < ℵ0 ⇒ |Y ⊔Z| = |Z| < ℵ0 ⇒ Y = ∅ ⇒ B = 〈X〉 = 〈X⊔Y 〉 = C.

Some of the results in Chapter 8 apply only to so-called strong independence algebras:

Definition 8.10. An independence algebra A is strong if it satisfies the strong property :

(SP) For independent subsets X,Y ⊆ A, if 〈X〉 ∩ 〈Y 〉 = C(A), then X ∪ Y is independent.

Remark 8.11. Sets, vector spaces and free group-acts are all strong independence algebras. It
is also easy to show that every independence algebra of dimension ≤ 2 is strong.

A specific example of a three-dimensional non-strong independence algebra is given in [48,
Example 1.5], and it will be convenient to recall the construction here. Let A = {a1, a2, a3, a4},
with a ternary operation f defined by

f(ai, ai, ai) = ai for all i

f(ai, ai, aj) = f(ai, aj , ai) = f(aj , ai, ai) = aj if i, j are distinct

f(ai, aj , ak) = al if i, j, k, l are distinct.

All proper subsets of A are independent, but A is not itself independent, and (SP) fails (for
example) for X = {a1, a2} and Y = {a3, a4}.

Of crucial importance to us is the following result, which is [48, Lemma 1.6]. In fact, the
property in the lemma can be taken as an equivalent definition of strong independence algebras.

Lemma 8.12. Let A be a strong independence algebra, and let B,C ≤ A. Let X be a basis for
B ∩C, and extend X to bases X ⊔ Y and X ⊔ Z for B and C, respectively. Then X ⊔ Y ⊔ Z is
a basis for B ∨ C.

We will also need the following simple result, which is a generalisation of the inclusion-
exclusion formula for sets.

Lemma 8.13. If B and C are subalgebras of a strong independence algebra A, then

(i) dim(B ∨ C) + dim(B ∩ C) = dim(B) + dim(C),

(ii) codim(B ∨ C) + codim(B ∩C) = codim(B) + codim(C).

Proof. Let X be a basis for B ∩ C, and extend this to bases X ⊔ Y and X ⊔ Z for B and C.
By Lemma 8.12, X ⊔ Y ⊔ Z is a basis for B ∨ C, and we extend this to a basis X ⊔ Y ⊔ Z ⊔W
for A. Both parts follow quickly upon writing down expressions for the various (co)dimensions
in terms of the cardinalities of X, Y , Z and W .

Remark 8.14. The assumption that A is strong cannot be removed from Lemma 8.13. For
example, let A be the algebra from [48] discussed in Remark 8.11. Then for the subalgebras
B = {a1, a2} and C = {a3, a4}, we have

dim(B) = dim(C) = 2, dim(B ∩C) = 0 and dim(B ∨ C) = dim(A) = 3,

which witnesses the failure of the first identity from Lemma 8.13 in A. (The same (sub)algebras
work to demonstrate the failure of the second identity.)
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8.2 (Partial) endomorphisms

A partial endomorphism of an algebra A is a morphism B → A for some subalgebra B ≤ A;
if this morphism is injective, it is a partial automorphism, and it is then an isomorphism from
its domain onto its image. We also have endomorphisms and automorphisms, with their usual
meaning. We write

PEnd(A), End(A), PAut(A) and Aut(A) (8.15)

for the sets of all partial endomorphisms, endomorphisms, partial automorphisms and automor-
phisms of A, respectively. These are all monoids under composition, with identity element idA.
Note that for α, β ∈ PEnd(A), we have

dom(αβ) = (im(α) ∩ dom(β))α−1 and im(αβ) = (im(α) ∩ dom(β))β,

both of which are subalgebras of A by standard facts from universal algebra.

The inclusions among the monoids listed in (8.15) are indicated as follows:

PEnd(A)

End(A) PAut(A)

Aut(A)

Moreover, PAut(A) is an inverse monoid, and Aut(A) is the group of units of all of the above
monoids. If A is an independence algebra, then we also have End(A) ∨ PAut(A) = PEnd(A),
as follows from Theorem 8.56(i) below. On the other hand, End(A) ∩ PAut(A) consists of all
injective endomorphisms of A; this is equal to Aut(A) if and only if dim(A) < ℵ0. When A
is simply a set (an algebra with no operations), the monoids listed in (8.15) are PTA, TA, IA
and GA, respectively. These monoids of (partial) transformations were introduced in Section 2.2.

The next result is of fundamental importance. It is well known, and follows immediately
from the fact that left restriction monoids form a variety. Specifically, PTA is a left restriction
monoid under α+ = iddom(α), and the submonoid PEnd(A) ≤ PTA is closed under +.

Proposition 8.16. For any algebra A, the partial endomorphism monoid PEnd(A) is a left
restriction monoid under the unary operation α+ = iddom(α).

Recall from Section 4.3 that for any left restriction monoid M we have a number of important
submonoids, such as P (M) = {s+ : s ∈M} and T (M) = {s ∈M : s+ = 1}. For any algebra A,
we denote the semilattice of projections of PEnd(A) by

EA = P (PEnd(A)) = {α+ : α ∈ PEnd(A)} = {idB : B ≤ A}. (8.17)

So EA is precisely the semilattice of partial identities of A: i.e., all identity maps on subalgebras
of A. Since

idB · idC = idB∩C and idB = idC ⇔ B = C for all B,C ≤ A,

it follows that EA is in fact isomorphic to Sub(A) = {B : B ≤ A}, considered as an ∩-semilattice.
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It is also worth noting that for any algebra A,

T (PEnd(A)) = {α ∈ PEnd(A) : α+ = idA} = {α ∈ PEnd(A) : dom(α) = A} = End(A). (8.18)

For an independence algebra A, we also define the subsets

Sing(PEnd(A)) = PEnd(A) \Aut(A),

Sing(End(A)) = End(A) \Aut(A),

Sing(PAut(A)) = PAut(A) \ Aut(A),

and we refer to the elements of these sets as singular. These are subsemigroups (indeed, two-
sided ideals) of PEnd(A), End(A) and PAut(A), respectively, if and only if dim(A) < ℵ0. On
the other hand,

PEnd(A) \ End(A) = {α ∈ PEnd(A) : dom(α) < A}

is a subsemigroup (indeed, right ideal) of PEnd(A), consisting of all strictly partial endomor-
phisms, for any algebra A. However,

PEnd(A) \ PAut(A) = {α ∈ PEnd(A) : α is not injective}

is not a subsemigroup if dim(A) ≥ 3. For example, let {x, y, z} ⊆ A be independent, let
B = 〈x, y〉 and C = 〈y, z〉, and consider α : B → A and β : C → A defined by xα = yα = x and
yβ = zβ = y; then α, β ∈ PEnd(A) \ PAut(A), yet αβ = idC(A) ∈ PAut(A).

Now suppose A is an independence algebra. If α ∈ PEnd(A), then the dimension of the
subalgebra im(α) ≤ A is taken as the definition of the rank of α:

rank(α) = dim(im(α)).

Note that 0 ≤ rank(α) ≤ dim(A). We also have

rank(αβ) ≤ min(rank(α), rank(β)) for all α, β ∈ PEnd(A). (8.19)

Indeed, this was proved for α, β ∈ End(A) in [54, Lemma 4.1], and the argument there works
unmodified for partial endomorphisms. At times it will also be convenient to speak of the corank
of α ∈ PEnd(A), defined by

corank(α) = codim(im(α)).

When dim(A) = n < ℵ0, we have

Aut(A) = {α ∈ PEnd(A) : rank(α) = n}

= {α ∈ End(A) : rank(α) = n}

= {α ∈ PAut(A) : rank(α) = n},

so that Sing(PEnd(A)) = {α ∈ PEnd(A) : rank(α) < n}, with similar statements for Sing(End(A))
and Sing(PAut(A)).

At this point it is worth recording some observations concerning small ranks and dimensions.

Remark 8.20. For the duration of this remark, we write C = C(A) = 〈∅〉 for the unique
subalgebra of A of dimension 0. We have already noted that C is non-empty if and only if A has
constants (nullary operations).

(i) Since every subalgebra of A contains C, and since every (partial) endomorphism fixes each
constant, every (partial) endomorphism fixes C pointwise.

111



(ii) A (partial) endomorphism has rank 0 if and only if its image is C. It follows that if A has
no constants, then A has no rank-0 endomorphisms (unless A is itself empty). On the other
hand, idC is always a rank-0 partial endomorphism.

(iii) If A has constants, then any function from a basis of A into C can be extended to an
endomorphism of rank 0.

(iv) By (8.19), the sets

I0 = {α ∈ End(A) : rank(α) = 0} and J0 = {α ∈ PEnd(A) : rank(α) = 0}

are ideals of End(A) and PEnd(A). As above I0 = ∅ if A is non-empty and has no constants;
in this case we also have J0 = {idC = id∅ = ∅}.

(v) If α ∈ J0 and β ∈ PEnd(A), then since β fixes C = im(α) pointwise, αβ = α. That is, each
element of J0 is a left zero for PEnd(A). Consequently, the ideals I0 and J0 are left zero
semigroups.

(vi) If dim(A) = 0, then A = C and PEnd(A) = End(A) = PAut(A) = Aut(A) = {idA}.

(vii) If dim(A) = 1, then

End(A) = Aut(A) ∪ I0,

PEnd(A) = Aut(A) ∪ J0 = End(A) ∪ {idC},

PAut(A) = Aut(A) ∪ {idC}.

In particular, if dim(A) = 1 and A has no constants, then C = ∅, I0 = ∅ and

End(A) = Aut(A) and PEnd(A) = PAut(A) = Aut(A) ∪ {∅}.

It will also be convenient to prove the following:

Lemma 8.21. For any independence algebra A, the following are equivalent:

(i) End(A) = Aut(A),

(ii) Sing(End(A)) = ∅,

(iii) dim(A) = 0 or [dim(A) = 1 and A has no constants].

Proof. Clearly (i) and (ii) are equivalent.

(iii) ⇒ (i). This implication was covered in items (vi) and (vii) of Remark 8.20.

(i) ⇒ (iii). Aiming to prove the contrapositive, suppose (iii) does not hold, so that either
dim(A) ≥ 2 or else dim(A) = 1 and A has constants. In either case, there exists x ∈ A such that
〈x〉 < A. It follows that for any basis X of A, the endomorphism α extending the constant map
X → {x} is not an automorphism.

8.3 Maximal subalgebras

In this section we prove a number of results concerning maximal (proper) subalgebras of an
independence algebra A. These will be used in a number of places in the remainder of Chapter 8.
We denote the set of all maximal subalgebras of A by Max(A).
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Proposition 8.22. For a proper subalgebra B of an independence algebra A, the following are
equivalent:

(i) A = 〈B ⊔ x〉 for some x ∈ A \B,

(ii) A = 〈B ⊔ x〉 for all x ∈ A \B (i.e., B is maximal),

(iii) codim(B) = 1.

Consequently, Max(A) = {B ≤ A : codim(A) = 1}.

Proof. (i) ⇒ (ii). Suppose A = 〈B ⊔ x〉 for some x ∈ A \B, and let y ∈ A \B be arbitrary; we
must show that A = 〈B ⊔ y〉. But y ∈ A \B = 〈B ⊔ x〉 \ 〈B〉, so (EP) gives x ∈ 〈B ⊔ y〉. It then
follows that A = 〈B ⊔ x〉 ⊆ 〈B ⊔ y〉.

(ii) ⇒ (iii). Since B < A, we have codim(B) ≥ 1. It follows directly from (ii) that codim(B) ≤ 1.

(iii) ⇒ (i). This is clear.

In particular, if dim(A) = n < ℵ0, then Max(A) = {B ≤ A : dim(B) = n− 1}, as observed
in Section 8.1. Our next result shows that every finite-codimensional subalgebra of A is a finite
intersection of maximal subalgebras. In the statement, the expression C1∩· · ·∩Ck is understood
to represent A if k = 0: i.e., if the list C1, . . . , Ck is empty.

Lemma 8.23. Let A be an independence algebra, and let B ≤ A with codim(B) = k < ℵ0. Then
B = C1 ∩ · · · ∩ Ck for some C1, . . . , Ck ∈ Max(A).

Proof. Let X be a basis of B, and {y1, . . . , yk} a B-basis of A, so that Y = X ⊔{y1, . . . , yk} is a
basis of A by Lemma 8.7. For each 1 ≤ i ≤ k, let Ci = 〈Y \ yi〉; it follows from Proposition 8.22
that each Ci is maximal. We will show by induction on k that B = C1 ∩ · · · ∩ Ck. This is
vacuously true for k = 0, so we assume that k ≥ 1.

Let X ′ = X⊔yk, and put B′ = 〈X ′〉, so that codim(B′) = k−1, and Y = X ′⊔{y1, . . . , yk−1}.
It follows inductively that B′ = C1 ∩ · · · ∩ Ck−1, so it remains to show that B = B′ ∩ Ck. From
X ⊆ X ′ and X ⊆ Y \ yk, we have B ⊆ B′ and B ⊆ Ck, so that B ≤ B′ ∩ Ck ≤ B′. Since
B′ = 〈B ⊔ yk〉, it follows from Proposition 8.22 that B is maximal in B′, so we can complete
the proof that B = B′ ∩ Ck by showing that B′ ∩ Ck < B′. But this is clear: we obviously
have yk ∈ B′, yet yk 6∈ 〈Y \ yk〉 = Ck, as Y is independent.

Remark 8.24. In the case that dim(A) < ℵ0, it follows from Lemma 8.23 that Sub(A) is
generated (as an ∩-monoid) by the set Max(A). We will see in Proposition 8.39 that Max(A) is
in fact the unique minimum generating set. Actually, Proposition 8.39 also treats the case that A
is infinite-dimensional and strong, but with Sub(A) replaced by the lattice of finite-codimensional
subalgebras.

For subalgebras of arbitrary codimension we have the following:

Lemma 8.25. If A is an independence algebra, and if B ≤ A, then

B =
⋂

C∈Σ

C where Σ = {C ∈ Max(A) : B ≤ C}.

Proof. Write D =
⋂

C∈ΣC. Since B ≤ C for each C ∈ Σ, certainly B ≤ D.

To show that D ≤ B, it suffices to show that A \ B ⊆ A \ D, so fix some y ∈ A \ B. We
will show that y 6∈ D by finding C ∈ Σ such that y 6∈ C. Fix a basis X of B, so that X ⊔ y is
independent, by Lemma 8.2. Extend X ⊔ y to a basis X ⊔ y ⊔ Z of A, and define C = 〈X ⊔ Z〉.
By Proposition 8.22, C is maximal, and certainly B = 〈X〉 ⊆ C, so that C ∈ Σ. Since X ⊔ y⊔Z
is independent, y 6∈ 〈X ⊔ Z〉 = C.
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The next result concerns the situation in which A has subalgebras missing only one element,
and shows that this is an extremely restrictive property. Since every subalgebra contains C(A),
we could only possibly have A \ x ≤ A if x 6∈ C(A). Such an element x could only exist if
A 6= C(A): i.e., if dim(A) 6= 0.

Proposition 8.26. Let A be an independence algebra with dim(A) 6= 0, and write C = C(A)
and X = A \ C. Then the following are equivalent:

(i) A \ x ≤ A for some x ∈ X,

(ii) A \ x ≤ A for all x ∈ X,

(iii) X is independent,

(iv) X is the unique basis of A,

(v) Sub(A) = {B : C ⊆ B ⊆ A},

(vi) Max(A) = {A \ x : x ∈ X}.

Proof. (i) ⇒ (ii). Suppose A\x ≤ A for some x ∈ X, and let y ∈ X be arbitrary; we must show
that A \ y ≤ A. Since x, y 6∈ C, we may extend x and y to bases U ⊔ x and V ⊔ y for A, noting
that |U | = |V |. We then let α be the endomorphism of A extending any bijection U ⊔x→ V ⊔ y
that maps x 7→ y. Then α is an automorphism (as it maps a basis bijectively to a basis), and
since A \ x ≤ A, it follows that A \ y = (A \ x)α ≤ A.

(ii) ⇒ (iii). If we had x ∈ 〈X \ x〉 for some x ∈ X, then since A \ x ≤ A, it would follow that
x ∈ 〈X \ x〉 ⊆ 〈A \ x〉 = A \ x, a contradiction.

(iii) ⇒ (iv). If X is independent, then it is clearly the maximum independent subset of A.

(iv) ⇒ (v). Since every subalgebra contains C, it suffices to show that B ≤ A for any C ⊆ B ⊆ A,
so fix some such B. To show that B ≤ A, it suffices to show that no element of A \ B belongs
to 〈B〉. But for any x ∈ A \ B, we have (B \ C) ⊔ x ⊆ A \ C = X. Since X is independent, so
too is (B \ C) ⊔ x. Thus, x 6∈ 〈B \ C〉 = 〈B〉.

(v) ⇒ (vi) and (vi) ⇒ (i). These are both clear.

Consider an independence algebra A, and again write C = C(A) and X = A \ C. Any
automorphism of A fixes C pointwise, and is therefore of the form idC ∪α for some permutation
α ∈ GX . It follows that Aut(A) is a subgroup of {idC ∪ α : α ∈ GX}, and the latter is of course
isomorphic to GX . It turns out that the conditions of Proposition 8.26 lead to the greatest
‘freedom’ in automorphisms, in the sense that Aut(A) is precisely this copy of GX . Indeed, if X
is a basis for A, then any permutation α ∈ GX extends to an automorphism (cf. Lemma 8.3),
which must be idC ∪α. However, it turns out that X being independent is not (quite) necessary
for this ‘maximum freedom’ to occur, and the next result characterises the algebras for which it
does.

Proposition 8.27. Let A be an independence algebra with dim(A) 6= 0, and write C = C(A)
and X = A \ C. Then the following are equivalent:

(i) X \ x is independent for some x ∈ X,

(ii) X \ x is independent for all x ∈ X,

(iii) Aut(A) = {idC ∪ α : α ∈ GX}.

When the above conditions hold, we have Aut(A) ∼= GX .
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Proof. If X is independent, then all three conditions hold, so we assume otherwise for the rest
of the proof. In particular, it follows from Proposition 8.26 that A \ x 6≤ A for all x ∈ A.

(i) ⇒ (ii). Suppose X \ x is independent for some x ∈ X, and let y ∈ X be arbitrary; we
must show that X \ y is independent. This is clear if x = y, so suppose otherwise, and write
U = X \ {x, y}. Since U ⊔ y = X \ x is independent we have y 6∈ 〈U〉.

Next we claim that x 6∈ 〈U〉. To prove this, suppose to the contrary that x ∈ 〈U〉. Then
〈U〉 = 〈U ⊔ x〉 = 〈C ⊔ U ⊔ x〉 = 〈A \ y〉 = A, since A \ y 6≤ A. It follows that y ∈ A = 〈U〉,
a contradiction. Now that the claim has been proved, it follows from Lemma 8.2 (and the fact
that U is independent) that U ⊔ x is independent. But U ⊔ x = X \ y, so we are done.

(ii) ⇒ (iii). It suffices to show that idC ∪ α is an automorphism for any α ∈ GX . To do so, fix
some such α, and let Y = X \ x for any x ∈ X. Since Y is independent, and X is not, it follows
that Y is a basis of A. Since α ∈ GX , we have Y α = X \ xα, and again this is a basis. It follows
from Lemma 8.3 that the unique endomorphism γ of A extending α↾Y is an automorphism. But
γ↾C = idC and γ↾Y = α↾Y , so γ and idC ∪ α agree on C ∪ Y = A \ x. Since γ and idC ∪ α agree
on the basis Y of A, it follows that γ = idC ∪ α. This completes the proof that idC ∪ α is an
automorphism.

(iii) ⇒ (i). Aiming to prove the contrapositive, we assume that (i) does not hold; we must show
that idC ∪ α 6∈ Aut(A) for some α ∈ GX . Fix a basis Y of A. So Y ⊆ X, and by assumption
|X \ Y | ≥ 2. The only automorphism extending idY is idA = idC ∪ idX . So we may take α ∈ GX

to be any permutation that maps Y identically, but permutes X \ Y non-trivially.

Remark 8.28. One may wonder how the conditions of Proposition 8.27 relate to the monoids
End(A), PEnd(A) and PAut(A), and to what extent these have the same ‘freedom’ as Aut(A),
as discussed above. We will treat PAut(A) in the next result. The situation for the other two
monoids is a little more complex, as (partial) endomorphisms can map elements of X into C,
in the above notation. But, for example, when X is independent (so the conditions of Propo-
sition 8.26 are satisfied), a transformation α of A belongs to End(A) if and only if α fixes C
pointwise, so that

End(A) = {α ∈ TA : α↾C = idC}.

These submonoids of TA have been studied extensively, and are typically denoted Fix(A,C); see
for example [63]. In the case that C = ∅ we of course have End(A) = TA. If |C| = 1, say with
C = {c}, then End(A) ∼= PTX , via the standard trick of identifying a partial transformation α
of X with the transformation of A = X ⊔ c mapping as α on dom(α), and sending all elements
of A \ dom(α) to c.

Here is the promised version of Proposition 8.27, concerning ‘maximum freedom’ for partial
automorphisms.

Proposition 8.29. Let A be an independence algebra, and write C = C(A) and X = A \ C.
Then the following are equivalent:

(i) X is independent,

(ii) PAut(A) = {idC ∪ α : α ∈ IX}.

When the above conditions hold, we have PAut(A) ∼= IX .

Proof. The result is trivial if dim(A) = 0, as then X = ∅, so we assume that dim(A) 6= 0.

(i) ⇒ (ii). Since any element of PAut(A) is injective and maps C identically, the forwards
containment always holds. Conversely, let α ∈ IX , and write B = dom(α) and D = im(α). We
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must show that idC ∪ α ∈ PAut(A); in fact, since idC ∪ α is obviously injective, it is enough to
check that it is a morphism C ∪ B → C ∪ D. Now, C ∪ B,C ∪ D ≤ A by Proposition 8.26.
Since B is independent (as X is), it is a basis for C ∪B, so there is therefore a unique morphism
C ∪B → C ∪D extending α : B → D, and this is of course idC ∪ α.

(ii) ⇒ (i). By Proposition 8.26 it suffices to show that B ≤ A for any C ⊆ B ⊆ A. But for any
such B we have idB = idC ∪ idB\C ∈ PAut(A), so that B = dom(idB) ≤ A.

We have already noted that the conditions in Proposition 8.26 imply those in Proposition 8.27.
The next result concerns algebras that satisfy the latter but not the former. An example of such
an algebra is the two-dimensional vector space over the two-element field; another example is
the one from [48] discussed in Remark 8.11; see also Proposition 8.32 below.

Proposition 8.30. Let A be an independence algebra with dim(A) 6= 0, write C = C(A) and
X = A\C, and suppose A does not satisfy the conditions of Proposition 8.26. Then the following
are equivalent:

(i) X \ x is independent for some x ∈ X,

(ii) X \ x is independent for all x ∈ X,

(iii) A \ {x, y} ≤ A for all x, y ∈ X with x 6= y,

(iv) Sub(A) = {B : C ⊆ B ⊆ A, |A \B| 6= 1},

(v) Max(A) = {A \ {x, y} : x, y ∈ X, x 6= y}.

Proof. (i) ⇔ (ii). This was proved in Proposition 8.27.

(ii) ⇒ (iv). Since A does not satisfy the conditions of Proposition 8.26, it has no subalgebras
missing just one element. This gives the forwards containment.

Conversely, suppose C ⊆ B ⊆ A is such that |A \ B| 6= 1; we must show that B ≤ A. If
|A \ B| = 0 then B = A ≤ A, so suppose instead that |A \ B| ≥ 2. Aiming for a contradiction,
suppose B 6≤ A, so that x ∈ 〈B〉 for some x ∈ A\B. Since |A\B| ≥ 2, we may fix another element
y ∈ A\B. Since x, y 6∈ B and C ⊆ B, we have x, y ∈ X. Then x ∈ 〈B〉 = 〈B \C〉 ⊆

〈
X \{x, y}

〉
;

but this implies that X \ y is not independent, and contradicts (ii).

(iv) ⇒ (v) and (v) ⇒ (iii). These are clear.

(iii) ⇒ (ii). Aiming to prove the contrapositive, suppose X \ x is not independent for some
x ∈ X, so that y ∈

〈
X \ {x, y}

〉
for some y ∈ X \ x. But then y ∈

〈
X \ {x, y}

〉
⊆

〈
A \ {x, y}

〉
,

so that A \ {x, y} 6≤ A.

Remark 8.31. Comparing Propositions 8.26 and 8.30, one might wonder why the following
condition was not listed in the latter:

• A \ {x, y} ≤ A for some x, y ∈ X with x 6= y.

The reason is that this is strictly weaker than condition (iii) of Proposition 8.30 in general.

For example, let A = {a, b, c, d} with a single unary operation mapping a ↔ b and c ↔ d.
Then A is an independence algebra (it is term-equivalent to the free two-dimensional G2-act, as
in Example 9.9), and it is easy to see that the lattice Sub(A) is as follows:

A

{a, b} {c, d}

∅
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In particular, {a, b} and {c, d} are the only two-element subalgebras of A. This means that
condition (iii) of Proposition 8.30 fails, even though the above weaker condition holds. The
conditions of Propositions 8.26 and 8.27 also fail for A.

Because of this, it follows from Proposition 8.27 that Aut(A) is a proper subgroup of GA

(note that X = A \ C(A) = A since A has no nullary operations), and we can also see this by
direct computation. Indeed, any basis of A contains one element each from {a, b} and {c, d},
and it follows that Aut(A) consists precisely of the following permutations, which are specified
in two ways, by indicating the action on the basis {a, c}, and in standard cycle notation:

idA = ( a c
a c ) , α1 = ( a c

b c ) = (a, b), β1 = ( a c
c a ) = (a, c)(b, d),

α2 = ( a c
a d ) = (c, d), β2 = ( a c

c b ) = (a, c, b, d),

α3 = ( a c
b d ) = (a, b)(c, d), β3 = ( a c

d b ) = (a, d)(b, c),

β4 = ( a c
d a ) = (a, d, b, c).

Consequently, Aut(A) is dihedral of order 8, or equivalently a wreath product G2 ≀ G2 (see Chap-
ter 9).

We have already noted that the two-dimensional vector space over the two-element field
satisfies the conditions of Proposition 8.27 but not those of Proposition 8.26. The next result
shows that this is unusual among such examples, as it is strong; note that |X| = 3 for this
example.

Proposition 8.32. Let A be an independence algebra, write C = C(A) and X = A\C, and sup-
pose |X| ≥ 4. If A satisfies the conditions of Proposition 8.27 but not those of Proposition 8.26,
then A is not strong.

Proof. Fix a partition X = Y ⊔ Z where |Y |, |Z| ≥ 2. Then Y and Z are both independent
(as X \ x is independent for all x ∈ X). By Proposition 8.30, C ∪ Y = A \ Z ≤ A, so
〈Y 〉 = 〈C ∪ Y 〉 = C ∪ Y , and similarly 〈Z〉 = C ∪ Z. Certainly then 〈Y 〉 ∩ 〈Z〉 = C, yet
Y ∪ Z = X is not independent.

Remark 8.33. By contrast, if A satisfies the conditions of Proposition 8.26, then A is trivially
strong, for then the independent sets are just the subsets of X = A \ C(A).

If the conditions of Proposition 8.26 hold for an independence algebra A, then it quickly
follows that A is equal to the union of any two distinct maximal subalgebras. In Section 8.5 we
will be concerned with the case in which this never happens. In fact, we only need a weaker
assumption, but the next result shows that these are equivalent when A is strong.

Lemma 8.34. Let A be an independence algebra, and consider the following two conditions:

(i) for any B,C ∈ Max(A), we have B ∪ C 6= A,

(ii) for any basis X of A, and for any x, y ∈ X, we have 〈X \ x〉 ∪ 〈X \ y〉 6= A.

Then (i) ⇒ (ii). If A is strong, then (i) ⇔ (ii)

Proof. By Proposition 8.22, 〈X \ x〉 is maximal for any basis X of A and any x ∈ X, so it is
clear that (i) ⇒ (ii).

We now assume that A is strong, and that (ii) holds. Let B,C ∈ Max(A) be arbitrary;
we must show that B ∪ C 6= A. This is clear if B = C, so suppose B 6= C. Together with
maximality it follows that B 6⊆ C and C 6⊆ B, and also that B∨C = A. From the latter, we have
codim(B∨C) = 0, so it follows from Lemma 8.13(ii) and Proposition 8.22 that codim(B∩C) = 2.
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Fix a basis U for B∩C, and extend this to bases U ⊔Y and U ⊔Z for B and C, respectively.
Since B 6= C we have |Y | ≥ 1 and |Z| ≥ 1. By Lemma 8.12, U ⊔ Y ⊔Z is a basis of B ∨C = A.
But then |Y |+ |Z| = codim(B∩C) = 2, so in fact |Y | = |Z| = 1, and we may write Y = {y} and
Z = {z}. This all shows that X = U ⊔{y, z} is a basis of A. We also have B = 〈U ⊔y〉 = 〈X \z〉,
and similarly C = 〈X \ y〉. It then follows from (ii) that B ∪ C = 〈X \ z〉 ∪ 〈X \ y〉 6= A.

Remark 8.35. The algebra A from [48] discussed in Remark 8.11 satisfies condition (ii) of
Lemma 8.34, but not (i). Indeed, each two-element subalgebra is maximal, and for example
A = {a1, a2} ∪ {a3, a4}. However, any basis has the form X = {ai, aj , ak} for distinct i, j, k, and
〈X \ x〉 ∪ 〈X \ y〉 = (X \ x) ∪ (X \ y) ⊆ X 6= A for any x, y ∈ X.

Remark 8.36. We have already noted that the conditions in Proposition 8.26 and Lemma 8.34
are mutually exclusive. They are not, however, exhaustive. For example, let A be the four-
element algebra from Remark 8.31. We have already observed that A does not satisfy the
conditions in Proposition 8.26. On the other hand, the maximal subalgebras of A are precisely
B = {a, b} and C = {c, d}, and of course B ∪ C = A. In fact, B = 〈X \ c〉 and C = 〈X \ a〉 for
the basis X = {a, c}. Thus, A does not satisfy either of the conditions of Lemma 8.34. (This
extends to arbitrary free G-acts of dimension ≥ 2 for non-trivial G.)

Remark 8.37. Any vector space A of dimension ≥ 2 satisfies the conditions of Lemma 8.34.
Indeed, if X is a basis, and if x, y ∈ X are distinct, then x+ y 6∈ 〈X \ x〉 ∪ 〈X \ y〉. (To see this,
note that if x+ y ∈ 〈X \ x〉, then since also y ∈ X \ x, we would have x = (x+ y)− y ∈ 〈X \ x〉,
contradicting independence of X.)

It follows that such a vector space A cannot satisfy the conditions of Proposition 8.26. The
only such A satisfying the conditions of Proposition 8.27 is two-dimensional over the two-element
field, which we have already discussed.

8.4 Finite-codimensional subalgebras

The previous section concerned maximal subalgebras of an independence algebra A: i.e., subalge-
bras of codimension 1; cf. Proposition 8.22. We now consider the more general case of subalgebras
of arbitrary finite codimension, the set of which we denote by

Subf(A) = {B ≤ A : codim(B) < ℵ0}.

Our first result shows that Subf(A) is a sublattice of Sub(A) in the case that A is finite-
dimensional or strong, and Theorem 8.40 gives a presentation for Subf(A) in this case, considered
as an ∩-semilattice.

Lemma 8.38. Let A be an independence algebra, and let B,C ∈ Subf(A). Then

(i) B ∨C ∈ Subf(A),

(ii) B ∩C ∈ Subf(A) if A is finite-dimensional or strong.

Proof. (i). This follows immediately from Lemma 8.9(i), as B ≤ B∨C ≤ A and codim(B) < ℵ0.

(ii). Since Subf(A) = Sub(A) when dim(A) < ℵ0, we only need to consider the case that A is
strong. But here Lemma 8.13(ii) gives codim(B ∩ C) ≤ codim(B) + codim(C) < ℵ0.

Recall that Max(A) = {B ≤ A : codim(B) = 1} is the set of maximal subalgebras of A.

Proposition 8.39. If A is a finite-dimensional or strong independence algebra, then Max(A) is
the (unique) minimum monoid generating set for Subf(A), considered as an ∩-semilattice.
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Proof. It follows immediately from Lemma 8.23 that Max(A) is a generating set.

It remains to show that any generating set for Subf(A) contains Max(A), and for this it
suffices to show that every element of Max(A) is an atom. To do so, suppose B = C ∩ D,
with B ∈ Max(A) and C,D ∈ Subf(A); we must show that B ∈ {C,D}. If C = A, then
B = A ∩D = D. Otherwise, B = C ∩D ≤ C < A, so B = C by maximality.

Now that we know Subf(A) contains a unique minimum generating set (when A is finite-
dimensional or strong), this is of course the generating set we wish to use in constructing a
presentation. We can do this in the case that A is assumed to be strong. We begin by defining
an alphabet

XE =
{
xB : B ∈ Max(A)

}

in one-one correspondence with Max(A). (The reason for choosing the E subscript will become
clear in later sections.) By Proposition 8.39 we have a surmorphism

ΦE : X∗
E → Subf(A) : xB 7→ B.

We define the set of relations RE = R1
E ∪R2

E ∪R3
E , where

R1
E =

{
(x2B , xB) : B ∈ Max(A)

}
,

R2
E =

{
(xBxC , xCxB) : B,C ∈ Max(A)

}
,

R3
E =

{
(xBxC , xBxD) : B,C,D ∈ Max(A), B ∩ C = B ∩D

}
.

It is clear that RE ⊆ ker(ΦE).

Theorem 8.40. If A is a strong independence algebra, then with the above notation, Subf(A)
has presentation Mon〈XE : RE〉 via ΦE.

Proof. We begin with three technical lemmas, the first of which is rather simple. The second
may appear to be exceedingly technical, but it turns out to be exactly what we need in the proof
of the third, which leads to a swift conclusion to the proof of the theorem.

Lemma 8.41. If B ≤ A and C ∈ Max(A), then codim(B) ≤ codim(B ∩ C) ≤ codim(B) + 1.

Proof. By Lemma 8.13(ii) and Proposition 8.22, we have

codim(B ∨C) + codim(B ∩ C) = codim(B) + 1.

Since C ≤ B ∨ C ≤ A, Lemma 8.9(i) gives 0 ≤ codim(B ∨ C) ≤ 1, and the result follows.

Lemma 8.42. If B,C ∈ Max(A) and D ∈ Subf(A) are such that B 6= C, D 6⊆ B and D∩C ⊆ B,
then there exists B′ ∈ Max(A) such that D ⊆ B′ and C ∩B = C ∩B′.

Proof. We first claim that D ∩ B = D ∩ C. To prove this, first note that D ∩ C 6= D (as
D 6⊆ B but D ∩ C ⊆ B), so Lemma 8.41 gives codim(D ∩ C) = codim(D) + 1. Since also
D∩B 6= D (as D 6⊆ B), Lemma 8.41 gives codim(D∩B) = codim(D)+ 1 as well. In particular,
codim(D ∩C) = codim(D ∩B) < ℵ0 (as D ∈ Subf(A)). By assumption we have D ∩C ⊆ B, so
of course D ∩C ⊆ D ∩B. It then follows from Lemma 8.9(ii) that D ∩C = D ∩B, as claimed.

We now fix a basis X of D ∩B(= D ∩C), and extend this to a basis X ⊔ Y for B ∩C. Since
codim(B) = codim(C) = 1 and B 6= C, Lemma 8.41 gives codim(B ∩ C) = 2. Since D 6⊆ B, we
may also fix some z ∈ D \B(= D \C). Since z 6∈ B, certainly z 6∈ B∩C = 〈X ⊔Y 〉, so it follows
from Lemma 8.2 that X ⊔ Y ⊔ z is independent. Let B′ = 〈X ⊔ Y ⊔ z〉. Since B ∩C = 〈X ⊔ Y 〉
and codim(B ∩ C) = 2, we have B′ < A and so codim(B′) ≥ 1. Since B ∩ C ⊆ B′, we have
codim(B′) ≤ codim(B ∩ C) = 2. If codim(B′) = 2, then Lemma 8.9(ii) would give B′ = B ∩ C,
contradicting z 6∈ B ∩C. So it follows that codim(B′) = 1, so that B′ ∈ Max(A).
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Next let D′ = 〈X ⊔ z〉. Since D ∩ C = 〈X〉, and since X ⊔ z ⊆ D, we have

D ∩ C ⊆ D′ ⊆ D. (8.43)

Combined with codim(D ∩ C) = codim(D) + 1 (shown above), it follows that

codim(D) + 1 ≥ codim(D′) ≥ codim(D),

and this of course implies that

codim(D′) = codim(D) or codim(D′) = codim(D) + 1 = codim(D ∩ C).

In these two cases, and since codim(D) < ℵ0, Lemma 8.9(ii) and (8.43) give D′ = D or
D′ = D ∩ C, respectively. But the latter is impossible, since D∩C = 〈X〉 and D′ = 〈X ⊔z〉, and
sinceX(⊔Y )⊔z is independent. Thus, D = D′, and it follows thatD = 〈X⊔z〉 ⊆ 〈X⊔Y ⊔z〉 = B′.

It remains to show that C ∩B = C ∩B′, and for this it is enough to show that

C ∩B ⊆ B′ and C ∩B′ ⊆ B.

For the first, we have C ∩B = 〈X ⊔Y 〉 ⊆ B′. For the second, suppose to the contrary that there
exists w ∈ (C ∩B′) \B. In particular we have w ∈ B′ = 〈X ⊔ Y ⊔ z〉. On the other hand, since
w 6∈ B, certainly w 6∈ B ∩ C = 〈X ⊔ Y 〉. It then follows from (EP) that z ∈ 〈X ⊔ Y ⊔ w〉 ⊆ C
(as X ⊔ Y ⊆ B ∩ C ⊆ C and w ∈ C ∩B′ ⊆ C), and this contradicts z ∈ D \ C.

For the rest of the proof (of the theorem) we write ∼ = R♯
E .

Lemma 8.44. If w ∈ X∗
E , and if B ∈ Max(A) is such that wΦE ⊆ B, then w ∼ wxB.

Proof. Given the relations in R1
E ∪R2

E, it suffices to show that w is ∼-equivalent to some word
that involves the letter xB.

Write w = xC1 · · · xCk
, where each Ci ∈ Max(A), and note that wΦE = C1 ∩ · · · ∩ Ck. Since

wΦE ⊆ B < A, we must have k ≥ 1. We now proceed by induction on k. If k = 1, then
C1 = wΦE ⊆ B, and it follows by maximality that C1 = B; thus, w = xB in this case.

Now suppose k ≥ 2, and let u = xC1 · · · xCk−1
and D = uΦE = C1 ∩ · · · ∩ Ck−1 ∈ Subf(A).

If D ⊆ B, then by induction we have u ∼ uxB , and so w = uxCk
∼ uxBxCk

, and we are done.
So now we assume that D 6⊆ B, and we also write C = Ck. If B = C, then w = uxB , and again
we are done, so we also assume that B 6= C. Since also D ∩ C = wΦE ⊆ B, the conditions
of Lemma 8.42 are all satisfied, so by that lemma there exists B′ ∈ Max(A) such that D ⊆ B′

and C ∩ B = C ∩ B′. By the latter, R3
E contains the relation (xCxB , xCxB′). Since u has

length k − 1, and since uΦE = D ⊆ B′, it follows by induction that u ∼ uxB′ . But then

w = uxC ∼ uxB′xC ∼ uxCxB′ ∼ uxCxB,

and the proof is complete.

We now return to the main proof. We have already observed that ΦE is surjective, and that
RE ⊆ ker(ΦE), so it remains to show that ker(ΦE) ⊆ R♯

E . So suppose (u, v) ∈ ker(ΦE); we must
show that u ∼ v. For w ∈ X∗

E , we have wΦE = A ⇔ w = ι (the empty word), so it suffices
to assume that u and v are both non-empty. Let xB ∈ XE be any letter appearing in v, so
that v ∼ vxB (by R1

E ∪R2
E). Then uΦE = vΦE = (vxB)ΦE = vΦE ∩ B ⊆ B, so it follows from

Lemma 8.44 that u ∼ uxB . Since this is the case for every letter appearing in v, it follows that
u ∼ uv. By symmetry we also have v ∼ vu, and since uv ∼ vu (by R2

E), it follows that u ∼ v.
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Remark 8.45. Lemma 8.41 can fail for non-strong independence algebras. Indeed, consider the
example from [48] discussed in Remark 8.11. Then with B = {a1, a2} and C = {a3, a4}, both
maximal, we have codim(B) = 1, yet codim(B ∩ C) = 3.

Theorem 8.40 also does not (quite) hold for this algebra A. According to GAP [50, 91],
Mon〈XE : RE〉 has size 15 in this case, while Sub(A) has size 12; it contains all subsets of
size 6= 3. We do, however, obtain a presentation for this Sub(A) by enlarging R3

E to

{
(xBxC , xB′xC′) : B,C,B′, C ′ ∈ Max(A), B ∩ C = B′ ∩C ′

}
,

as again confirmed by GAP. We leave it as an open problem to determine whether a similar
presentation exists for Subf(A) for an arbitrary (non-strong) independence algebra A.

8.5 Generating (finitary) automorphisms

The main purpose of this section is to prove results concerning (monoid) generating sets for the
automorphism group of a finite-dimensional independence algebra; in fact, we prove more general
results concerning finitary automorphisms, which we define below.

Let A be an independence algebra. As usual, the fix set of a partial endomorphism α ∈ PEnd(A)
is the subalgebra

Fix(α) = {x ∈ dom(α) : xα = x}.

We also write

fix(α) = dim(Fix(α)) and cofix(α) = codim(Fix(α)).

Note that cofix(α) is called the shift of α in [48], and denoted s(α). We say α ∈ PEnd(A) is
finitary if cofix(α) < ℵ0, and we write

PEndf(A) = {α ∈ PEnd(A) : cofix(α) < ℵ0}

for the set of all finitary partial endomorphisms of A, and similarly for Endf(A), PAutf(A) and
Autf(A). Of course we have

PEndf(A) = PEnd(A) ⇔ dim(A) < ℵ0,

and similarly with Endf(A) and so on. WhenA is simply a set (with no operations), Autf(A) = Gf
A

is the finitary symmetric group over A, consisting of all finitary permutations of A: i.e., the per-
mutations that move only finitely many elements of A.

Lemma 8.46. If A is a finite-dimensional or strong independence algebra, then PEndf(A) is a
submonoid of PEnd(A).

Proof. The result is clear for dim(A) < ℵ0. When A is strong it follows from the identity

cofix(αβ) ≤ cofix(α) + cofix(β) for α, β ∈ PEnd(A).

This was proved in [48, Lemma 2.7] for (full) endomorphisms, and the proof there works un-
changed for partial endomorphisms.

For any cardinal κ, we define the set

Γκ = {α ∈ Aut(A) : cofix(α) = κ}.

For example, Γ0 = {idA}. If κ > dim(A) then Γκ = ∅.

121



Theorem 8.47. Let A be an independence algebra, and let Γ = Γ1 ∪ Γ2. Then for any
α ∈ Autf(A), we have α = β1 · · · βk for some β1, . . . , βk ∈ Γ with Fix(α) ⊆ Fix(βi) for each i.
Consequently, Autf(A) ⊆ 〈Γ〉, with equality if A is finite-dimensional or strong.

Proof. It suffices to prove the first claim, and for this we use induction on d = cofix(α). If d = 0
then α = idA, and we take k = 0. If d = 1, then α ∈ Γ, and we take k = 1 and β1 = α. (We
could include d = 2 in the base case(s), but we prefer not to, as it allows us to only use certain
elements of Γ2, which will then be used in the next proof.)

We now assume that d ≥ 2. We will show that there exists β ∈ Γ such that

cofix(αβ−1) ≤ d− 1 and Fix(α) ⊆ Fix(β). (8.48)

It follows from the latter that Fix(α) ⊆ Fix(αβ−1). By induction, it follows from the former that
αβ−1 = γ1 · · · γl for some γ1, . . . , γl ∈ Γ such that each Fix(γi) ⊇ Fix(αβ−1) ⊇ Fix(α). Since
α = γ1 · · · γl · β, the inductive step will be complete.

For the rest of the proof, we fix a basis X for Fix(α). Since d > 0 we may also fix some
y ∈ A \Fix(α). Since y 6∈ Fix(α) = 〈X〉, and since X is independent, it follows from Lemma 8.2
that X ⊔ y is independent.

Case 1. Suppose first that yα ∈ 〈X ⊔ y〉. Note also that yα 6∈ Fix(α) = 〈X〉. (Otherwise,
(yα)α = yα would imply yα = y, contradicting y 6∈ Fix(α).) It then follows from (EP) that
y ∈ 〈X ⊔ yα〉. Consequently, 〈X ⊔ y〉 = 〈X ⊔ yα〉. Since X ⊔ y is independent, we may extend
it to a basis X ⊔ y ⊔ Z of A, and we note that |y ⊔ Z| = cofix(α) = d. So Z is a B-basis of A,
where B = 〈X ⊔ y〉 = 〈X ⊔ yα〉. It then follows from Lemma 8.7 that X ⊔ yα⊔Z is also a basis
of A. Now let β be the endomorphism of A satisfying

xβ = x, yβ = yα and zβ = z for all x ∈ X and z ∈ Z.

Since β maps a basis bijectively to a basis, it is an automorphism. And moreover, the maximal
subalgebra 〈X ⊔ Z〉 is contained in Fix(β), so it follows that cofix(β) ≤ 1. Since yβ = yα 6= y,
we cannot have cofix(β) = 0, so in fact β ∈ Γ1 ⊆ Γ. Certainly Fix(α) = 〈X〉 ⊆ Fix(β), and
since X ⊔ y ⊆ Fix(αβ−1), we also have cofix(αβ−1) ≤ |Z| = d − 1. This completes the proof
that (8.48) holds in this case.

Case 2. Now suppose yα 6∈ 〈X ⊔ y〉, and for convenience write y′ = yα. It follows from
Lemma 8.2 that X ⊔ {y, y′} is independent, so we may extend it to a basis X ⊔ {y, y′} ⊔Z of A.
This time we have

∣∣{y, y′} ⊔ Z
∣∣ = cofix(α) = d, and we define β ∈ Aut(A) by

xβ = x, yβ = y′, y′β = y and zβ = z for all x ∈ X and z ∈ Z.

Since X ⊔ Z ⊆ Fix(β) but y 6∈ Fix(β), we have 1 ≤ cofix(β) ≤ 2, so β ∈ Γ, and again we have
Fix(α) ⊆ Fix(β). Also, since X ⊔ y ⊆ Fix(αβ−1) we have cofix(αβ−1) ≤ |Z ⊔ y′| = d − 1, and
again (8.48) holds.

Remark 8.49. In the above proof, we noted that the automorphism β constructed during
Case 2 satisfied cofix(β) ≤ 2. It is actually possible that cofix(β) = 1, so that in fact β ∈ Γ1. For
example, if A is a vector space, then X⊔{y, y+y′}⊔Z is also a basis of A, and (y+y′)β = y+y′.
It follows that Autf(A) = 〈Γ1〉 if A is a vector space.

Among other things, the next result shows that the situation just described is true of a wider
class of algebras:
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Theorem 8.50. Let A be an independence algebra.

(i) If A satisfies the conditions of Proposition 8.26, then Theorem 8.47 holds with Γ1∪Γ2 replaced
by Γ2.

(ii) If A satisfies the conditions of Proposition 8.27, but not those of Proposition 8.26, then
Theorem 8.47 holds with Γ1 ∪ Γ2 replaced by Γ1.

(iii) If A satisfies either of the conditions of Lemma 8.34, then Theorem 8.47 holds with Γ1 ∪ Γ2

replaced by Γ1.

Proof. (i). In this case, the subalgebras of codimension 1 are of the form A \ x, and if an
automorphism fixes A \ x pointwise, it must also fix x. So Γ1 = ∅, and the claim follows.

For later reference, it is worth discussing an alternative proof of this part. We know from
Proposition 8.27 that Aut(A) = {idC ∪ α : α ∈ GX}, where again we write X = A \ C(A), and of
course it follows that

Autf(A) = {idC ∪ α : α ∈ Gf
X}.

It is well known that finite symmetric groups are generated by transpositions. So too therefore
is the finitary symmetric group Gf

X , and so Autf(A) is generated by automorphisms of the form
β = idC ∪ (x, y) for distinct x, y ∈ X (again using standard cycle notation). But for this β we
have Fix(β) = A \ {x, y} =

〈
X \ {x, y}

〉
. Since X is independent, so too is X \ {x, y}, so Fix(β)

has codimension 2.

(ii). This is similar to the second proof of (i). Again we have Autf(A) = {idC ∪ α : α ∈ Gf
X},

where X = A \ C(A). So Autf(A) is generated by automorphisms of the form β = idC ∪ (x, y)
for distinct x, y ∈ X, and we still have Fix(β) = A \ {x, y} =

〈
X \ {x, y}

〉
. Since X is not

independent, but X \ x and X \ y both are, it follows that Fix(β) is maximal, and hence has
codimension 1.

(iii). Looking at the proof of Theorem 8.47, it suffices to show that the automorphism β
constructed during Case 2 can be expressed as β = γ1γ2γ3, where each γi ∈ Γ1 satisfies
Fix(α) ⊆ Fix(γi). To do so, we keep the notation of that part of the proof, and it will be
convenient to write U = X ⊔ Z. So U ⊔ {y, y′} is a basis of A, and β ∈ Aut(A) acts via

uβ = u, yβ = y′ and y′β = y for all u ∈ U .

By Lemma 8.34(ii), we may choose some w ∈ A such that w 6∈ 〈U ⊔ y〉 ∪ 〈U ⊔ y′〉. It follows
quickly that U ⊔ {y,w} and U ⊔ {y′, w} are both bases of A. We then define γ1, γ2, γ3 ∈ Γ1 by
their action on the various bases by

uγ1 = u, uγ2 = u, uγ3 = u,

yγ1 = y, yγ2 = y′, y′γ3 = y′,

y′γ1 = w, wγ2 = w, wγ3 = y,

for each u ∈ U . Verification that β = γ1γ2γ3 is straightforward, and we have Fix(α) = 〈X〉,
and X ⊆ U .

Remark 8.51. As we observed in the proof, parts (i) and (ii) of Theorem 8.50 boil down to
the fact that finite symmetric groups are generated by transpositions. The standard Coxeter
presentation for a finite symmetric group involves (simple) transpositions [92]; this is stated in
Theorem 9.55 below. We believe it would be interesting to look for presentations for Autf(A) in
the cases that A does not satisfy the conditions of Propositions 8.26 or 8.27, but this is beyond
the scope of the current work. To our knowledge, such presentations are not even known in the
case that A is a finite-dimensional vector space.
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For infinite dim(A), generating sets for the full automorphism group Aut(A) can be very
complicated, even when A is simply a set (since GA is uncountable).

Remark 8.52. Since vector spaces of dimension 2 ≤ n < ℵ0 satisfy the conditions of Lemma 8.34
(cf. Remark 8.37), Theorem 8.50(iii) implies the well-known fact that general linear groups are
generated by matrices whose fix spaces have codimension 1. Indeed, it is a basic fact of linear
algebra that every invertible matrix is a product of ‘elementary row operation’ matrices, and
one can easily see that the fix space of each such matrix has codimension 1. This is clear for
row operations of the form Ri → λRi or Ri → Ri + Rj ; for a row swap Ri ↔ Rj, we use the
argument in Remark 8.49, with y and y′ the ith and jth standard basis vectors.

Remark 8.53. Consider again the algebra A = {a, b, c, d} from Remark 8.31. Using the notation
of that remark, we have

Γ0 = {idA}, Γ1 = {α1, α2} and Γ2 = {α3, β1, β2, β3, β4}.

Then A satisfies none of the conditions of Proposition 8.26, Proposition 8.27 or Lemma 8.34,
and one can check that

Aut(A) = 〈Γ2〉 but 〈Γ1〉 = {idA, α1, α2, α3〉 6= Aut(A).

8.6 Action pairs and subsemigroups

Consider a partial endomorphism α : B → A, where A is an independence algebra. Since any
basis for B can be extended to a basis of A, it follows from (FBP) that α can be extended
to an endomorphism β : A → A. Note then that α = β↾B = idB · β, so that every partial
endomorphism is a restriction of an endomorphism. This and more can be expressed in terms of
(strong) action pairs, as we explore in this section.

In what follows, we continue to write

EA = {idB : B ≤ A}

for the semilattice of all partial identities of A. We observed in Section 8.2 that EA is isomorphic
to the ∩-semilattice Sub(A). We also write

Sing(EA) = EA \ {idA} = {idB : B < A},

and we note that Sing(EA) is a subsemilattice of EA, regardless of the dimension of A. We have
Sing(EA) = ∅ if dim(A) = 0.

Proposition 8.54. For any independence algebra A, the following are all strong action pairs
in PEnd(A):

(i) (EA,End(A)),

(ii) (Sing(EA),End(A)),

(iii) (EA,Sing(End(A))) if dim(A) < ℵ0,

(iv) (Sing(EA),Sing(End(A))) if dim(A) < ℵ0,

(v) (EA,Aut(A)),

(vi) (Sing(EA),Aut(A)).

Proof. This follows from Propositions 4.44 and 8.16, given (8.17) and (8.18).
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Remark 8.55. In fact the previous result holds for an arbitrary algebra A (with the same proof),
but note that parts (iii) and (iv) hold precisely when Sing(End(A)) is a subsemigroup of End(A).
(When A is not an independence algebra, there might not be a meaningful notion of dimension.)

Each of the pairs (E,S) listed in Proposition 8.54 leads as usual to the subsemigroup ES of
M = PEnd(A). The next result identifies the set ES for each pair. Note that we do not assume
dim(A) < ℵ0 in the third and fourth parts; even though the stated equality still holds when
dim(A) ≥ ℵ0, the subsets S and ES are not semigroups in this case.

Theorem 8.56. For any independence algebra A, we have:

(i) EA · End(A) = PEnd(A),

(ii) Sing(EA) · End(A) = PEnd(A) \ End(A),

(iii) EA · Sing(End(A)) ⊆ Sing(PEnd(A)), with equality unless dim(A) = 1 and A has no con-
stants,

(iv) Sing(EA) · Sing(End(A)) ⊆ PEnd(A) \ End(A), with equality unless dim(A) = 1 and A has
no constants,

(v) EA · Aut(A) ⊆ PAut(A), with equality if and only if dim(A) < ℵ0,

(vi) Sing(EA) ·Aut(A) ⊆ Sing(PAut(A)), with equality if and only if dim(A) < ℵ0.

Proof. The forwards inclusions are straightforward in each case (and trivial for (i)), given that

idB · α = α↾B for all α ∈ End(A) and B ≤ A.

For cases (ii)–(vi), we additionally rely on (combinations of) the following simple observations:

• If B 6= A (i.e., idB ∈ Sing(EA)), then α↾B is not an endomorphism (and of course not an
automorphism).

• If α is not an automorphism (i.e., α ∈ Sing(End(A))), then neither is α↾B . (Indeed, this is
clear if B = A, and follows from the previous point if B < A.)

• If α is injective, then so too is α↾B .

We now work towards the reverse inclusions. For this, we fix some α ∈ PEnd(A), and write
B = dom(α). Let X be a basis of B, and extend this to a basis X ⊔ Y of A. Let f : Y → A be
an arbitrary function, so that α↾X ⊔ f : X ⊔ Y → A extends to an endomorphism β : A → A.
For any x ∈ X, we have xβ = xα, so since X is a basis it follows that bβ = bα for all b ∈ B.
Consequently, we have

α = β↾B = idB · β with idB ∈ EA and β ∈ End(A).

This completes the proof of part (i). For the other parts, we need to ensure that the additional
constraints on α (by virtue of belonging to the appropriate right-hand set) allow us to define f
in such a way that the appropriate conditions on β (and idB) hold, or else explain why the
backwards inclusions do not hold in the relevant cases.

(ii). If α ∈ PEnd(A) \ End(A), then B 6= A, so idB ∈ Sing(EA).

(iii). First suppose dim(A) = 1 and A has no constants. Then by Remark 8.20(vii), we have

EA · Sing(End(A)) = Sing(EA) · Sing(End(A)) = ∅ (8.57)

125



and
Sing(PEnd(A)) = PEnd(A) \ End(A) = {∅}, (8.58)

so we have strict inclusion in this case.

We now assume that dim(A) 6= 1 and/or A has constants.

Suppose α ∈ Sing(PEnd(A)). We must show that β can be chosen so that β ∈ Sing(End(A)).
First, if α ∈ End(A), then α ∈ Sing(End(A)) and B = A, so that β = α ∈ Sing(End(A)). So
now suppose α 6∈ End(A). In particular, B < A, which implies Y 6= ∅, and so dim(A) ≥ 1. Since
we have also assumed that dim(A) 6= 1 and/or A has constants, it then follows from Lemma 8.21
that Sing(End(A)) 6= ∅.

If X 6= ∅, then we fix some x ∈ X, and simply ensure that yf = xα for all y ∈ Y ; in this
case, α↾X ⊔ f is not injective, and so β ∈ Sing(End(A)).

If X = ∅, then B = C(A) and α = idB (since every partial endomorphism fixes C(A)
pointwise). So in fact, α = idB · β for any β ∈ End(A). In particular, we can take β to be any
element of Sing(End(A)), which we noted above is non-empty.

(iv). If dim(A) = 1 and A has no constants, then strict inclusion again follows from (8.57)
and (8.58). So now suppose dim(A) 6= 1 and/or A has constants, and let α ∈ PEnd(A) \ End(A).
As in (ii), we have idB ∈ Sing(EA). As in (iii), we can choose β so that β ∈ Sing(End(A)).

(v). First suppose dim(A) ≥ ℵ0, and fix any basis Z for A. Let z ∈ Z, and let β be an
endomorphism extending some bijection Z → Z \ z. Then in fact β ∈ Sing(PAut(A)). But if
β = idB ·γ for some B ≤ A and γ ∈ Aut(A), then from β = γ↾B it follows that B = dom(β) = A,
and so β = γ ∈ Aut(A), a contradiction.

Now suppose dim(A) < ℵ0. Since α ∈ PAut(A), it follows that Xα is a basis for im(α) and
|Xα| = |X|. We then extend Xα to a basis Xα ⊔W for A, noting that |W | = |Y |, and let
f : Y →W be any bijection. Clearly then β ∈ Aut(A).

(vi). The proof is essentially the same as (v). The same β ∈ Sing(PAut(A)) deals with the
case dim(A) ≥ ℵ0. When dim(A) < ℵ0, we define f as above, and note that α 6∈ Aut(A)
implies B < A.

Remark 8.59. One might wonder if any of the pairs (E,S) in Proposition 8.54 are proper,
in the sense of Definition 5.25. By Proposition 5.29 this is equivalent to the left restriction
semigroup ES being proper, in the sense of Definition 5.7. But it is easy to see that this is never
the case (apart from trivially small exceptions). Indeed, idC is a left zero element of PEnd(A),
where C = C(A), and we have idC ∈ E = P (ES) for each of the pairs (E,S) listed in the
proposition. It follows immediately that σ = σES = ∇S (the universal relation) in each case.
The equivalence (5.8) becomes

α = β ⇔ dom(α) = dom(β) for all α, β ∈ ES,

and this clearly does not hold (apart from trivially small exceptions).

On the other hand, it follows from Theorem 5.39 (cf. Theorem 5.11) that the left restriction
semigroup ES is covered by the proper left restriction semigroup

{
(idB , α) ∈ E ⋊ S : idB = idB · α+

}
=

{
(idB , α) ∈ E ⋊ S : B ⊆ dom(α)

}
.

Remark 8.60. Part (ii) of Theorem 8.56 is a special case of the right ideal P ♭T = M \ T
discussed in Remark 4.45; cf. (8.17) and (8.18).

By Proposition 8.54, (EA,Aut(A)) and (Sing(EA),Aut(A)) are strong action pairs in PEnd(A),
for arbitrary A. Theorem 8.56 characterises the resulting subsemigroups EA · Aut(A) and
Sing(EA) · Aut(A) in the case that dim(A) is finite. For the infinite case, we need the notion of
codimension from Definition 8.6:
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Theorem 8.61. For any independence algebra A, we have

(i) EA · Aut(A) =
{
α ∈ PAut(A) : codim(dom(α)) = codim(im(α))

}
,

(ii) Sing(EA) ·Aut(A) =
{
α ∈ PAut(A) : codim(dom(α)) = codim(im(α)) ≥ 1

}
.

Proof. Since
EA · Aut(A) =

(
Sing(EA) · Aut(A)

)
⊔Aut(A),

and since
Aut(A) = {α ∈ PAut(A) : codim(dom(α)) = codim(im(α)) = 0},

it suffices to prove (i).

Beginning with the forwards inclusion, let α ∈ EA · Aut(A), so that α = idB · β = β↾B for
some B ≤ A and β ∈ Aut(A). Fix some B-basis X of A, and also write C = im(α) = Bβ and
Y = Xβ. We first claim that Y is a C-basis of A. To see this, first note that since β is an
automorphism, we have A = 〈B ∪ X〉 = 〈(B ∪X)β〉 = 〈C ∪ Y 〉. It remains (for the claim) to
show that Y is C-independent, and this is also straightforward. If y ∈

〈
C ∪ (Y \ y)

〉
for some

y ∈ Y , then applying the automorphism β−1, we have yβ−1 ∈
〈
B∪ (X \yβ−1)

〉
, with yβ−1 ∈ X,

contradicting B-independence of X. With the claim established, and since β is injective, we then
have

codim(dom(α)) = codim(B) = |X| = |Xβ| = |Y | = codim(C) = codim(im(α)).

Conversely, suppose α ∈ PAut(A) is such that codim(B) = codim(C), where we have written
B = dom(α) and C = im(α). Let X be a basis for B, and let Y and Z be B- and C-bases
for A, respectively. Since α : B → C is an isomorphism, Xα is a basis of C, and it follows from
Lemma 8.7 that X ∪ Y and Xα ∪ Z are bases for A. Since |Y | = codim(B) = codim(C) = |Z|,
we may fix a bijection φ : Y → Z. Since X ∪ Y is a basis of A, we may define β ∈ End(A) to be
the endomorphism extending α↾X ∪ φ : X ∪ Y → Xα ∪ Z. Since α↾X ∪ φ is a bijection between
bases, it follows that β ∈ Aut(A). For any x ∈ X we have xβ = xα, so since B = 〈X〉 it follows
that bβ = bα for all b ∈ B. We then have α = β↾B = idB · β ∈ EA · Aut(A).

Remark 8.62. Theorem 8.61 holds for arbitrary dim(A). When dim(A) < ℵ0, we have

dim(B) = dim(C) ⇒ codim(B) = codim(C) for B,C ≤ A,

so parts (v) and (vi) of Theorem 8.56 follow from Theorem 8.61.

Remark 8.63. Note that EA and Aut(A) respectively consist of all idempotents and units
of the inverse monoid PAut(A). It follows that EA · Aut(A) is the largest factorisable inverse
submonoid of PAut(A). Theorem 8.61(i) is therefore a generalisation of the main result of [14],
which concerns the case that A is a set, and says that the largest factorisable inverse submonoid
of the symmetric inverse monoid IA is

FA =
{
α ∈ IA : |A \ dom(α)| = |A \ im(α)|

}
.

(In this case, an arbitrary subset B ⊆ A is a subalgebra, and codim(B) = |A \B|.)
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Remark 8.64. It is worth considering Proposition 8.54 and Theorems 8.56 and 8.61 in the
special case that A = X is simply a set with no operations. As explained above, we then have
PEnd(A) = PTX , and so on. We then obtain the following strong action pairs in M = PTX :

(i) (EX ,TX),

(ii) (Sing(EX),TX),

(iii) (EX ,Sing(TX)) if |X| < ℵ0,

(iv) (Sing(EX),Sing(TX)) if |X| < ℵ0,

(v) (EX ,GX),

(vi) (Sing(EX),GX).

These action pairs give rise, respectively, to the following product semigroups:

(i) EX · TX = PTX ,

(ii) Sing(EX) · TX = PTX \ TX ,

(iii) EX · Sing(TX) = Sing(PTX) if 1 6= |X| < ℵ0,

(iv) Sing(EX) · Sing(TX) = PTX \ TX if 1 6= |X| < ℵ0,

(v) EX · GX = FX ,

(vi) Sing(EX) · GX = Sing(FX).

The results of the current chapter all have interpretations for these subsemigroups of PTX . We
will not explicitly state these, however, as they are more readily deduced as special cases of the
results of Chapter 9.

8.7 Congruence conditions

The action pairs (E,S) listed in Proposition 8.54 lead to the subsemigroups ES ofM = PEnd(A),
which are characterised in Theorems 8.56 and 8.61. In each case we have ES ∼= (E⋊S)/θ, as in
Proposition 4.46. Section 4.5 gave a number of conditions under which relatively small generating
sets exist for the congruence θ; such conditions also featured in a number of results of Chapter 6
concerning presentations for ES. The purpose of the current section is to identify which of these
conditions hold for the pairs in Proposition 8.54.

Lemma 8.65. Let (E,S) be one of the (strong) action pairs in PEnd(A) listed in Proposi-
tion 8.54, with the exception of (E,S) = (Sing(EA),End(A)) in the case that dim(A) ≥ ℵ0.
Then (E,S) satisfies at least one of the conditions listed in Lemma 4.61.

Proof. The pairs in parts (i), (iii) or (v) of Proposition 8.54 satisfy all the conditions of
Lemma 4.61, since EA is a submonoid of PEnd(A); cf. Remark 4.62.

The other pairs (not including the stated exception) satisfy condition (viii), and hence also (x).
To prove this, we need to show that every element of ES has a right identity from E. So let
α ∈ ES, and put B = im(α). Since we clearly have α = α · idB, it remains to show that B 6= A.
For this, we consider the three cases (as listed in Proposition 8.54) separately.

(ii). Here Theorem 8.56 gives ES = PEnd(A) \ End(A), and dim(A) is finite (because the
infinite case is excluded in the lemma). Since α is therefore not an endomorphism, dom(α) is a
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proper subalgebra of A, and hence dim(dom(α)) < dim(A), as the latter is finite. It follows that
dim(B) = dim(im(α)) ≤ dim(dom(α)) < dim(A), and so B 6= A.

(iv). The proof is essentially the same as for (ii), except that finiteness of dim(A) is built into
the assumption of this case in Proposition 8.54.

(vi). Here we use Theorem 8.61(ii), which tells us that codim(B) ≥ 1, whence B 6= A.

Remark 8.66. When dim(A) ≥ ℵ0, (E,S) = (Sing(EA),End(A)) does not satisfy any of the con-
ditions of Lemma 4.61. Indeed, in this case Theorem 8.56(ii) gives ES = PEnd(A)\End(A), and
if α is any partial endomorphism with dom(α) 6= A = im(α), then no element of E = Sing(EA) is
a right identity for α. This shows that condition (viii) of Lemma 4.61 does not hold, and hence
neither do any of the other conditions. (No such α exists if dim(A) < ℵ0.)

Remark 8.67. In the above proof we showed that condition (viii) of Lemma 4.61 was satisfied
for the cases in which E = Sing(EA), apart from the excluded case; condition (x) therefore holds
as well. On the other hand, condition (vii) is never satisfied (in these cases), apart from trivially
small exceptions. Examining the flow of implications in Lemma 4.61, it follows that none of
(i), (iii)–(vii) or (ix) hold. Condition (ii) is satisfied for (E,S) = (Sing(EA),Sing(End(A)) with
dim(A) < ℵ0, but not for the other two pairs.

It follows from Lemma 8.65 that Lemma 4.65 applies to each of the action pairs listed in
Proposition 8.54, with the exception of (Sing(EA),End(A)) in the case that dim(A) ≥ ℵ0. More
powerful results from Section 4.5—such as Lemmas 4.71, 4.73 and 4.74, and also Theorems 6.28
and 6.44 from Chapter 6—involve pairs (E,S) with E a (commutative) monoid, satisfying various
conditions on joins of the right congruences θe (or Θe) or sub(semi)groups Se, for e ∈ E. The pairs
(E,S) from Proposition 8.54 with E = Sing(EA) are therefore excluded. Thus, the remainder of
Section 8.7 concerns pairs (E,S) where:

• E = EA = {idB : B ≤ A}, and

• S is one of End(A), Sing(End(A)) or Aut(A), where we must additionally assume that
dim(A) < ℵ0 in the second case.

Our main goal here is to determine which of the above-mentioned conditions hold for these pairs.

Recall that for B ≤ A, we have the right congruence θidB on S, defined by

θidB =
{
(α, β) ∈ S × S : idB · α = idB · β

}
=

{
(α, β) ∈ S × S : α↾B = β↾B

}
. (8.68)

(Since this depends on S, we will be careful to specify which of the above choices of S statements
apply to.) To simplify notation, we write θB for θidB . It is clear that (for any S)

B ⊆ C ⇒ θB ⊇ θC for all B,C ≤ A. (8.69)

It is also worth noting that α↾B = β↾B (i.e., (α, β) ∈ θB) if and only if α and β agree on a basis
of B.

The next two results apply to strong independence algebras (cf. Definition 8.10). The first
shows that Lemma 4.71(ii) applies to the pair (EA,End(A)) for strong A:

Proposition 8.70. If S = End(A) for a strong independence algebra A, then θB ∨ θC = θB∩C

for all B,C ≤ A.

Proof. By (8.69), we have θB , θC ⊆ θB∩C , and hence θB ∨ θC ⊆ θB∩C . Thus, it remains to show
that θB∩C ⊆ θB ∨ θC . To do so, fix some (α, β) ∈ θB∩C , meaning that

α, β ∈ End(A) and α↾B∩C = β↾B∩C .
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Fix a basis X for B∩C, and extend this to bases X⊔Y and X⊔Z for B and C, respectively. By
Lemma 8.12, X ⊔Y ⊔Z is independent, so there exists an endomorphism γ ∈ End(A) extending
the map

X ⊔ Y ⊔ Z → A :





x 7→ xα = xβ for x ∈ X,

y 7→ yα for y ∈ Y ,

z 7→ zβ for z ∈ Z.

Since γ agrees with α on the basis X ⊔ Y of B we have (α, γ) ∈ θB . Similarly, (γ, β) ∈ θC , so it
follows that (α, β) ∈ θB ∨ θC , as required.

The situation for the pair (EA,Sing(End(A))) is almost the same as for (EA,End(A)), with
one exception (when dim(A) = 2 and A has no constants). The next result concerns the right
congruences ΘB = ΘidB on Sing(End(A)) ∪ {idA}, defined in (6.35). It is again clear that
B ⊆ C ⇒ ΘB ⊇ ΘC for all B,C ≤ A; cf. (8.69).

Proposition 8.71. If S = Sing(End(A)) for a finite-dimensional strong independence algebra A,
and if [dim(A) 6= 2 or A has constants], then ΘB ∨ΘC = ΘB∩C for all B,C ≤ A.

Proof. Again we must show that ΘB∩C ⊆ ΘB ∨ΘC . This is clear if B and C are comparable in
the inclusion order, so suppose instead that B and C are incomparable, and let (α, β) ∈ ΘB∩C .
Fix a basis X for B ∩ C, and extend this to bases X ⊔ Y and X ⊔ Z for B and C, respectively.
So again X ⊔ Y ⊔ Z is independent. While it is possible for X to be empty, both Y and Z are
non-empty (by incomparability). We now consider separate cases. In each one, we define three
singular endomorphisms γ1, γ2, γ3 ∈ Sing(End(A)) such that

α ΘB γ1 ΘC γ2 ΘB γ3 ΘC β, (8.72)

which leads to (α, β) ∈ ΘB ∨ ΘC . The verification that γ1, γ2, γ3 are indeed singular, and
that (8.72) holds, is left to the reader.

Case 1. If X 6= ∅, then we fix some x0 ∈ X, and we let γ1, γ2, γ3 be any endomorphisms such
that for x ∈ X, y ∈ Y and z ∈ Z,

xγ1 = xα = xβ, xγ2 = xα = xβ, xγ3 = xα = xβ,

yγ1 = yα, yγ2 = x0α, yγ3 = x0α,

zγ1 = x0α, zγ2 = x0α, zγ3 = zβ.

Case 2. If X = ∅ and A has a constant c, then we let γ1, γ2, γ3 be any endomorphisms such
that for y ∈ Y and z ∈ Z,

yγ1 = yα, yγ2 = c, yγ3 = c,

zγ1 = c, zγ2 = c, zγ3 = zβ.

Case 3. Finally, suppose X = ∅ and A has no constants. By the assumption in the statement of
the lemma, we have dim(A) 6= 2, and so since dim(A) ≥ |Y |+ |Z| ≥ 2, we must have dim(A) ≥ 3.
By symmetry we may assume that |Y | ≥ |Z|, and we fix some y0 ∈ Y . We also extend Y ⊔ Z
to a basis Y ⊔ Z ⊔ W for A, noting that W could be empty. We then let γ1, γ2, γ3 be any
endomorphisms such that for y ∈ Y , z ∈ Z and w ∈W ,

yγ1 = yα, yγ2 = y0α, yγ3 = y0α,

zγ1 = y0α, zγ2 = y0α, zγ3 = zβ,

wγ1 = y0α, wγ2 = y0α, wγ3 = y0α.

(Singularity of γ1 and γ2 is clear, and also of γ3 whenW 6= ∅. IfW = ∅, then 3 ≤ dim(A) = |Y |+ |Z|
and |Y | ≥ |Z| force |Y | ≥ 2, and singularity of γ3 quickly follows.)
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Proposition 8.71 excluded the case in which dim(A) = 2 and A has no constants. We will
soon show, in Proposition 8.74, that a weaker (but equally powerful) condition holds in this case;
cf. Remark 8.75. We begin with a lemma.

Lemma 8.73. Suppose A is a two-dimensional independence algebra with no constants. Then
for any α ∈ Sing(End(A)) ∪ {idA} we have (α, idA) ∈ ΘB ∨ΘC for some B,C ∈ Max(A).

Proof. Only the case α 6= idA needs proof. Fix a basis {x, y} for A, and write u = xα and
v = yα. Since α is singular, and since A has no constants, we have rank(α) = 1, and it quickly
follows that im(α) = 〈u〉 = 〈v〉. Let B1 = 〈x〉, B2 = 〈y〉 and C = 〈u〉 = 〈v〉; each is maximal,
by Proposition 8.22. Since C 6= A = 〈x, y〉, we may assume by symmetry that x 6∈ C = 〈u〉. It
follows from Lemma 8.2 that {x, u} is independent, and hence a basis for A. In this case we define
β ∈ Sing(End(A)) with xβ = uβ = u. Then α ΘB1 β ΘC idA, so that (α, idA) ∈ θB1 ∨ θC .

Proposition 8.74. If S = Sing(End(A)) for a two-dimensional independence algebra A with no
constants, then for any B < A we have

ΘB =
∨

C∈Max(A),
B⊆C

ΘC .

Proof. Fix B < A, and write Σ = {C ∈ Max(A) : B ⊆ C}. By the assumptions on A, either
B = ∅(= C(A)) or else B ∈ Max(A). In the latter case we have Σ = {B}, and the result is trivial.
So now we assume that B = ∅, and here we have Σ = Max(A). Since ΘB = Θ∅ = ∇S1 , we must
show that

∨
C∈Max(A)ΘC = ∇S1 . For this it suffices to show that any α ∈ S = Sing(End(A)) is

σ-related to idA, where σ =
∨

C∈Max(A)ΘC , and this follows immediately from Lemma 8.73.

Remark 8.75. Proposition 8.71 feeds into Theorem 6.44(ii), and shows that (in the nota-
tion of Theorems 6.36 and 6.44) relations R2 may be replaced by R′′

2 for the pair (U,S) =
(EA,Sing(End(A))). Note that R′′

2 is defined with respect to a fixed generating set V = XUφU for
U = EA, coming from a presentation U ∼= Mon〈XU : RU 〉. When A is finite-dimensional, Proposi-
tion 8.22 (cf. Theorem 8.40) tells us that the most obvious generating set V for U = EA ∼= (Sub(A),∩)
is

V =
{
idB : B ∈ Max(A)

}
.

Proposition 8.71 excluded the case in which A is two-dimensional and has no constants. However,
Proposition 8.74 shows that Theorem 6.44(i) applies in this case with respect to the same set
V = {idB : B ∈ Max(A)}, so that relations R2 may be replaced by R′

2 in the notation of that
theorem. It follows that in fact R′

2 = R′′
2 in this case.

Remark 8.76. Even though Proposition 8.71 excluded the case in which dim(A) = 2 and A
has no constants, the conclusion of the proposition may still hold in this case. For example,
suppose A = {1, 2} with no operations, so that S = Sing(End(A)) = Sing(T2) = {α, β}, where
α = ( 1 2

1 1 ) and β = ( 1 2
2 2 ). Recall that Proposition 8.71 only needs proof when B and C are

incomparable, and up to symmetry this is only the case when B = {1} and C = {2}. But here
we have α ΘB idA and β ΘC idA, and it quickly follows that ΘB ∨ΘC = ∇S1 = Θ∅ = ΘB∩C .

Keeping Remark 8.75 in mind, in order to give presentations for PEnd(A) and Sing(PEnd(A)),
we will need to have generating sets for the right congruences θB and ΘB for B ∈ Max(A). It
turns out that these are extremely simple:

Lemma 8.77. Let A be an independence algebra with dim(A) ≥ 1, and additionally assume
that dim(A) ≥ 2 if A has no constants. Then for any B ∈ Max(A), the right congruence θB on
End(A) is generated by the pair (α, idA) for any idempotent α ∈ End(A) with im(α) = B.
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Proof. Throughout the proof we write σ for the right congruence on End(A) generated by (α, idA).

Since α maps im(α) = B identically (as it is an idempotent), we have idB ·α = idB = idB ·idA.
This shows that (α, idA) ∈ θB, and so σ ⊆ θB.

For the reverse inclusion, fix some (β, γ) ∈ θB. For any x ∈ A we have xα ∈ B (as im(α) = B),
so since β↾B = γ↾B it follows that x(αβ) = (xα)β = (xα)γ = x(αγ), so that αβ = αγ. But also,
since idA σ α, and since σ is a right congruence, we have β = idA ·β σ αβ = αγ σ idA ·γ = γ.

The next result has essentially the same proof:

Lemma 8.78. Let A be an independence algebra with dim(A) ≥ 1, and additionally assume
that dim(A) ≥ 2 if A has no constants. Then for any B ∈ Max(A), the right congruence ΘB

on Sing(End(A)) ∪ {idA} is generated by the pair (α, idA) for any idempotent α ∈ End(A) with
im(α) = B.

Remark 8.79. Lemmas 8.77 and 8.78 excluded the case in which dim(A) = 1 and A has
no constants. But in this case PEnd(A) = Aut(A) ∪ {∅} and Sing(PEnd(A)) = {∅}, as in
Remark 8.20(vii). So it is trivial to derive a presentation for PEnd(A) from a presentation for
Aut(A), and of course a presentation for Sing(PEnd(A)) is trivial.

We now move on to the pair (EA,Aut(A)), and here we do not need to assume A is strong.
Since Aut(A) is a group, Lemma 4.73 applies, and shows that a generating set for the congruence θ
may be constructed using (generating sets for) the subgroups

SidB = {α ∈ Aut(A) : idB = idB · α} = {α ∈ Aut(A) : α↾B = idB} for B ≤ A. (8.80)

For simplicity again, we will abbreviate SidB to SB . Note that we have the alternative formulation
in terms of fix sets:

SB =
{
α ∈ Aut(A) : B ⊆ Fix(α)

}
for B ≤ A.

Lemma 4.74 gives conditions on these subgroups under which the generating set for θ from
Lemma 4.73 can be reduced further. The simpler of the two conditions is in Lemma 4.74(ii), and
says (in this case) that SB ∨ SC = SB∩C for all B,C ≤ A. Unfortunately, this does not hold in
general, even in the simple case that A is a set of size ≥ 2 (with no operations), where Aut(A) is
the symmetric group GA. For example, if A = B ⊔C, with B and C both non-empty, then each
element of SB and SC fixes B and C setwise; so too therefore does each element of SB ∨ SC .
However, SB∩C = S∅ is all of GA. Despite this, we will now show that the weaker assumption of
Lemma 4.74(i) does hold for the pair (EA,Aut(A)) when dim(A) = n < ℵ0, with respect to the
set

V = {idB : B ≤ A, n− 2 ≤ dim(B) ≤ n− 1}.

Proposition 8.81. Let A be an independence algebra with dim(A) = n < ℵ0, and let

Q = {B ≤ A : n− 2 ≤ dim(B) ≤ n− 1}.

Then for any B < A we have

SB =
∨

C∈Q,
B⊆C

SC .

Proof. As explained in Remark 4.75, we only need to demonstrate the forwards inclusion. So
let α ∈ SB, and fix a factorisation α = β1 · · · βk, for β1, . . . , βk ∈ Γ1 ∪ Γ2, as in Theorem 8.47.
Also write Ci = Fix(βi) ∈ Q for each i, so that each Ci ⊇ Fix(α) ⊇ B. But then

α = β1 · · · βk ∈ SC1 ∨ · · · ∨ SCk
⊆

∨

C∈Q,
B⊆C

SC .
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Remark 8.82. As in Theorem 8.50, the set Q in Proposition 8.81 can be replaced by

{B ≤ A : dim(B) = n− 2} or {B ≤ A : dim(B) = n− 1},

as appropriate, if the various conditions of Propositions 8.26 and 8.27, or Lemma 8.34 hold.

8.8 Presentations

We conclude Chapter 8 by discussing presentations for the semigroups

T1 = PEnd(A), T2 = Sing(PEnd(A)) and T3 = PAut(A),

where A is a finite-dimensional strong independence algebra. As we have seen, each arises as a
product Ti = ESi, where E = EA and

S1 = End(A), S2 = Sing(End(A)) and S3 = Aut(A).

We have already noted that presentations are not known for the Si in general. However, it is
possible to describe presentations for each Ti modulo a presentation for the corresponding Si.

For example, suppose S = End(A) has presentation Mon〈XS : RS〉 via φS : X∗
S → End(A).

We know from Theorem 8.40 that E = EA(∼= Sub(A) = Subf(A)) has presentation Mon〈XE : RE〉
via φE : X∗

E → E : xB 7→ idB . It then follows from Theorem 6.5 that ES = PEnd(A) has
presentation

Mon〈XE ∪XS : RE ∪RS ∪R1 ∪RΩ〉,

where the additional sets of relations R1 and RΩ are as follows. For the former (and making the
respective notational substitutions z and xB for the letters x ∈ XS and y ∈ XE(= XU ) in the
original definition of R1 in (6.3)), we have

R1 =
{
(zxB ,

zxB · z) : z ∈ XS , B ∈ Max(A)
}
,

where zxB is some word over XE mapping to zφS idB = idB(zφS)−1 . As explained in Remark 6.6
(see (6.9), by Proposition 8.70 and Lemma 8.77 (and excluding trivial small cases), we can take

RΩ =
{
(xB, xBNS(αB)) : B ∈ Max(A)

}
,

where for each B ∈ Max(A), αB ∈ End(A) is some fixed idempotent with image B, and where
NS : End(A) → X∗

S is a normal form function.

The situation for S = Sing(End(A)) is very similar. We first note that (E,S) satisfies
Assumption 6.33, with E commutative. We may therefore apply Theorem 6.44, Propositions 8.71
and 8.74, and Remark 8.75. The latter explains whether to use part (i) or (ii) of Theorem 6.44,
but in either case the resulting presentation for Sing(PEnd(A)) has the form

Sgp〈XE ∪XS : RE ∪RS ∪R1 ∪R
′′
2〉,

where this time Sgp〈XS : RS〉 is a presentation for S = Sing(End(A)). The sets R1 and R′′
2

here have the same form as R1 and RΩ above (for S = End(A)). Note that zxB ∈ X∗
E might be

empty, but NS(αB) ∈ X+
S is always non-empty.

In the case that S = Aut(A), Theorem 6.5 and Remark 6.6 apply, drawing from Lemma 4.74(i)
and Proposition 8.81. These yield the presentation

Mon〈XE ∪XS : RE ∪RS ∪R1 ∪RΩ〉,

where R1 is yet again as above, and

RΩ =
{
(xB , xB ·NS(α)) : B ∈ Max(A), α ∈ ΓB

}

∪
{
(xBxC , xBxC ·NS(α)) : B,C ∈ Max(A), B 6= C, α ∈ ΓB∩C

}
, (8.83)

where each ΓB is a generating set for SB = SidB . Such generating sets can be deduced from
Theorems 8.47 and 8.50. As in Remark 8.82, we only need one of the two sets in the union (8.83)
if any of the conditions of Theorem 8.50 hold.
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9 Wreath products and free acts

This final chapter concerns a number of (transformational) wreath products M ≀ S, where M is
an arbitrary monoid, and S is a subsemigroup of some partial transformation semigroup PTX .
The standard way to define the wreath product M ≀ TX is as a semidirect product MX ⋊ TX ,
where MX is the direct product of |X| copies of M , and where TX acts on the coordinates of
tuples from MX ; the full definitions are given below. (This distinguishes the transformational
wreath products from the unrestricted wreath products considered implicitly in Section 5.4. The
unrestricted wreath product of M with TX is the semidirect product MTX ⋊ TX .)

There are (at least) two standard ways to generalise this construction of M ≀ TX in order to
define M ≀PTX : either as a suitable subsemigroup or quotient of a semidirect product MX

0 ⋊PTX ,
where M0 is M with a zero adjoined. These definitions are of course interchangeable, but
among other things we will see in this chapter that action pairs provide a natural mechanism
for passing between the two viewpoints. When M is a group, M ≀ PTX is isomorphic to the
partial endomorphism monoid of a free M -act of rank |X|. Since free group-acts are (strong)
independence algebras, it follows that the results of this chapter and those of Chapter 8 have
a common specialisation. We will sometimes be able to use results from Chapter 8 to assist in
proofs in the current chapter.

We begin in Section 9.1 with definitions and basic results, including that M ≀ PTX is a left
restriction monoid, and we comment on the above connection with free group-acts. The rest
of Chapter 9 then proceeds in two largely parallel strands. In Sections 9.2 and 9.5 we identify
two families of action pairs in M ≀ PTX , leading to natural subsemigroups such as M ≀ TX ,
M ≀ IX , M ≀ (PTX \ TX), M ≀ Sing(PTX) for finite X, and so on. Sections 9.3 and 9.6 explore
‘congruence conditions’ that feed into general results from Chapters 4 and 6. In Sections 9.4
and 9.7 we apply these general results to obtain presentations for several of our wreath products;
see Theorems 9.33, 9.59, 9.68, 9.69 and 9.70. Taking M = {1}, these theorems reduce to well-
known presentations for various (partial) transformation semigroups [1,25,27,28,32,73,92,100].

Throughout this chapter we will again often identify one-element subsets of X with their
unique elements, and so use abbreviations such as X \ x ≡ X \ {x}.

9.1 Preliminaries

Let M be a monoid with identity 1, and X an arbitrary set. Let M0 = M ⊔ {0}, where 0 is a
symbol not belonging to M , acting as an adjoined zero element, even if M already had a zero
element.

We write MX
0 for the set of all X-tuples a = (ax)x∈X over M0; we usually abbreviate such a

tuple to a = (ax). As usual, MX
0 is a monoid under the componentwise product. The identity

of MX
0 is 1 = (1)x∈X , the X-tuple with all entries equal to 1. Before we define our wreath

products, we fix some basic notation.

The support of a = (ax) ∈ MX
0 is the set supp(a) = {x ∈ X : ax 6= 0}. It is worth noting

that
supp(ab) = supp(a) ∩ supp(b) for all a,b ∈MX

0 . (9.1)

For B ⊆ X, we write 1B ∈MX
0 for the indicator function of B, defined by

1B = (bx) where bx =

{
1 if x ∈ B,

0 if x ∈ X \B.
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For a = (ax) ∈ MX
0 , and for B ⊆ X, we write a↾B ∈ MX

0 for the restriction of a to B, defined
by

a↾B = a · 1B = 1B · a = (bx) where bx =

{
ax if x ∈ B,

0 if x ∈ X \B.

Note that supp(a↾B) = supp(a) ∩B.
The partial transformation monoid PTX has a left action on MX

0 by semigroup morphisms,
defined for α ∈ PTX and a = (ax) ∈MX

0 by

αa = (bx) where bx =

{
axα if x ∈ dom(α),

0 otherwise.
(9.2)

It is worth noting that there are two ways for bx to equal 0 in (9.2); either x 6∈ dom(α) or else
x ∈ dom(α) and axα = 0. This means that

supp(αa) = supp(a)α−1 =
{
x ∈ dom(α) : xα ∈ supp(a)

}
for all a ∈MX

0 and α ∈ PTX .
(9.3)

The action from (9.2) has a natural diagrammatic interpretation, as shown in Figure 2 with
X = {1, . . . , 6} and α =

(
1 2 3 4 5 6
2 − 3 2 6 6

)
.

α

a1 a2 a3 a4 a5 a6a

α

a2 a3 a2 a6 a60 αa

Figure 2. The action of α ∈ PTX on a ∈MX
0 from (9.2), with X = {1, . . . , 6}.

It is clear that the action in (9.2) is monoidal: i.e., that idXa = a for all a ∈ MX
0 . It is not,

however, by monoid morphisms, as for any α ∈ PTX , we have α1 = 1dom(α). It follows from this
that

α1 = 1 ⇔ α ∈ TX . (9.4)

For any subsemigroup S ≤ PTX , the action in (9.2) leads as usual to the semidirect product

MX
0 ⋊ S =

{
(a, α) : a ∈MX

0 , α ∈ S
}

with operation (a, α) · (b, β) = (a · αb, αβ).

If S is a submonoid of PTX , then (1, idX) is a left identity for MX
0 ⋊S, as the action is monoidal,

but it is only a right identity when the action of S on MX
0 is by monoid morphisms; by (9.4), this

is equivalent to having S ⊆ TX . This all follows from Lemma 3.11, or by examining products of
the form

(a, α) · (1, idX) = (a · α1, α) = (a · 1dom(α), α) = (a↾dom(α), α). (9.5)

In any case, when S is a submonoid of PTX , the local monoid of MX
0 ⋊ S with identity (1, idX)

is (1, idX) · (MX
0 ⋊ S) · (1, idX) = (MX

0 ⋊ S) · (1, idX). Using (9.5) it is easy to see that this is

(MX
0 ⋊ S) · (1, idX) =

{
(a, α) ∈MX

0 ⋊ S : supp(a) ⊆ dom(α)
}
. (9.6)

This leads us naturally to the following:
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Definition 9.7. For any set X, any subsemigroup S of PTX , and any monoid M , the (trans-
formational) wreath product M ≀ S is the set

M ≀ S =
{
(a, α) ∈MX

0 ⋊ S : supp(a) = dom(α)
}
.

It is routine to check that M ≀S is a subsemigroup of MX
0 ⋊S. Indeed, given (a, α), (b, β) ∈M ≀S,

we have (a, α) · (b, β) = (a · αb, αβ), and (9.1) and (9.3) give

supp(a · αb) = supp(a) ∩ supp(b)α−1 = dom(α) ∩ dom(β)α−1 = dom(αβ).

Wreath products of this kind (and similar) have been studied by numerous authors. See for
example [11,15,18,69–72,79,85,109]. The introduction to [70] discusses some of the early history
of the idea, going back to the work of Specht [110].

Remark 9.8. If S ⊆ TX , then every element (a, α) ∈ M ≀ S satisfies supp(a) = dom(α) = X:
i.e., a ∈MX . In this case, we have M ≀ S =MX ⋊ S.

Given (9.5), it is clear that M ≀ S is a monoid whenever S is a submonoid of PTX .

The elements of M ≀ PTX , and their products, have a natural diagrammatic representa-
tion, which will be useful in all the calculations to follow. Figure 3 gives an example with
X = {1, . . . , 6}, and

α =
(
1 2 3 4 5 6
2 − 3 2 6 6

)
and β =

(
1 2 3 4 5 6
1 1 − 4 − 4

)
.

When drawing an element (a, α) of M ≀ PTX , we omit the label ax of upper vertex x if this label
is 0. We will also often omit the label if it is 1. One can tell whether an omitted label is 0 or 1
by the non/existence of an edge at that vertex. See Figures 4–10.

a1 a3 a4 a5 a6

b1 b2 b4 b6

a1b2 a4b2 a5b6 a6b6

Figure 3. Elements of M ≀ PTX (left) and their product (right), with X = {1, . . . , 6}.

An important special case arises when M is a group, when wreath products can be viewed
as (partial) endomorphism monoids.

Example 9.9. For an arbitrary monoid M , the class of M -acts forms a variety. Consequently,
free M -acts exist, and a number of equivalent characterisations exist; see for example [69].
Roughly speaking, the free M -act of rank ρ can be thought of as ρ disjoint copies of M , with the
action coinciding with multiplication in M . More formally, given a set X, the free (left) M -act
over X is the algebra FX(M) with:

• underlying set M ×X, and

• a unary operation fa for each a ∈M , defined by fa(b, x) = (ab, x).
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It is known [117] that FX(M) is an independence algebra (of dimension |X|) if and only if M is
a group. In this case, we have

PEnd(FX (M)) ∼=M ≀ PTX , PAut(FX(M)) ∼=M ≀ IX ,

End(FX (M)) ∼=M ≀ TX , Aut(FX(M)) ∼=M ≀ GX .

For example, the isomorphism PAut(FX(M)) ∼=M ≀ IX (with X finite) was demonstrated in [11,
Theorem 2.2], and the argument there works virtually unchanged for the others (for any X).
Thus, the group case of any result proved in this chapter can also be viewed as a special case of
a result from Chapter 8 (when A is a free group-act).

When M is not a group, we do not have the above isomorphisms. Indeed, the proof in the
group case relies on the fact that the subalgebras of FX(M) are all of the form FY (M) =M ×Y
for some Y ⊆ X, but this is no longer true when M is not a group. For example, I × X is a
subalgebra of FX(M) for any left ideal I ⊆M . More generally, one can show that the subalgebras
of FX(M) are precisely the subsets of the form

⋃
y∈Y (Iy × {y}), where Y is an arbitrary subset

of X, and where each Iy (y ∈ Y ) is a left ideal of M . (When M is a group, each Iy = M ,
as groups have no proper non-empty left ideals, and then the subalgebra in question is just
M × Y = FY (M).)

Returning now to the more general discussion of wreath products, we fix a monoid M , a
set X, and a subsemigroup S ≤ PTX . It is important to note that M ≀S contains a natural copy
of S, namely:

S ≡
{
(1dom(α), α) : α ∈ S

}
.

In this way, M ≀ PTX contains the semilattice

EX = {idB : B ⊆ X} ≡
{
(1B , idB) : B ⊆ X

}

of partial identities. As in Chapter 8, we also write Sing(EX) = EX \ {idX}.

It is easy to see that for all (a, α) ∈M ≀ PTX and B ⊆ X, we have

idB · (a, α) = (a↾B , α↾B) and (a, α) · idB = idBα−1 · (a, α). (9.10)

Figures 4 and 5 illustrate these identities, with X = {1, . . . , 6}, B = {1, 2, 4, 5}, and α =(
1 2 3 4 5 6
2 − 3 2 6 6

)
.

a1 a3 a4 a5 a6

a1 a4 a5

Figure 4. An example of idB · (a, α) = (a↾B , α↾B) in M ≀ PTX , with X = {1, . . . , 6}.

The next result is crucial in all that follows. As far as we are aware, it has not been stated
explicitly in the literature. Of course it follows from Proposition 8.16 in the special case that M
is a group, when M ≀ PTX ∼= PEnd(FX(M)) is the partial endomorphism monoid of the (inde-
pendence) algebra FX(M).
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a1 a3 a4 a5 a6

a1 a3 a4 a5 a6

a1 a4

Figure 5. An example of (a, α) · idB = idBα−1 · (a, α) in M ≀ PTX , with X = {1, . . . , 6}.

Proposition 9.11. For any set X and monoid M , the wreath product M ≀PTX is a left restriction
monoid under the unary operation (a, α)+ = α+ = iddom(α) ≡ (1dom(α), iddom(α)).

Proof. The identities (L1) and (L2) are clear. For (L3) and (L4), we use (9.10). We just give
the details for (L4), as (L3) is easier. So consider elements x = (a, α) and y = (b, β) from
M ≀ PTX , and write B = dom(β). Then

xy+ = (a, α) · idB and (xy)+x = idD · (a, α) where D = dom(αβ) = Bα−1,

so xy+ = (xy)+x follows from the second identity in (9.10).

In the notation of Section 4.3, we have

P (M ≀ PTX) =
{
(a, α)+ : (a, α) ∈M ≀ PTX

}
= EX (9.12)

and T (M ≀ PTX) =
{
(a, α) ∈M ≀ PTX : (a, α)+ = idX

}
=M ≀ TX . (9.13)

Next we note that we may also identify MX
0 with a submonoid of M ≀ PTX :

MX
0 ≡

{
(a, idsupp(a)) : a ∈MX

0

}
.

For a ∈MX
0 and α ∈ PTX , we have

a · α = (a↾B , α↾C) where B = dom(α) and C = supp(a)

= (a↾D, α↾D) where D = dom(α) ∩ supp(a). (9.14)

This is illustrated in Figure 6, with X = {1, . . . , 6}, C = {1, 2, 4, 5} and α =
(
1 2 3 4 5 6
2 − 3 2 6 6

)
. In

particular, if (a, α) ∈M ≀PTX , then supp(a) = dom(α), and so (a, α) = a ·α. It is also important
to note that

α · a = αa · α for all a ∈MX
0 and α ∈ PTX . (9.15)
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Indeed, this can be verified by directly showing that both sides evaluate to ((αa)↾dom(α), α↾supp(αa)),
keeping in mind the identifications α ≡ (1dom(α), α), etc. It is also easy to see diagrammatically;
cf. Figure 2.

a1 a2 a4 a5

a1 a4 a5

Figure 6. An example of a · α = (a↾dom(α), α↾supp(a)) in M ≀ PTX , with X = {1, . . . , 6}.

The remainder of this chapter will be split into two largely parallel strands, each dealing with
one family of action pairs:

• Sections 9.2–9.4 concern pairs of the form (E,S), where E = EX or Sing(EX), and where
S ≤M ≀ TX .

• Sections 9.5–9.7 concern pairs of the form (U,S), where U = MX
0 or MX , and where

S ≤ PTX .

The pairs of the first type are all strong, as are some (but not all) of the second type. No pair of
the first type is proper (apart from trivially small exceptions), but some of the second type are
proper.

9.2 Action pairs and subsemigroups I

Here is the first family of action pairs in M ≀ PTX :

Proposition 9.16. For any set X and monoid M , the following are all strong action pairs
in M ≀ PTX :

(i) (EX ,M ≀ TX),

(ii) (Sing(EX),M ≀ TX),

(iii) (EX ,M ≀ Sing(TX)) if |X| < ℵ0,

(iv) (Sing(EX),M ≀ Sing(TX)) if |X| < ℵ0,

(v) (EX ,M ≀ GX),

(vi) (Sing(EX),M ≀ GX).

Proof. This follows from Propositions 4.44 and 9.11, together with (9.12) and (9.13).

The next result characterises the semigroups ES arising from the pairs (E,S) in Proposi-
tion 9.16. Again, parts (iii) and (iv) do not assume that X is finite, even though Sing(TX) =
TX\GX and Sing(PTX) = PTX\GX are not semigroups for infinite X; in these cases, M ≀Sing(TX)
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simply refers to the relevant subset of M ≀ TX , and similarly for M ≀ Sing(PTX). (The |X| = 1
cases are excluded in these parts because the left-hand sets are empty, and the right-hand sets
contain the empty map.) For parts (v) and (vi), we again write

FX =
{
α ∈ IX : |X \ dom(α)| = |X \ im(α)|

}
.

As discussed in Remark 8.63, FX is the largest factorisable inverse submonoid of IX [14]. Note
that Sing(FX) = FX \ GX is always an (almost-factorisable inverse) subsemigroup of FX , even
when X is infinite; cf. Example 4.27.

Proposition 9.17. For any set X and monoid M , we have:

(i) EX · (M ≀ TX) =M ≀ PTX ,

(ii) Sing(EX) · (M ≀ TX) =M ≀ (PTX \ TX),

(iii) EX · (M ≀ Sing(TX)) =M ≀ Sing(PTX) if |X| 6= 1,

(iv) Sing(EX) · (M ≀ Sing(TX)) =M ≀ (PTX \ TX) if |X| 6= 1,

(v) EX · (M ≀ GX) =M ≀ FX ⊆M ≀ IX, with equality if and only if |X| < ℵ0,

(vi) Sing(EX) · (M ≀ GX) =M ≀ Sing(FX ) ⊆M ≀ Sing(IX), with equality if and only if |X| < ℵ0.

Proof. The proof is straightforward, and in each case we can use the relevant part of Theo-
rems 8.56 and 8.61, applied to PEnd(A) = PTX , where A = X is viewed as an independence
algebra with no operations.

For example, in (iii), the main work is in showing the backwards inclusion. For this, consider
some (a, α) from M ≀ Sing(PTX), where |X| 6= 1. By Theorem 8.56(iii) we have α = idB · β for
some β ∈ Sing(TX), where B = dom(α). And then for any b ∈ MX with a = b↾B , we have
(a, α) = idB · (b, β), with (b, β) ∈M ≀ Sing(TX).

Remark 9.18. As in Remark 8.59, and again excluding trivially small exceptions, none of the
action pairs (E,S) listed in Proposition 9.16 are proper. Hence (cf. Proposition 5.29), none of
the left restriction semigroups ES in Proposition 9.17 are proper. But by Theorem 5.39 each ES
is covered by the proper left restriction semigroup

{
(idB, (a, α)) ∈ E ⋊ S : idB = idB · (a, α)+

}
=

{
(idB , (a, α)) ∈ E ⋊ S : B ⊆ dom(α)

}
.

9.3 Congruence conditions I

In Section 9.4 we will use the results of Chapter 6 to give presentations for the semigroups
arising from (some of) the pairs from Proposition 9.16. We first examine which of the simplifying
conditions on the right congruences hold for these pairs.

Lemma 9.19. Let (E,S) be one of the (strong) action pairs in M ≀PTX listed in Proposition 9.16,
with the exception of (E,S) = (Sing(EX),M ≀TX) in the case that |X| ≥ ℵ0. Then (E,S) satisfies
at least one of the conditions listed in Lemma 4.61.

Proof. This is proved in similar fashion to Lemma 8.65. Again, the cases in which E = EX are
clear, and for those involving E = Sing(EX) it reduces to checking (using Proposition 9.17) that
any element (a, α) of the semigroup ES satisfies im(α) 6= X.
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As in Section 8.7, we now restrict our attention to the pairs (E,S) from Proposition 9.16 in
which

• E = EX , and

• S is one of M ≀ TX , M ≀ Sing(TX) or M ≀ GX , where we must additionally assume that
|X| < ℵ0 in the second case.

We are particularly concerned with determining which of the stronger congruence conditions
considered in Section 4.5 and Chapter 6 are satisfied by these pairs. Recall that these conditions
were stated in terms of the right congruences on S or S1 defined, for each B ⊆ X, by

θidB =
{
((a, α), (b, β)) ∈ S × S : idB · (a, α) = idB · (b, β)

}

=
{
((a, α), (b, β)) ∈ S × S : a↾B = b↾B , α↾B = β↾B

}

for S =M ≀ TX and S =M ≀ GX , and

ΘidB =
{
((a, α), (b, β)) ∈ S1 × S1 : idB · (a, α) = idB · (b, β)

}

=
{
((a, α), (b, β)) ∈ S1 × S1 : a↾B = b↾B , α↾B = β↾B

}

for S =M ≀Sing(TX), where S1 = (M ≀Sing(TX))∪{idX}. Again we will abbreviate these to θB
and ΘB. Note that we do not use the sub(semi)groups SB in the case of S =M ≀ GX , since this
is not a group in general, even though GX is.

Lemma 9.20. If S =M ≀ TX for any X, then θB ∨ θC = θB∩C for any B,C ⊆ X.

Proof. This follows quickly from Proposition 8.70. We need to show that any pair ((a, α), (b, β))
from θB∩C belongs to θB ∨ θC , so fix some such pair. Since α↾B∩C = β↾B∩C , the pair (α, β)
belongs to the ‘θB∩C relation of TX ’. So we let γ ∈ TX be as in the proof of Proposition 8.70, so
that γ↾B = α↾B and γ↾C = β↾C . Since a↾B∩C = b↾B∩C , we may also define

c = (cx) where cx =





ax if x ∈ B,

bx if x ∈ C,

1 otherwise,

(9.21)

and then (a, α) θB (c, γ) θC (b, β).

Lemma 9.22. If S =M ≀ Sing(TX) for |X| < ℵ0, then ΘB ∨ΘC = ΘB∩C for any B,C ⊆ X.

Proof. This is similar to the proof of Lemma 9.20, with a little care taken for the |X| = 2 case
(cf. Proposition 8.71 and Remark 8.76).

Beginning with the case |X| 6= 2, we fix some ((a, α), (b, β)) from ΘB∩C , aiming to show it
belongs to ΘB ∨ ΘC . We let γ1, γ2, γ3 be as in the proof of Proposition 8.71 (Case 1 or 3), and
take c as in (9.21), and we have (a, α) ΘB (c, γ1) ΘC (c, γ2) ΘB (c, γ3) ΘC (b, β).

For the |X| = 2 case, we assume without loss of generality that X = {1, 2}. We need only
show that ΘB ∨ ΘC = ΘB∩C when B and C are incomparable, and by symmetry the only case
to consider is B = {1} and C = {2}. Since B ∩ C = ∅ and Θ∅ is the universal relation, we
must show that every element of M ≀ Sing(TX) is (ΘB ∨ ΘC)-related to idX . So fix some such
(a, α) ∈ M ≀ Sing(TX). By symmetry, we may assume that α = ( 1 2

1 1 ). Write a = (a1, a2), and
set b = (1, a2). Then (a, α) ΘC (b, α) ΘB idX .

Lemmas 9.20 and 9.22 allow us to simplify presentations for M ≀ PTX and M ≀ Sing(PTX)
arising from Theorems 6.5 and 6.36; see Remark 6.6 and Theorem 6.44(ii). To utilise these results,
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we need generators for the right congruences θB and ΘB in the case that |X \ B| = 1, and for
these we first recall the definition of certain idempotents from TX . Given distinct x, y ∈ X, we
denote by εxy ∈ TX the unique idempotent with image X \ y and mapping y 7→ x. That is,

zεxy =

{
z if z ∈ X \ y,

x if z = y.
(9.23)

See Figure 7 for ε24 and ε42, with X = {1, . . . , 6}, but ignore the vertex labels.

Lemma 9.24. If S =M ≀ TX for any X, and if B = X \y for some y ∈ X, then θB is generated
as a right congruence by any pair (εxy, idX) with x ∈ B.

Proof. Let σ be the right congruence generated by the stated pair. Since idB = idB · εxy, we
have σ ⊆ θB . For the reverse inclusion, let ((a, α), (b, β)) ∈ θB. So a↾B = b↾B and α↾B = β↾B ,
and from these it quickly follows that εxy · (a, α) = εxy · (b, β). Since idX σ εxy, and since σ is a
right congruence, we have

(a, α) = idX · (a, α) σ εxy · (a, α) = εxy · (b, β) σ idX · (b, β) = (b, β).

The proof of the next result is essentially identical.

Lemma 9.25. If S = M ≀ Sing(TX) for |X| < ℵ0, and if B = X \ y for some y ∈ X, then ΘB

is generated as a right congruence by any pair (εxy, idX) with x ∈ B.

Remark 9.26. In Lemmas 9.24 and 9.25, since the right congruences θB and ΘB are generated by
the pair (εxy, idX) for any x ∈ B = X \y, they are also generated by the set

{
(εxy, idX) : x ∈ B

}

of all such pairs.

We now move on to the case of S =M ≀ GX , for which we must assume X is finite. It will be
convenient to first give generators for the right congruences θB for arbitrary B ⊆ X. To describe
these, we begin with some notation. For x ∈ X and a ∈M , we write tx;a ∈MX for the X-tuple
whose xth coordinate is a, and all other entries are 1. For distinct x, y ∈ X, we write τxy ∈ GX

for the transposition that interchanges x and y.

For the next lemma and its proof, recall that we identify a tuple a ∈ MX with the element
(a, idX) of M ≀TX . The statement gives a generating set ΩB for the right congruence θB, and ΩB

is a union of two sets of pairs. A typical pair from the first has the form (tx;a, idX), and as just
mentioned this is shorthand for the pair (tx;a, idX) ≡ ((tx;a, idX), (1, idX)). Similar comments
apply to the second set, where we identify (τxy, idX) ≡ ((1, τxy), (1, idX)).

Lemma 9.27. Suppose S =M ≀ GX for |X| < ℵ0, and let Γ be a (monoid) generating set for M .
Then for any B ⊆ X, θB is generated as a right congruence by the set

ΩB =
{
(tx;a, idX) : x ∈ X \B, a ∈ Γ

}
∪
{
(τxy, idX) : x, y ∈ X \B, x 6= y

}
.

Proof. Let σ be the right congruence generated by ΩB . It is easy to check that ΩB ⊆ θB, so we
have σ ⊆ θB . It remains to show that θB ⊆ σ.

First we claim that

tx;a σ idX for all x ∈ X \B and a ∈M . (9.28)

To prove this, write a = c1 · · · ck, where c1, . . . , ck ∈ Γ. Since (tx;ci, idX) ∈ ΩB ⊆ σ for all i, it
follows from Lemma 2.1 that tx;a = tx;c1 · · · tx;ck σ idX , and (9.28) is proved.
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Now let ((a, α), (b, β)) ∈ θB, so that a↾B = b↾B and α↾B = β↾B . We must show that
(a, α) σ (b, β). We begin by defining

c ∈MX where cx =

{
ax = bx if x ∈ B,

1 if x ∈ X \B.

Without loss of generality, we may assume that X \ B = {1, . . . , k} for some k, and we note
that (9.28) gives ti;ai σ idX for all 1 ≤ i ≤ k. It follows from Lemma 2.1 that t1;a1 · · · tk;ak σ idX .
Since σ is a right congruence, it follows from this that a = t1;a1 · · · tk;ak · c σ idX · c = c, and
then in turn that (a, α) = a · α σ c · α.

A symmetrical calculation gives (b, β) σ c · β, so we can complete the proof by showing
that c · α σ c · β. Since α↾B = β↾B , we have α−1

c = β−1
c (the action is defined in (9.2)), so if

we write d for this tuple, then we have c ·α = α ·d and c · β = β ·d. (Indeed, for the former we
have α ·d = αd ·α = α(α

−1
c) ·α = c ·α, and the latter is similar.) Since σ is a right congruence,

it therefore suffices to show that α σ β. In fact, since α = αβ−1 · β and β = idX · β, it is enough
to show that αβ−1 σ idX .

From α↾B = β↾B , we see that αβ−1 fixes B pointwise, so we may write αβ−1 = τy1z1 · · · τylzl
as a product of transpositions, where yi, zi ∈ X \ B for each i. Since (τyizi , idX) ∈ ΩB ⊆ σ for
all i, it follows from Lemma 2.1 that αβ−1 = τy1z1 · · · τylzl σ idX , as required.

In Lemma 9.30 we show that the right congruences θB on S = M ≀ GX satisfy condition (i)
of Lemma 4.71. In order to do this, it is first convenient to prove the next lemma, which shows
that the stronger condition (ii) of the same lemma almost holds.

Lemma 9.29. If S = M ≀ GX for |X| < ℵ0, then θB ∨ θC = θB∩C for any B,C ⊆ X with
(X \B) ∩ (X \ C) 6= ∅.

Proof. Write σ = θB ∨ θC ; as usual, it is enough to show that θB∩C ⊆ σ. For this, it suffices to
show that the generating set ΩB∩C is contained in σ (cf. Lemma 9.27). Much of ΩB∩C is in fact
contained in ΩB ∪ΩC (keeping X \ (B ∩C) = (X \B)∪ (X \C) in mind). Up to symmetry, any
pair belonging to ΩB∩C \ (ΩB ∪ΩC) has the form (τxy; idX), for some x ∈ X \B and y ∈ X \C.
By assumption we may fix some z ∈ (X \ B) ∩ (X \ C), and we note that (τxz; idX) ∈ ΩB ⊆ σ
and (τyz; idX) ∈ ΩC ⊆ σ. It then follows from Lemma 2.1 that τxy = τxzτyzτxz σ idX , which
completes the proof.

Lemma 9.30. Let S = M ≀ GX for |X| = n < ℵ0, and let Q = {B ⊆ X : n− 2 ≤ |B| ≤ n− 1}.
Then for any B ⊆ X, we have

θB =
∨

C∈Q,
B⊆C

θC .

Proof. If B = X, then θB = ∆S, the stated join is empty, and the result is trivial. If |B| = n−1
then we take k = 1 and C1 = B.

Now suppose |B| ≤ n − 2, and write X \B = {x1, . . . , xl}, noting that l ≥ 2. For 1 ≤ i < l
let Ci = X \ {xi, xi+1} ∈ Q, so that B = C1 ∩ · · · ∩ Cl−1. Iterating Lemma 9.29, we obtain

θB = θC1∩···∩Cl−1
= θC1 ∨ · · · ∨ θCl−1

⊆
∨

C∈Q,
B⊆C

θC .

By (4.70), this completes the proof.
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9.4 Presentations I

It is now possible to give explicit presentations for the three semigroups

• M ≀ PTX = EX · (M ≀ TX),

• M ≀ IX = EX · (M ≀ GX), and

• M ≀ Sing(PTX) = EX · (M ≀ Sing(TX)),

where M is an arbitrary monoid, and where X is finite. Without loss of generality we may
assume that X = n = {1, . . . , n} for some fixed integer n, and to avoid trivialities we assume
that n ≥ 2. As usual, we denote the semigroups involved by En, Tn, and so on.

In what follows, we just give the full details for M ≀ Sing(PTn), and indicate how to proceed
for M ≀ PTX and M ≀ IX in Remark 9.39; these other two (and more) will be treated fully in
Section 9.7.

To deal withM ≀Sing(PTn) = En·(M ≀Sing(Tn)), we need presentations for En andM ≀ Sing(Tn).
The following is well known (see for example [89, p. 115]), and is also a special case of Theo-
rem 8.40.

Theorem 9.31. For n ≥ 0, the semilattice En = {idA : A ⊆ n} has presentation Mon〈XE : RE〉
via φE : X∗

E → En, where:

• XE = {t1, . . . , tn},

• tiφE = idn\i for all i,

• RE =
{
(t2i , ti) : i ∈ n

}
∪
{
(titj, tjti) : i, j ∈ n

}
.

Next we recall the presentation for M ≀ Sing(Tn) from [41]. For distinct i, j ∈ n, and for
a, b ∈M , we define

εij;ab = (c, εij) ∈M ≀ Sing(Tn) where ck =





a if k = i,

b if k = j,

1 if k ∈ n \ {i, j}.

See Figure 7 for two examples with n = 6.

a b b a

Figure 7. The generators ε24;ab (left) and ε42;ab (right) from M ≀ Sing(T6).

The following is Theorem 5.2 of [41]. Theorem 5.9 of the same paper gives a presentation in
terms of the smaller (all-idempotent) generating set

{εij;1b : i, j ∈ n, i 6= j, b ∈M}

in the special case that the underlying monoid M has the property that its left ideals are totally
ordered under inclusion. In particular this property holds for groups, as they have no proper
non-empty left ideals. In the next statement, we abbreviate eij;11 to eij in the last two relations.
We display relations as equations, so writing u = v instead of (u, v), for readability; we also do
this for several subsequent presentations. (Note that Sing(Tn) = ∅ if n < 2.)
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Theorem 9.32. For n ≥ 2, the wreath product M ≀ Sing(Tn) has presentation Sgp〈XS : RS〉 via
φS : X+

S →M ≀ Sing(Tn), where:

• XS = {eij;ab : i, j ∈ n, i 6= j, a, b ∈M},

• eij;abφS = εij;ab for all i, j, a, b,

• RS consists of the following relations, with a, b, c, d ∈M arbitrary, and i, j, k, l ∈ n distinct,
in each:

eij;abeij;cd = eij;ac,bc = eji;baeij;dc,

eij;abekl;cd = ekl;cdeij;ab,

eik;abejk;1c = eik;ab,

eik;abejk;c1 = eki;baeji;c1eik;11,

eik;aaejk;b1 = eik;11ejk;b1eik;a1,

eij;abeik;cd = eik;ac,deij;1,bc = ejk;bc,deij;ac,1,

eij;c,adeik;1,bd = eik;c,bdeij;1,ad = ejk;abeij;cd,

ekieijejk = eikekjejieik,

ekieijejkekl = eikeklelieijejl.

Note that in the above relations, products in M sometimes appear in subscripts of letters
from XS , and additional commas are included to avoid any ambiguity. For example, in the first
relation, the two subscripts from M appearing in eij;ac,bc are ac and bc.

Here then is the promised presentation for M ≀ Sing(PTn).

Theorem 9.33. For n ≥ 2, and with the notation of Theorems 9.31 and 9.32, the wreath product
M ≀ Sing(PTn) has presentation Sgp〈XE ∪XS : RE ∪RS ∪R〉 via

Φ : (XE ∪XS)
+ →M ≀ Sing(PTn) :

{
eij;ab 7→ εij;ab,

ti 7→ idn\i,

where R consists of the following relations, with a, b ∈ M arbitrary, and i, j, k ∈ n with i, j
distinct, in each:

eij;abtk =





eij;ab if k = j,

titjeij;ab if k = i,

tkeij;ab otherwise,

(9.34)

tjeij = tj . (9.35)

Proof. This is obtained from Theorems 6.44(ii), 9.31 and 9.32, and Lemmas 9.22 and 9.25.
Explicitly, these results lead to the presentation Sgp〈XE ∪XS : RE ∪RS ∪R1 ∪R′′

2〉 via Φ,
where

R1 =
{
(eij;abtk,

eij;abtk · eij;ab) : i, j, k ∈ n, i 6= j, a, b ∈M
}

(9.36)

and R′′
2 =

{
(tjN(α), tjN(β)) : j ∈ n, (α, β) ∈ Ωj

}
, (9.37)

where

• eij;abtk is a (possibly empty) word over XE mapping to εij;ab idn\k,

• N :M ≀ Sing(Tn) → X+
S is a normal form function, and additionally N(idn) = ι, and

145



• Ωj generates Θn\j = Θid
n\j

as a right congruence.

(Note that R3 from Theorem 6.44(ii) is empty because the action pair (En,Sing(Tn)) is strong.)

By direct computation, we can take

eij;abtk =





ι if k = j,

titj if k = i,

tk otherwise,

and then R1 is precisely the set of relations in (9.34).

By Remark 9.26, we can take Ωj =
{
(εij , idX) : i ∈ n \ j

}
, and then R′′

2 is precisely the set
of relations in (9.35).

Remark 9.38. The k = i case of (9.34) says eij;abti = titjeij;ab. One can show that (in the
presence of the other relations) this is equivalent the slightly simpler eij;abti = titj .

Taking M to be the trivial monoid, M ≀ Sing(PTn) ≡ Sing(PTn), and the above presentation
reduces to the main result of [32].

Remark 9.39. One can adapt the above method to deal with

M ≀ PTn = En · (M ≀ Tn) and M ≀ In = En · (M ≀ Gn).

Here, in addition to the presentation for En from Theorem 9.31, we need presentations for
M ≀ Tn and M ≀ Gn. Since the latter are (monoid) semidirect products M ≀ Tn = Mn ⋊ Tn
and M ≀ Gn =Mn ⋊ Gn, one could obtain such presentations from Lavers’ Theorem 6.4. How-
ever, since we will deal with such wreath products in Section 9.7, we do not provide the details
here; see Theorems 9.59 and 9.68–9.70.

9.5 Action pairs and subsemigroups II

We now move on to the second family of action pairs in M ≀ PTX . Recall that M ≀ PTX contains
natural copies of MX

0 and PTX , via the identifications

a ≡ (a, idsupp(a)) and α ≡ (1dom(α), α) for a ∈MX
0 and α ∈ PTX .

Proposition 9.40. For any set X and monoid M , the following are all action pairs in M ≀PTX ,
with respect to the action (9.2):

(i) (MX
0 ,PTX),

(ii) (MX
0 ,IX),

(iii) (MX
0 ,TX),

(iv) (MX
0 ,GX),

(v) (MX ,TX),

(vi) (MX ,GX).

For finite X, the following are also action pairs:

(vii) (MX
0 ,Sing(PTX)),

(viii) (MX
0 ,Sing(IX)),

(ix) (MX
0 ,Sing(TX)),

(x) (MX ,Sing(TX)).

Proof. Given Lemma 4.18, it suffices to show that (MX
0 ,PTX) is an action pair. For (A1), we

have already noted in (9.15) that α · a = αa · α for all α ∈ PTX and a ∈MX
0 . For (A2) we need

to show that

a · α = b · β ⇒ a · α+ = b · β+ for all a,b ∈MX
0 and α, β ∈ PTX ,
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where α+ = α1 = 1dom(α) ≡ iddom(α). By (9.14), we have

a · α = (a↾dom(α), α↾supp(a)), a · α+ = (a↾dom(α+), α
+↾supp(a)),

b · β = (b↾dom(β), β↾supp(b)), b · β+ = (b↾dom(β+), β
+↾supp(b)).

So the required implication quickly follows from:

• the identities dom(α+) = dom(α) and dom(α+↾supp(a)) = dom(α↾supp(a)),

• the analogous identities for b and β, and

• the fact that idC = idD ⇔ C = D for C,D ⊆ X, noting that α+↾supp(a) and β+↾supp(b)
are both partial identities.

Remark 9.41. Pairs (v), (vi) and (x) from Proposition 9.40 have the form (MX , S). Any such
pair (MX , S) necessarily satisfies S ⊆ TX , since MX is not closed under the action of elements
from PTX \ TX . Any such pair also has the right-uniqueness property. Indeed, it quickly follows
from (9.14) that

a · α = b · β ⇒ α = β for all a,b ∈MX and α, β ∈ PTX .

But this is to be expected, since for S ≤ TX we have M ≀ S =MX ⋊ S; cf. Remark 9.8.

We now identify the strong and proper pairs from Proposition 9.40.

Proposition 9.42. Of the action pairs listed in Proposition 9.40, and apart from trivially small
exceptions:

(i) the strong pairs are precisely (iii)–(vi), (ix) and (x),

(ii) the proper pairs are precisely (v), (vi) and (x).

Proof. (i). The stated pairs are precisely those of the form (U,S) with S ⊆ TX , so this part
follows immediately from Lemma 4.15(ii) and (9.4).

(ii). The stated pairs are precisely those of the form (MX , S) with S ⊆ TX . For each of these, we
have P (U,S) = {idX ≡ 1}, so that σ = ∆S is the trivial relation. The required equivalence (5.26)
then becomes

a · α = b · β ⇔ a = b and α = β for all a,b ∈MX and α, β ∈ S,

and this again follows immediately from (9.14).

The pairs not listed are all of the form (MX
0 , S) with S ≤ PTX . To show that these are not

proper we consider separate cases according to whether or not S ⊆ TX . We must show that the
following fails for some a,b ∈MX

0 and α, β ∈ S:

a · α = b · β ⇔ a · α+ = b · β+ and α σ β. (9.43)

Case 1. If S ⊆ TX , then as above we have σ = ∆S , and α+ = 1 for all α ∈ S. In this case, the
forwards implication in (9.43) fails for a = b = 0 and distinct α, β ∈ S, where 0 = (0)x∈X ∈MX

0

is the all-zero X-tuple.

Case 2. Now suppose S 6⊆ TX . By the form of the pairs in question, we have ∅ = id∅ ∈ S,
and so 0 = ∅+ ∈ P , so that σ = ∇S is the universal relation in this case. Here the backwards
implication in (9.43) fails for a = b = 1 and any α, β ∈ S with dom(α) = dom(β) but α 6= β.
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Remark 9.44. As suggested by Case 1 in the above proof, one can make a general statement
about proper action pairs in a certain special case concerning zero elements. Indeed, suppose
(U,S) is a proper action pair in a monoid M with zero 0, and suppose additionally that 0 ∈ U .
Since 0 · s = 0 · t (and 0 · s+ = 0 · t+) for all s, t ∈ S, it follows from (5.26) that s σ t for all
s, t ∈ S, meaning that σ = ∇S for such pairs.

On the other hand, if (U,S) is a weak action pair with σ = ∇S , then it follows from Defini-
tion 5.25 that (U,S) is proper precisely when

us = vt ⇔ us+ = vt+ for all u, v ∈ U1 and s, t ∈ S.

This is of course an if-and-only-if version of the defining property (A2) from Definition 4.2.

It is a routine matter to determine the subsemigroups US of M ≀ PTX corresponding to the
action pairs (U,S) in Proposition 9.40. In the next statement, we again do not assume X is finite
in the parts involving singular subsets/subsemigroups, and we again refer to the subsemigroup
FX ≤ IX from Remark 8.63; recall that FX = IX when X is finite.

Proposition 9.45. For any set X and monoid M , we have:

(i) MX
0 · PTX =M ≀ PTX ,

(ii) MX
0 · IX =M ≀ IX ,

(iii) MX
0 · TX =M ≀ PTX ,

(iv) MX
0 · GX =M ≀ FX ,

(v) MX · TX =M ≀ TX ,

(vi) MX · GX =M ≀ GX ,

(vii) MX
0 · Sing(PTX) =M ≀ Sing(PTX),

(viii) MX
0 · Sing(IX) =M ≀ Sing(IX),

(ix) MX
0 · Sing(TX) =M ≀ Sing(PTX),

(x) MX · Sing(TX) =M ≀ Sing(TX).

9.6 Congruence conditions II

We now examine the congruence conditions for the pairs from Proposition 9.40. Each such pair
is of the form (U,S), where S ≤ PTX , and U is either MX

0 or MX , the latter only when S ⊆ TX .
Since U is a monoid in each case, all such pairs satisfy all the conditions of Lemma 4.61, and
hence Lemma 4.65 applies to each pair, which then feeds into Proposition 6.1.

The stronger congruence conditions involve the behaviour of the right congruences and
sub(semi)groups

θa =
{
(α, β) ∈ S × S : a · α = a · β

}
and Sa = {α ∈ S : a · α = a} for a ∈MX

0 , (9.46)

or the related right congruences Θa on S1, as appropriate. Such conditions then feed into one
of Theorems 6.5, 6.13, 6.28, 6.36 or 6.44, as applicable to the pair (U,S). Theorem 6.13 applies
when U and S are both submonoids, which obviously excludes the pairs with S ⊆ Sing(PTX).
Theorem 6.44 (and indeed even Theorem 6.36) is not generally applicable to any of the pairs,
as MX

0 \ {1} and MX \ {1} are typically not subsemigroups. Thus, for the remainder of the
current section, we will only be concerned with the first six pairs from Proposition 9.40. By
Proposition 9.45, the four excluded pairs produce the following three product semigroups:

M ≀ Sing(TX), M ≀ Sing(PTX) and M ≀ Sing(IX).

Presentations for the first two (for finite X) are stated above in Theorems 9.32 and 9.33. For
the third (again for finite X), see [15].

We have so far restricted our attention to the first six pairs (U,S) from Proposition 9.40. In
fact, since we are primarily concerned with finding presentations for the corresponding subsemi-
group US (for finite X), and since the same subsemigroup can arise from different pairs, as seen
in Proposition 9.45 (and recalling that FX = IX when X is finite), we can further restrict our
attention to the following four pairs:
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(a) (MX
0 ,TX), (b) (MX

0 ,GX), (c) (MX ,TX), (d) (MX ,GX).

As in Proposition 9.45, these give rise to the following subsemigroups (respectively), where we
additionally assume X is finite in (b):

(a) M ≀ PTX , (b) M ≀ IX , (c) M ≀ TX , (d) M ≀ GX .

Since the pairs (c) and (d) have the right-uniqueness property (cf. Remark 9.41), the congruence θ
is trivial, as are the right congruences θa and sub(semi)groups Sa. So in fact, we need only focus
on pairs (a) and (b) in the current section, though some of the results we prove are more general.

Lemma 9.47. Let a ∈ MX
0 , and write B = supp(a). Then for any subsemigroup S ≤ PTX we

have
θa = θ1B

=
{
(α, β) ∈ S × S : α↾B = β↾B

}
.

Proof. Since α↾B = 1B · α for all α ∈ PTX , we have θ1B
=

{
(α, β) ∈ S × S : α↾B = β↾B

}
by

definition.

Next, let α, β ∈ S. Then since a = a · 1B , we have

(α, β) ∈ θ1B
⇒ 1B · α = 1B · β ⇒ a · α = a · 1B · α = a · 1B · β = a · β ⇒ (α, β) ∈ θa.

The converse follows quickly from (9.14) and the definition of θa.

Lemma 9.48. If S = TX or PTX , then

θab = θa ∨ θb for all a,b ∈MX
0 .

Proof. Throughout the proof we write B = supp(a) and C = supp(b), so supp(ab) = B ∩ C.
By Lemma 9.47, we need to show that

θ1B∩C
= θ1B

∨ θ1C
.

Since 1B and 1C commute (and 1B1C = 1B∩C), it follows from (4.70) that we only need to show
the forwards inclusion. To do so, suppose (α, β) ∈ θ1B∩C

, so that α↾B∩C = β↾B∩C . We then let
γ ∈ PTX be such that γ↾B = α↾B and γ↾C = β↾C ; in the case S = TX we also define xγ = x for
all x ∈ X \ (B ∪C). We then have γ ∈ S, and α θB γ θC β.

Remark 9.49. The previous result excluded the cases S = IX and S = GX since injectivity
of α and β does not imply that the γ constructed in the proof is injective.

Lemma 9.48 concerns the congruence condition from Lemma 4.71(ii). However, that result
can only be applied if U is commutative, and since U = MX

0 or MX , this is only the case if M
is commutative, and we do not need or want to assume this is the case. It turns out that while
part (ii) of Lemma 4.71 does not apply in general, part (i) always does. While this might seem
less desirable, it is in fact an improvement in this case, since we can choose the relevant subset
V ⊆ U to be rather a lot smaller than a generating set for U , at least when X is finite, as we
now explain.

For x ∈ X, we write vx = 1X\x ≡ idX\x, and we write

V = {vx : x ∈ X}.

When X is finite we have

〈V 〉 = {1B : B ⊆ X} ≡ {idB : B ⊆ X} = EX .

Again writing � for the relation in (4.67), note that

vx � a ⇔ x 6∈ supp(a) for all a ∈MX
0 and x ∈ X.

The following therefore verifies the conditions of Lemma 4.71(i) with respect to this V .
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Lemma 9.50. If S = PTX or TX for |X| < ℵ0, and if a ∈MX
0 , then

θa =
∨

x∈X\B

θvx where B = supp(a).

Proof. By Lemma 9.47 we have θa = θ1B
. Since 1B =

∏
x∈X\B vx, it follows from Lemma 9.48

that θ1B
=

∨
x∈X\B θvx.

The proof of the next result is similar to (but easier than) that of Lemma 9.24. For this
result we do not need to assume that X is finite.

Lemma 9.51. If S = TX , and if y ∈ X, then θvy is generated as a right congruence by any pair
(εxy, idX) with x ∈ X \ y.

We now have all the information we need for the pair (MX
0 ,TX), so we now turn our attention

to (MX
0 ,GX) for finite X. For a ∈ MX

0 and α ∈ GX , we have α ∈ Sa ⇔ (α, idX) ∈ θa, so by
Lemma 9.47 we have

Sa = {α ∈ GX : α↾B = idB} where B = supp(a).

The next result immediately follows, where again τxy denotes the transposition (x, y).

Lemma 9.52. If S = GX for |X| < ℵ0, and if a ∈ MX
0 , then Sa is generated by the set

{τxy : x, y ∈ X \B, x 6= y}.

As in the proof of Lemma 9.29, it is then easy to show that

Sab = Sa ∨ Sb for any a,b ∈MX
0 with (X \ supp(a)) ∩ (X \ supp(b)) 6= ∅. (9.53)

For distinct x, y ∈ X, we write vxy = vxvy = 1X\{x,y} ≡ idX\{x,y}. The next result shows that

Lemma 4.74(i) applies to the pair (MX
0 ,GX), with respect to the set

V = {vxy : x, y ∈ X, x 6= y}.

Lemma 9.54. If S = GX for |X| < ℵ0, and if a ∈MX
0 , then

Sa =
∨

x,y∈X\B
x 6=y

Svxy where B = supp(a).

Proof. If |X \B| ≤ 1, then Sa = {idX}, and the stated join is empty. If |X \ B| ≥ 2, then we
argue as in the proof of Lemma 9.30, applying (9.53) in place of Lemma 9.29.

9.7 Presentations II

We now assume that X = n = {1, . . . , n} for some integer n ≥ 2, with the goal of giving
presentations for the wreath products

M ≀ PTn =Mn
0 · Tn, M ≀ In =Mn

0 · Gn, M ≀ Tn =Mn · Tn and M ≀ Gn =Mn · Gn.

The wreath products M ≀Sing(Tn) and M ≀Sing(In) were treated in [15,41], and M ≀Sing(PTn) in
Theorem 9.33. For the remaining wreath products listed above, we need presentations for Mn,
Mn

0 , Gn and Tn. For Gn we have the following classical result, in which we continue to use the
notation τxy for the transposition (x, y) ∈ Gn:
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Theorem 9.55 (Moore [92]). For n ≥ 2, the symmetric group Gn has presentation Mon〈XG : RG〉
via φG : X∗

G → Gn, where

• XG = {s1, . . . , sn−1},

• siφG = τi,i+1 for all i, and

• RG consists of the following relations:

s2i = ι for all i, sisj = sjsi if |i− j| > 1, sisjsi = sjsisj if |i− j| = 1.

The first presentation for Tn was given by Aı̆zenštat [1], but it is convenient here to use
the following formulation from [36]; see also [73]. The statement (and following ones) uses the
maps εij from (9.23).

Theorem 9.56 (Aı̆zenštat [1]). For n ≥ 2, the full transformation semigroup Tn has presentation
Mon〈XT : RT 〉 via φT : X∗

T → Tn, where

• XT = {s1, . . . , sn−1} ∪ {λ1, . . . , λn−1} ∪ {ρ1, . . . , ρn−1},

• siφT = τi,i+1, λiφT = εi,i+1 and ρiφT = εi+1,i for all i,

• RT consists of the following relations:

s2i = ιn, λi = λ2i = ρiλi = siλi = ρisi, ρi = ρ2i = λiρi = siρi = λisi,

λiλi+1 = λisi+1, ρi+1ρi = ρi+1si, λiρi+1 = λi, ρi+1λi = ρi+1,

λi+1λi = λiλi+1λi = λi+1λiλi+1, ρiρi+1 = ρiρi+1ρi = ρi+1ρiρi+1,

λi+1si = sisi+1λiλi+1, ρisi+1 = si+1siρi+1ρi,

sisj = sjsi, λiλj = λjλi, ρiρj = ρjρi, if |i− j| > 1,

siλj = λjsi, siρj = ρjsi, if |i− j| > 1,

sisjsi = sjsisj , if |i− j| = 1,

λiρj = ρjλi, if j 6= i, i+ 1.

The generators for Gn and Tn from Theorems 9.55 and 9.56 are pictured in Figure 8.

1 i n

1 i n 1 i n

Figure 8. The generators λiφT (left), siφG = siφT (middle) and ρiφT (right), for 1 ≤ i ≤ n− 1.

Presentations for Mn and Mn
0 are easy to obtain (either directly, or by iterating Theorem 6.4

in the special case of direct products), so we fix notation for these as follows. For a ∈ M
and i ∈ n, we denote by a(i) ∈Mn the n-tuple over M whose ith entry is a, and all other entries
are 1. (This tuple was denoted ti;a in Section 9.3, but the a(i) notation is more convenient for

our present purposes.) If a = (a1, . . . , an) ∈Mn, then a = a
(1)
1 · · · a

(n)
n .
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We assume the monoid M has presentation

Mon〈XM : RM 〉 via φM : X∗
M →M.

For w ∈ X∗
M , we write w = wφM . For each i ∈ n, we define an alphabet X

(i)
M = {x(i) : x ∈ XM}

in one-one correspondence with XM . For a word w = x1 · · · xk ∈ X∗
M , we write w(i) = x

(i)
1 · · · x

(i)
k ,

and we also define R
(i)
M =

{
(w(i), v(i)) : (w, v) ∈ RM

}
. We then define the alphabet

XMn = X
(1)
M ∪ · · · ∪X

(n)
M ,

and the set of relations

RMn = R
(1)
M ∪ · · · ∪R

(n)
M ∪

{
(x(i)y(j), y(j)x(i) : x, y ∈ XM , i, j ∈ n, i 6= j

}
.

Theorem 9.57. With the above notation, Mn has presentation Mon〈XMn : RMn〉 via

φMn : X∗
Mn →Mn : x(i) 7→ x(i).

A presentation for Mn
0 can be derived as a special case of Theorem 9.57, beginning instead

with a presentation for M0. However, it is convenient to give a more explicit formulation, making
use of the fact that M is a subsemigroup of M0 by definition. For this, we additionally use the
notation of Theorem 9.31, in particular the alphabet XE and the relations RE . We define the
alphabet

XMn
0
= XMn ∪XE ,

and set of relations

RMn
0
= RMn ∪RE ∪

{
(tix

(j), x(j)ti) : x ∈ XM , i, j ∈ n, i 6= j
}

∪
{
(tix

(i), ti), (x
(i)ti, ti) : x ∈ XM , i ∈ n

}
.

Theorem 9.58. With the above notation, Mn
0 has presentation Mon〈XMn

0
: RMn

0
〉 via

φMn
0
: X∗

Mn
0
→Mn

0 : x(i) 7→ x(i), ti 7→ 1n\i.

The generators for Mn and Mn
0 from Theorems 9.57 and 9.58 are pictured in Figure 9, each

identified with a pair from M ≀ PTn in the usual way.

x

1 i n 1 i n

Figure 9. The generators x(i) (left) and 1
n\i ≡ id

n\i (right).

We can now give the main results of this section, which are presentations for the wreath
products M ≀ S, where S is one of Gn, Tn, In or PTn. It is convenient to begin with the largest
of these, M ≀ PTn.
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Theorem 9.59. For n ≥ 2, the wreath product M ≀ PTn has presentation

Mon〈XMn
0
∪XT : RMn

0
∪RT ∪R〉

via

Ψ : (XMn
0
∪XT )

∗ →M ≀ PTn :





x(i) 7→ x(i),

ti 7→ idn\i,

si 7→ τi,i+1,

λi 7→ εi,i+1,

ρi 7→ εi+1,i,

where R consists of the following relations, with x ∈ XM , 1 ≤ i ≤ n− 1 and 1 ≤ k ≤ n in each:

six
(k) =





x(i+1)si if k = i,

x(i)si if k = i+ 1,

x(k)si otherwise,

(9.60)

λix
(k) =





x(i)x(i+1)λi if k = i,

λi if k = i+ 1,

x(k)λi otherwise,

(9.61)

ρix
(k) =





ρi if k = i,

x(i)x(i+1)ρi if k = i+ 1,

x(k)ρi otherwise,

(9.62)

sitk =





ti+1si if k = i,

tisi if k = i+ 1,

tksi otherwise,

(9.63)

λitk =





titi+1λi if k = i,

λi if k = i+ 1,

tkλi otherwise,

(9.64)

ρitk =





ρi if k = i,

titi+1ρi if k = i+ 1,

tkρi otherwise,

(9.65)

tiρi = ti. (9.66)

Proof. By Proposition 9.40 (Mn
0 ,Tn) is a strong action pair, and by Proposition 9.45 we have

M ≀ PTn =Mn
0 · Tn. Theorem 6.5 therefore applies, and tells us that M ≀ PTn has presentation

Mon〈XMn
0
∪XT : RMn

0
∪RT ∪R1 ∪RΩ〉

via Ψ, where:

• R1 =
{
(xy, xy · x) : x ∈ XT , y ∈ XMn

0

}
, and

• RΩ =
{
(N(a), N(b)) : (a,b) ∈ Ω

}
for any generating set Ω for the congruence θ on

Mn
0 ⋊ Tn.

In R1,
xy is a word over XMn

0
mapping to xy. So we must find a suitable set of such words xy,

for each combination of x = si, λi or ρi, and y = x(k) or tk. This has been carried out, and
the resulting relations are precisely (9.60)–(9.65), as can be easily checked. We give a sample
calculation in Figure 10 for the k = i, i+ 1 cases of (9.61).
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For the relations RΩ, we begin by defining the tuples vi = 1n\i ≡ idn\i = tiΨ for each i ∈ n.

By Lemmas 9.50 and 4.71(i), we have θ = Ω♯ for

Ω =
{
((vi, α), (vi, β)) : i ∈ n, (α, β) ∈ Ωvi

}
,

where each Ωvi
generates θvi

as a right congruence. By Lemma 9.51 we can take Ωvi
to be the

set consisting of the single pair (idn, εi+1,i). That is, we can take

Ω =
{
((vi, εi+1,i), (vi, idn)) : i ∈ n

}
.

The resulting set RΩ therefore consists precisely of the relations (9.66).

1 i n

x

=

x x
1 i n

1 i n

x

=

1 i n

Figure 10. The k = i (left) and k = i+ 1 (right) cases of relation (9.61).

Remark 9.67. The relations in Theorem 9.59 contain a fair few redundancies. For example,
the following relations could all be deleted:

(i) the k = i+ 1 (or k = i) cases of (9.60) and (9.63),

(ii) all of (9.61) and (9.64), or alternatively all of (9.62) and (9.65).

Indeed, for (i), we use RG and the k = i case of (9.63) to transform siti+1 into tisi+1 as follows:

siti+1 → siti+1sisi → sisitisi → tisi.

(A similar calculation works for six
(i+1) → x(i)si.) As an example calculation for (ii), we trans-

form λiti into titi+1λi using RT , (9.63) and (9.65) as follows:

λiti → ρisiti → ρiti+1si → titi+1ρisi → titi+1λi.

Each of the remaining results will involve a restriction of the surmorphism Ψ from Theo-
rem 9.59, and a subset of the relations (9.60)–(9.66). The proofs of the next two results are
exactly as for Theorem 9.59, but with a little less to check.
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Theorem 9.68. For n ≥ 2, the wreath product M ≀ Gn has presentation

Mon〈XMn ∪XG : RMn ∪RG ∪R〉

via Ψ↾(XMn∪XG)∗, where R consists of the relations (9.60).

Theorem 9.69. For n ≥ 2, the wreath product M ≀ Tn has presentation

Mon〈XMn ∪XT : RMn ∪RT ∪R〉

via Ψ↾(XMn∪XT )∗, where R consists of the relations (9.60)–(9.62).

For the final result, we need to work just a little harder.

Theorem 9.70. For n ≥ 2, the wreath product M ≀ In has presentation

Mon〈XMn
0
∪XG : RMn

0
∪RG ∪R〉

via Ψ↾(XMn
0
∪XG)∗, where R consists of (9.60), (9.63), and the following relations:

titi+1si = titi+1. (9.71)

Proof. As in the proof of Theorem 9.59, we quickly obtain the presentation

Mon〈XMn
0
∪XG : RMn

0
∪RG ∪R1 ∪RΩ〉,

where:

• R1 consists of relations (9.60) and (9.63), and

• RΩ =
{
(N(a), N(b)) : (a,b) ∈ Ω

}
for any generating set Ω for the congruence θ on

Mn
0 ⋊ Gn.

This time, Lemmas 9.52, 9.54 and 4.74(i) tell us that θ = Ω♯ for

Ω =
{
((vij , idn), (vij , τij)) : 1 ≤ i < j ≤ n

}
,

where vij = vivj = 1n\{i,j} ≡ idn\{i,j} = (titj)Ψ for each 1 ≤ i < j ≤ n, and τij is the
transposition (i, j). Noting that τij = ((sj−1 · · · si+1)si(si+1 · · · sj−1))φG, the resulting set RΩ

then consists of the relations

titj = titj · (sj−1 · · · si+1)si(si+1 · · · sj−1) for each 1 ≤ i < j ≤ n, (9.72)

and we note that (9.71) contains only those with j = i + 1. But it is easy to see that (9.63)
and (9.71) together imply (9.72). Indeed, writing ∼ for the congruence generated by the claimed
set of relations RMn

0
∪RG ∪R, it is easy to see that

ti(sj−1 · · · si+1) ∼ (sj−1 · · · si+1)ti and tj(sj−1 · · · si+1) ∼ (sj−1 · · · si+1)ti+1, (9.73)

and then

titj(sj−1 · · · si+1)si(si+1 · · · sj−1) ∼ (sj−1 · · · si+1)titi+1si(si+1 · · · sj−1) by (9.73)

∼ (sj−1 · · · si+1)titi+1(si+1 · · · sj−1) by (9.71)

∼ titj(sj−1 · · · si+1)(si+1 · · · sj−1) by (9.73)

∼ titj by RG.

Remark 9.74. Relations (9.71) are not included in the presentation from Theorem 9.59, even
though these relations obviously hold in the monoid M ≀ PTn. We leave it as an exercise to show
that (9.71) follows from the relations listed in Theorem 9.59.
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