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ABSTRACT

This article advances understanding of the relationship between (a) people’s awareness of 
and (b) their attitudes toward the ways in which data about them is collected, analyzed, 
shared, and used. It draws on an online survey of 2000 adults in the UK, which found that 
people with greater awareness of data uses hold more negative attitudes toward them. This 
finding is important because it challenges the deficit model which underlies initiatives that 
seek to improve the public’s attitudes toward and trust in institutional data uses through 
improved transparency or better data literacy.

Introduction

Personal data “related to an identified or identifiable 

person” (European Union 2016) is increasingly ubiq-

uitous, commercially valuable, and central to 

decision-making. Policy initiatives across the globe 

seek to ensure that such data is collected, analyzed, 

and shared in ways that are ethical and responsible 

and which minimize harms, e.g. in the UK’s National 

Data Strategy (Department for Digital, Culture, Media 

and Sport 2020). One way to do this, it is argued 

(e.g. Hartman et  al. 2020), is to factor in public views 

about “data uses,” a shorthand term we use to refer 

to institutional data collection, analysis, and sharing. 

As a result, studies of people’s awareness of and atti-

tudes toward data uses have proliferated in recent years.

Despite the increase in research into awareness of 

and attitudes to data uses, the relationship between 

the two things, awareness and attitudes, is rarely con-

sidered. This relationship is important because it is 

sometimes assumed that the more people understand 

data uses, the more positive their attitudes will be 

(CDEI 2021). This assumption underlies advocacy and 

policy initiatives across various domains of the data 

society. For example, data literacy projects often con-

ceive of the “data trust deficit” (RSS 2014) as a prob-

lem that results from a deficit of understanding. 

Elsewhere, transparency advocates argue that more 

transparent information about how data-driven sys-

tems is needed, to enable understanding and demo-

cratic scrutiny of them (Pasquale 2015).

The assumption that better understanding will lead 

to more positive attitudes mobilizes a “deficit model” 

(Irwin 2014), or a belief that the public has gaps in 

its knowledge which, if filled, will lead to more pos-

itive attitudes. The deficit model has been criticized 

by scholars from various disciplines. Science commu-

nication and public understanding of science scholars 

argue that its focus on improving public trust, rather 

than improving system trustworthiness, is misplaced 

(e.g. Aitken, Cunningham-Burley, and Pagliari 2016). 

Critical race scholars posit that it fails to acknowledge 

the role that structural inequalities play in shaping 

public attitudes (e.g. Benjamin 2016). In this article, 

we apply these critiques to the emerging field of data 

studies, advancing understanding of the relationship 

between people’s awareness of and attitudes to data 

uses through original empirical research.

A further problem with research into public “aware-

ness of ” and “attitudes to” data uses relates to the 

terms used, hence our use of quotation marks around 

them here. Understanding, knowledge, and awareness 

are sometimes used as if they are synonymous. The 

same is true of attitudes, opinions, and perceptions. 

But despite their interchangeable use in everyday life, 

the meanings of terms in each cluster are not 
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identical. This matters because of the conclusions that 

are drawn from research undertaken and the policy 

decisions that follow. Recognizing this as a problem 

means it is necessary to ask questions, such as do 

accurate responses to true/false statements about data 

uses tell us about understanding, knowledge, aware-

ness, how well-informed people are, or something 

else? Methodological choices about what to ask 

research respondents have consequences for what we 

can accurately claim to have found. Reflecting on the 

precise meanings of these sets of terms is therefore 

important. In what follows, we use awareness and 

attitudes as shorthand for the clusters of terms listed 

above, whilst simultaneously interrogating their appro-

priateness for describing the research that we 

undertook.

In this article, we report findings from an online 

survey of 2000 adults in the UK, undertaken at the 

end of 2020, which offers a response to our research 

question: what characterizes the relationship between 

people’s awareness of and attitudes toward data uses? 

In the survey, we collected primary data about dif-

ferent aspects of people’s awareness of and attitudes 

toward data uses, with a particular focus on public 

sector data uses in the contexts of health, welfare, 

and public service broadcasting. We used latent class 

analysis to explore patterns of responses and analyze 

the relationship between awareness and attitudes. We 

found that people with greater awareness of data uses 

hold more negative attitudes toward them. This find-

ing is important because it challenges the “deficit 

model” (Irwin 2014) assumption that greater under-

standing of data uses will result in more positive atti-

tudes toward them.

We proceed by situating our research in the context 

of broader debate about what the public know, think, 

and feel about data uses and reflection on the varied 

terms used in research in this area. We then discuss 

our methods and findings. We conclude by reflecting 

on the implications of our findings, for knowledge, 

policy, and practice.

Prior research into people’s awareness of and 

attitudes to data uses

There is a wealth of literature, academic and grey, on 

public views of data uses, which emerges from a wide 

range of disciplines and countries (see Kennedy et  al. 

2020 review for an extended summary). Studies of 

public views of data uses tends to focus either on 

attitudes or on awareness. Research into attitudes iden-

tifies widespread public concern about what happens 

to personal data. In 2019, the UK Information 

Commissioner’s Office’s annual report claimed that “a 

record number of people” were “raising data protec-

tion concerns” (ICO 2019). Concerns relate to a range 

of issues, including how companies use people’s per-

sonal data (in the US, Auxier et  al. 2019); who is 

mining personal data (in Australia, Lupton and 

Michael 2017); commercial organizations controlling 

people’s personal data in return for the digital services 

they provide (in the UK, Hartman et  al. 2020). 

Research consistently finds that context is an import-

ant factor: people are less concerned about healthcare 

institutions using their personal data (in Ireland, 

Robinson and Dolk 2015), and much more concerned 

about marketers, advertisers, and social media com-

panies doing so (in the UK, ICO 2019). Concern 

varies depending on the kinds of data and platforms 

in question (in the US, Rendina and Mustanski 2018) 

and across different demographic groups (in Sweden, 

Bergstrom 2015; in the UK, Edwards, Gillies, and 

Gorin 2021). Despite this variation, conclusions point 

in the same direction: people are concerned. And yet 

people continue to engage with data-driven systems, 

in what Draper and Turow (2019) describe as “digital 

resignation,” or reluctant acceptance of data uses 

(Peppin 2020).

A largely separate set of studies focuses on under-

standing or awareness. Findings from this work tend 

to be mixed: people are well-informed about certain 

data uses and less informed about others, as elabo-

rated in the paragraph below. This is not surprising, 

given the variety of data uses that exist. Understanding 

and awareness of data collection, analysis, sharing, 

and re-use—the various processes we bring together 

under the shorthand term “data uses”—can include: 

understanding regulation, or what companies and gov-

ernments are legally permitted to do and legally for-

bidden from doing (e.g. European Commission 2019); 

definitions, or what different terms mean (Woodruff 

et  al. 2018); practices, or what different organizations 

actually do with data (Doteveryone 2018a, 2018b; 

Eslami et  al. 2015); and awareness of the societal 

benefits of data uses (Ditchfield et  al. 2002). Research 

into people’s awareness of data uses addresses all of 

these issues and finds that awareness varies signifi-

cantly across domains and practices.

The introduction of the EU’s General Data 

Protection Regulation (GDPR) in 2016 generated a 

flurry of research into people’s understanding of their 

rights in relation to data uses, as enshrined in the 

new legislation. Results are conflicting: one survey 

found understanding of data rights was relatively low 

in the UK (ICO 2019), whilst another found it was 

relatively high compared with other countries in 
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Europe (European Commission 2019). Other research 

has examined what people think companies do, or 

can do, with personal data. Doteveryone (2018a), a 

think tank focusing on responsible technology, found 

that most people were aware that data is collected 

about their online searches, the websites they visit 

and their online purchasing history (68, 68, and 70% 

of their survey respondents, respectively), but far 

fewer people knew that data about their internet con-

nection and information other people share about 

them are also collected (38 and 17%, respectively). 

Findings from qualitative research confirm this mixed 

picture. One study of Facebook users found they had 

limited awareness of the platform’s data uses (Eslami 

et  al. 2015), whereas another argues that people’s 

behaviors suggest they are aware (Bucher 2017).

There are few exceptions to this pattern of research-

ing either attitudes or understanding. Doteveryone has 

researched both but reports separately on each issue 

(2018a, 2018b). Kennedy, Steedman, and Jones’s (2020) 

qualitative research into attitudes to data gathering is 

another exception. They found that older participants 

and younger participants with mild learning disabil-

ities did not fully understand the data uses discussed 

with them, but they nonetheless had strong, largely 

negative attitudes to them. They argue that full under-

standing is not necessarily a prerequisite to developing 

views on data uses.

Assumed deficits

Despite the general absence of research that explicitly 

explores the relationship between awareness of and 

attitudes toward data uses, assumptions about the 

relationship exist, for example in data transparency 

and data literacy scholarship and advocacy. Within 

data transparency scholarship, it has been proposed 

that more transparent information about how 

data-driven systems work will enable democratic scru-

tiny of them, and individuals can then make informed 

decisions about their participation in said systems 

(Pasquale 2015). Alongside fairness and accountability, 

transparency is widely seen as a foundational principle 

for responsible data science (Facctconference.org 

2018). However, assumptions about the normative 

value of transparency are increasingly called into ques-

tion, for example in Ananny and Crawford’s widely 

cited paper on the limitations of the transparency 

ideal (2018). Critics argue that making data-driven 

systems transparent is extremely difficult in practice, 

that transparency can be used for public relations 

purposes rather than to enhance understanding, and 

that arguing for transparency can imply an acceptance 

of high-risk data systems which should be questioned 

(see Bates et  al. 2023 for a summary). Nonetheless, 

transparency remains a central tenet in responsible 

data policy and practice (CDEI 2021).

Data literacy initiatives, or “educational interven-

tions to improve citizens’ data literacies” (Yates et  al. 

n.d.), like transparency endeavors, also assume that 

the “data trust deficit” (RSS 2014) is a problem that 

results from a deficit of understanding. Examples 

include The Data Literacy Project (thedataliteracy-

project.org) and School of Data (schoolofdata.org), 

both of which conceive of skills for making sense of 

data as empowering. Where transparency addresses 

the data trust deficit with better information, data 

literacy addresses it by equipping individuals with 

better skills to make sense of available information. 

Like data transparency endeavors, data literacy proj-

ects are also subject to criticism, for their narrow 

focus on technical or numeric rather than critical 

capabilities (Gray, Gerlitz, and Bounegru 2018), pri-

oritizing of individual over collective needs (Sander 

2021), or failure to conceive of literacy as the ability 

to understand the world in order to change it, as 

popular educator Freire (1996) did D’Ignazio (2017).

Data transparency and data literacy initiatives both 

mobilize a “deficit model” (Irwin 2014), in their 

assumption that filling gaps in public knowledge will 

lead to positive outcomes, such as more informed 

choices or greater empowerment. In scholarship on 

public understanding of science, such models have 

been criticized for their attention to improving public 

attitudes, rather than improving the objects to which 

said attitudes are directed (Aitken, Cunningham-Burley, 

and Pagliari 2016). Criticisms of the deficit model 

can also be found in relation to education (Gorski 

2011) and cultural participation (Miles and Sullivan 

2012), and yet it remains foundational across much 

policy and practice.

The work of critical race scholars, such as Ruha 

Benjamin, also challenges the assumption that more 

understanding of systems results in more positive atti-

tudes toward them. She uses the term “informed 

refusal” to describe what she witnessed in her research 

into Black people’s engagement in health projects 

(2016). Benjamin argues that the notion of informed 

consent wrongly assumes that “the transmission of 

information” results in “the granting of permission” 

(2016, 967). In racialized communities, this assump-

tion does not always hold up, and what we see instead 

is informed refusal. Thus we need to unpack “the 

racial logics of trust” (2014, 755), writes Benjamin.

Benjamin’s argument advances critiques of the defi-

cit model by applying an anti-racist lens and 
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acknowledging the role that structural inequalities 

play in shaping public attitudes. It suggests there is 

no inevitable relationship between understanding and 

trust, acceptance, or other positive attitudes. Our 

research also advances these criticisms, as we dis-

cuss below.

Troubling the terms used in research on data 

use “attitudes” and “awareness”

A further problem with research into public attitudes 

to data uses relates to terms used and claims made. 

As noted above, understanding, knowledge, and 

awareness are often used interchangeably, and so are 

attitudes, opinions, and perceptions. All of these terms 

have multiple meanings, and while the terms in each 

cluster may overlap, they are not synonymous. Yet 

public attitudes research rarely acknowledges this or 

reflects on precisely what can be claimed about peo-

ple’s responses to data uses based on the research that 

has been undertaken. For example, none of the liter-

atures cited thus far defines the terminology that it 

uses. Doteveryone (2018a) presents a model of digital 

understanding in their report on their survey, which 

classifies respondents as aware (the lowest level of 

understanding), discovering (the middle level), or 

questioning (the highest level). They describe under-

standing as moving from “basic awareness” to “deeper 

questioning” and thus see awareness as limited under-

standing, but they do not define any of these terms. 

And yet, reflecting on the multiple and overlapping 

meanings of all terms—understanding, knowledge, 

awareness, attitudes, opinions, and perceptions—is an 

important pre-requisite to making claims about what 

people know, understand, feel, or opine about data 

uses. We do this below, to frame our own claim-making 

about our survey findings.

Oman’s (2021) work is an exception to the general 

pattern of not reflecting on or defining terms. She 

presents numerous meanings of the term “understand-

ing” and applies them to the context of data uses. 

The first conception of understanding relates to how 

individuals comprehend data and the understanding 

they have of situations involving data uses. Such 

understanding is not universal. For some people, data 

uses are complex and opaque; others have an abstract, 

intellectual understanding of them; and others still, 

an everyday comprehension of their application. The 

second conception of understanding is more collective; 

it relates to our shared understanding, highlighting 

the difficulties of ensuring we are talking about the 

same thing to others with different understandings. 

The third conception relates to empathy, where data 

uses are comprehended with understanding for others, 

or without it.

Drawing on empirical research into citizens’ data 

literacies, Yates et  al. (n.d.) turn to the other two 

terms in the awareness cluster, knowledge, and aware-

ness, and differentiate them as follows:

Knowledge of the details of both overt and covert 
data collection, sharing and trading by platforms and 
other organizations may be quite limited for many 
users, this does not mean they are not aware it is 
happening. In all the focus groups respondents 
expressed an awareness that data around use of plat-
forms is collected; but what, how, why and which 
organizations are involved with it – were often poorly 
understood (p. xi).

In contrast to sociology of knowledge approaches 

which often perceive knowledge as sets of ideas 

accepted by a group or society (Doyle McCarthy 1996), 

Yates et  al. adopt a more everyday understanding of 

knowledge, perceiving it as based on facts or infor-

mation. As used here, awareness overlaps with knowl-

edge, but it is different from knowledge. It is more 

akin to being conscious of something than to deep 

understanding or knowledge of facts. Whereas aware-

ness is aligned with feelings or perceptions, knowledge 

is more aligned with facts and information. Knowledge 

not only implies depth of understanding of external 

events or information, but also a sense that what is 

understood is “true” or “fact” (Oman 2022). In the 

context of data uses, arriving at knowledge can be 

hard, because they are opaque, dynamic, subject to 

frequent change, and speculation. Thus awareness as 

generalized knowledge, rather than full understanding 

of details, might be easier to achieve than knowledge. 

So awareness is different from knowledge and under-

standing, yet these differences are rarely acknowledged 

in literature on public attitudes to data uses.

Attitudes, opinions, and perceptions are more or 

less dependent on understanding, knowledge, or 

awareness. Oskamp and Schultz (2014) claim that 

attitudes are the ways that people perceive the world 

around them. Myers defines an attitude as “a favorable 

or unfavorable evaluative reaction toward someone or 

something” (2012, 36; see also Bem 1970). For 

Oskamp and Schultz, attitudes emphasize evaluation 

and learning, aid decision-making, influence thinking, 

and action, and explain consistency in people’s behav-

iors. They are simultaneously comprehensive and sim-

ple. Opinions are understood as views or judgments 

formed about something, not necessarily based on 

fact or knowledge. Knowledge is therefore not a 

pre-requisite to attitudes or opinions. Indeed, research-

ers from fields, such as the sociology of emotions 
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have long highlighted the important role that feelings 

play in the formation of attitudes and opinions and 

their epistemological value (e.g. Ahmed 2004). 

Likewise, in psychology and the cognitive sciences, 

perception is understood as the process of getting, 

interpreting, selecting, and organizing sensory rather 

than cognitive information (IOMC n.d.).

Being reflective about these various, sometimes 

overlapping definitions of terms facilitates precision 

in the conclusions that are drawn from research into 

public views of data uses and the policy and practice 

decisions that follow. Being reflective involves asking 

questions like if people are asked whether specific 

statements about data uses are true or false and they 

answer accurately, does that tell us about their knowl-

edge, awareness, how well-informed they are, how 

much they understand, or something else? If people 

are asked how strongly they agree or disagree with 

statements about data uses, are we finding out about 

attitudes, opinions, perceptions, feelings? Do the 

answers to these two questions vary, depending on 

the precise wording of the statements?

In the analysis of our survey data that follows, we 

explore the nature of the relationship between aware-

ness and attitudes, treating neither as monolithic, 

given that research has shown that diverse publics are 

better-informed about some data-related issues than 

others. Throughout our analysis, we reflect on whether 

our findings are telling us about understanding, 

knowledge, or awareness, and about perceptions, atti-

tudes, or opinions. We have used the terms awareness 

and attitudes thus far in the article and in its title, 

as these are widely used and serve as a shorthand for 

the two clusters of terms. In what follows, we consider 

whether they are the most suitable terms. In so doing, 

we contribute a reflective lens where such terms have 

largely been used unquestioningly. Finally, we attend 

to demographic differences, acknowledging the role 

that structural inequalities play in awareness of and 

attitudes toward data uses. We start by introducing 

our data and methods.

Data and methods

Data was collected in September and October 2020, 

via the web survey platform Qualtrics, which recruited 

participants as well as hosting the survey. The sample 

was recruited to be nationally representative of adults 

in the UK, in relation to gender, age, income, and 

disability. There was additional recruitment (or 

“boosts”) of people born outside the UK, LGBTQ + peo-

ple, Black, Asian, and other racialized people, and 

people in receipt of the UK’s main welfare benefit, 

Universal Credit, to ensure these groups were large 

enough for analysis and that the views of people in 

these groups were represented in our study. We did 

not oversample people with low educational qualifi-

cations, due to the complexity of qualifications in the 

UK. As a consequence of this, and because people 

who choose to opt into unfiltered, web-based surveys 

tend to hold more qualifications (Gelman et  al. 2016), 

our respondents have slightly higher qualifications 

than is nationally representative. Table 1 provides 

demographic information about respondents.

We applied two filters to address the data quality 

issues that often emerge in online surveys in which 

respondents are paid for their participation. The first 

was by using free text fields. Participants were asked 

to share their additional thoughts about questions 

they had been asked at two points during the survey. 

Respondents whose answers suggested they were not 

paying attention, either by entering unintelligible (e.g. 

“tfjyhfgfdh fkjm m”) or irrelevant content (e.g. 

“Marijuana cigarettes weed marijuana”), were removed 

from the sample. The second was a speed check. 

After a pilot launch with N = 40 to confirm question 

intelligibility, respondents who completed the survey 

in less than half the median time taken by pilot 

respondents—that is, less than 450 s—were removed. 

After these data quality checks, the overall sample 

size was 2000.

Respondents were asked to read an information 

sheet, confirm they had read it, and that they 

agreed to participate in the research, before under-

taking the survey. Ethical review, through the 

University of Sheffield Research Ethics Committee, 

via the Department of Sociological Studies (appli-

cation number 032273) was approved on January 

6, 2020.

Our analysis in this article focuses on two sets of 

questions within the survey questionnaire. The first 

set relates to awareness. In this section, respondents 

were presented with statements about different ways 

in which organizations collect data; different ways in 

which organizations use data; and general, factual 

statements, including definitional ones. Respondents 

were asked to state whether statements were true, 

false, or don’t know. The second set of questions 

related to attitudes toward data uses. As with the 

awareness questions, these covered the range of pro-

cesses we include in our term “data uses”: that is, 

collection, analysis, sharing, and uses of data. 

Respondents were asked to indicate how much they 

agreed or disagreed with each statement. We included 

a set of demographic questions in the survey, to 

explore differences between demographic groups, and 
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we refer to answers to these questions in our analy-

sis below.

Writing questions about data uses across a wide 

range of domains so that they are understandable by 

a general audience is challenging. In line with stan-

dard practice in survey design, we built on questions 

from other polls in this section of our survey. 

However, agreeing the precise wording of these ques-

tions was not straightforward. For example, some of 

our questions about whether organizations collect or 

use data about people in particular ways originated 

in Doteveryone’s (2018b) digital attitudes survey. But 

whereas Doteveryone’s wording was “Do you think 

that organizations collect/use data about people in 

the following ways?” we used “any organizations,” 

because without “any,” respondents may interpret the 

question as referring to all or most organizations. 

Although this would make comparing our results 

with Doteveryone’s difficult, we felt that this was 

important to clarify our meaning in this way.

Table 1. Demographic information about respondents.

Variable category Proportion (%)

highest education qualification none/don’t know 6
Post-16 qualifications (e.g. GcSes) 27
Post-18 qualifications (e.g. a-levels) 19
Some higher education (e.g. nursing qualification) 8
Undergraduate degree 23
higher degree 10
other qualification 6

age 18–24 12
25–34 19
35–44 18
45–54 20
55–64 17
65 or older 14

adults in household 1 24
2 53
3 or more 23

children in household any 36
country of birth UK 87

other 13
citizenship UK 93

other european country 4
other non-european country 4

Disability reported disability 27
ethnic group White British 72

White other 5
Black 6
asian 11
mixed ethnicities/other 6

Gender male 48
female 51
non-binary 1

Sexuality heterosexual/straight 80
LGBTQ+ 20

employment/activity Working full-time 44
Working part-time 15
Unemployed and looking for work 6
furloughed 2
full-time university student 3
other full-time student 1
retired 16
not in paid work for any other reason 9
other 3

Source of income earnings, wages, salary, bonuses 67
Income from self-employment 12
occupational pensions, state retirement pensions 20
Universal credit 12
any other state benefits 12
Interest from savings or investments 13
rent from property 4
other income 4
none of these 3

Total household income £19,999 or less 29
£20,000–£39,999 38
£40,000–£59,999 21
£60,000–£100,000 10
£100,000 or more 2
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Devising plausible false statements about data col-

lection and data use that are not far-fetched is par-

ticularly challenging, but it is also necessary to avoid 

presenting respondents with a long list of only true 

statements. One reason it is challenging is because it 

is hard to be certain that statements are in fact false. 

In our team, we disputed whether some statements, 

identified as either true or false in other surveys, were 

in fact so. For example, we were not all convinced 

that the correct answer to “do any organizations col-

lect data by tracking people’s eye movements to track 

what they look at online” was “no,” the answer deemed 

to be correct in the survey which had used this ques-

tion (Doteveryone 2018b). Innovations like 

eye-tracking—which have certainly been trialed even 

if they are not widely implemented—make it hard to 

know unequivocally whether such statements are true 

or false, especially when the question is about any 

organizations. Despite our uncertainty, we included 

this question with “no” as the correct answer, follow-

ing Doteveryone. We reflect on the implications of 

this decision below.

Below, we first present descriptive statistics of 

answers to the questions in the awareness and atti-

tudes batteries, to understand awareness and attitudes 

broadly. Second, we use latent class analysis, a statis-

tical procedure that we used to identify different sub-

groups within each set of answers, and to investigate 

the relationship between our classifications of aware-

ness and attitudes. Third, we estimate whether certain 

groups are more or less likely to be members of some 

latent classes or others. We do this to understand the 

role of demographic differences and social inequalities 

in awareness of and attitudes toward data uses.

For our latent class analysis, we used the poLCA 

package in R. Models were estimated for between 2 

and 10 latent classes in each case, with each number 

estimated ten times, and with 100,000 iterations each 

time. There are various approaches to model selection 

in latent class analysis, with a range of statistical cri-

teria, as well as theoretically-driven approaches. 

Having inspected different classifications, we opted 

for four-class models for both our awareness and our 

attitudes questions. In the absence of a strong 

model-based solution, we selected models that were 

both straightforward to interpret and which had 

classes with a reasonably large fraction of the sample, 

to be able to investigate differences. Figure A1 

(Appendix A) reports figures for a range of 

goodness-of-fit statistics, illustrating the lack of a clear 

model-based solution for either set of questions. The 

scores cannot be meaningfully compared across the 

models due to the different numbers of variables in 

each case. However, the shapes of the distributions 

are very similar across all four criteria.

Results

Descriptive statistics: Awareness of and attitudes 

to data uses

We presented respondents with five statements relat-

ing to the question “Do you think that any organi-

zations collect data about people in the following 

ways?” and five statements for “Do you think that 

any organizations use data about people in the fol-

lowing ways?” We asked respondents to indicate 

whether they thought that the statements were true, 

false, or that they didn’t know. We then estimated 

their awareness of data practices based on their 

answers, as other surveys of public awareness of data 

uses do (e.g. Auxier et  al. 2019 for Pew; Doteveryone 

2018a, 2018b; European Commission 2019; ICO 

2019). Statements, which were presented in random-

ized order, and responses can be seen in Figures 

1 and 2.

A majority of respondents correctly identified the 

true statements about data collection as such, while 

48% believed the false statement (“organizations col-

lect data by tracking people’s eye movements to track 

what they look at online”) was true. However, as 

noted above, we were also not convinced that this 

was not true, so respondents’ uncertainty about this 

mirrored our own. In most cases, there were similar 

numbers of people responding that they didn’t know 

and that statements were false. Our addition of the 

word “any,” described above, to the question “Do you 

think that organizations collect/use data about people 

in the following ways?” may account for the slightly 

higher numbers of positive responses to statements 

that both we and Doteveryone used, such as “By 

tracking what people do online” (91% in our survey, 

85% in Doteveryone’s), “By collecting data that people 

have shared collectively” (83%/57%) and “By collect-

ing data from smart devices” (77%/60%).

In the next question about data uses, all five state-

ments were identified as true by Doteveryone (2018a) 

where they originated. The majority of respondents 

correctly identified them as such. Larger fractions of 

respondents stated that they thought that three data 

uses either didn’t occur or that they didn’t know 

whether they occur; namely, that data is used to help 

the government keep people safe; to suggest that peo-

ple do things differently to improve their well-being; 

to help protect people from scams. Results are shown 

in Figure 2.
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We then asked respondents to indicate whether a 

series of statements were true, false, or that they didn’t 

know. Of the nine statements presented, four were 

true and five were false. The statements and results 

are shown in Figure 3. Here we can see that of the 

five false statements, only one, “banks sometimes send 

their customers emails asking them to click links to 

verify their accounts,” was correctly identified as such 

by a majority of respondents (66%). A majority of 

respondents (56%) incorrectly believed that when a 

website has a privacy policy, this means it will not 

share people’s data with other websites or companies 

without their permission. The three other false state-

ments had similar numbers of people responding true, 

false, and don’t know. Respondents were more likely 

to state that false statements were true than vice versa: 

three out of four true statements were correctly iden-

tified as such by a majority of respondents, compared 

to only one out of five false statements. On average, 

26% of people responded “don’t know” to false state-

ments, compared with 23% for true statements. We 

suggest this indicates more of a reluctance to state 

categorically that data uses do not occur than that 

they do occur.

Figure 1. Do you think that any organizations collect data about people in the following ways?
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We told respondents the correct answers to aware-

ness questions before they moved onto the attitudes 

section. To estimate attitudes, we presented respon-

dents with ten statements and asked them to indicate 

whether they strongly agreed, agreed, neither agreed 

nor disagreed, somewhat disagreed, or strongly dis-

agreed with the statements. These statements were 

prefaced with a note that encouraged respondents to 

answer honestly and that stated that there are no right 

or wrong answers to these questions. Statements and 

responses are presented in Figure 4.

Respondents wanted to know who has access to 

data about them (83% agreed or strongly agreed with 

the relevant statement) and where data about them 

is stored (80%), and they wanted more control over 

how their data is used by organizations (83%). They 

did not support corporate profit-making from per-

sonal data (60% disagreed or strongly disagreed with 

the relevant statement), and only 26% of respondents 

stated that they don’t have “strong opinions about 

the collection and use of data about me.” Together, 

we argue that these responses indicate high levels of 

concern about data uses, confirming the findings of 

other studies (e.g. Hartman et  al. 2020).

At the same time, 52% of respondents agreed or 

strongly agreed that collecting and analyzing data can be 

good for society. This shows that whilst they have some 

concerns about data uses, people also recognize the 

potential benefits. However, only 12% strongly agreed 

with this statement, and 34% of respondents neither 

agreed nor disagreed, which is a larger percentage than 

for any of the other statements. The low fraction of 

respondents strongly agreeing with this statement can 

also be seen as an indication of hesitation or concern.

Classifying awareness and attitudes

It is possible that the people who answered questions 

about one issue correctly, and thus indicated a degree 

of awareness about that issue, may be less aware about 

other issues and therefore answer related questions 

incorrectly. It is also possible that people with concerns 

about a particular data-related issue are not equally 

concerned about all issues. Some people might be very 

concerned about certain issues, whereas others may 

be concerned about a broad range of issues. We gen-

erated two classifications using latent class, based on 

responses to the awareness and attitude questions, 

respectively, and in each case, we classified respondents 

into four different latent classes.

Based on awareness questions, we describe our 

four latent classes as Aware; Believers; Disbelievers; 

Don’t knows. Based on attitudes questions, we describe 

our four latent classes as Critical; Cautious; Neutral; 

Agree. All classes are described in Table 2 below, 

where percentages of respondents in each class are 

also listed.

Figures 5 and 6 show the differences between the 

four latent classes based on the awareness variables, 

by illustrating the distribution of responses within 

each latent class.

The largest latent class, Believers, at 38%, are more 

likely than any other group to state that false state-

ments are in fact true. The next largest latent class, 

Aware (25%), mostly answered the questions about 

data collection and use correctly. They generally cor-

rectly identified the false statements in the true/false 

batch, with the exception of the statement about 

which we were also uncertain—namely, that organi-

zations track people’s eye movements to track what 

they look at online. The smallest latent class, 

Disbelievers (14%), are the opposite of Believers. They 

generally responded that statements are false, even 

when they were in fact true. Again, this was not 

uniformly the case. For example, the majority cor-

rectly stated that data is used to identify what people 

like them like to do online, but the overall pattern 

was to define statements as false. Finally, Don’t knows 

(23%) generally stated that they didn’t know the 

answer to questions, rather than providing a definitive 

answer. Some statements received more definitive 

answers than others, but this group is distinguished 

by its large number of don’t know responses.

Figure 7 shows the results of the latent class based 

on attitudes, showing the distributions of responses 

to each attitude question within each of the four latent 

classes. The two largest groups are Critical (36%) and 

Cautious (34%). These groups are not distinguished 

by the questions with which they agree or disagree. 

Rather, they are distinguished by their strength of 

feeling. Large fractions of the Critical group strongly 

disagreed with statements, such as “I support corpo-

rate profit-making from personal data” and “I don’t 

have strong opinions about the collection and use of 

data about me.” They strongly agreed with statements 

that indicated that they wanted more control over 

how their personal data is used and to know who 

has access to data about them and where it is stored. 

By contrast, the Cautious group tended to hold similar 

opinions to the Critical group, but not strongly. The 

Neutral group (13%) overwhelmingly responded with 

“Neither agree nor disagree.” Again, this varied by 

question. Notably, a moderate fraction of the Neutral 

group agreed with the statement that they don’t have 

strong opinions about the collection and use of data 

about them.
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Finally, the Agree group (17%) overwhelmingly 

either agreed or strongly agreed with all questions. 

This seems contradictory—for example, when a 

respondent simultaneously strongly agrees that they 

don’t have strong opinions about the collection and 

use of data about them and that they’re concerned 

Figure 2. Do you think that any organizations use data about people in the following ways?
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Figure 3. are the following statements true or false?
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Figure 4. Please indicate how strongly you agree or disagree with the following statements.
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about the role of commercial companies in public 

services. This suggests that no group fully accepts 

data uses, as even those who accept some data uses 

want information about and control over what hap-

pens to their data, as Figure 4 illustrates. This could 

be seen as “digital resignation” (Draper and Turow 

2019) or reluctant acceptance of data uses (Peppin 

2020). It is also possible that people within this group 

found the items difficult to interpret or that they used 

the “Strongly agree” category to communicate their 

general strength of feeling. Or they “satisficed” 

(Krosnick et  al. 2001)—that is, they selected the box 

in the same place on each page to complete the survey 

quickly, something that is, of course, possible with all 

surveys.

Overall, what most distinguishes respondents in 

the attitudes latent classes is strength of feeling, 

regardless of domain, context, or other details about 

data uses. As latent class analysis involves bottom-up 

clustering of data, this finding is not an artifact of 

our methodological choices. We did not pre-define 

these clusters; rather, they are the clusters that best 

characterize patterns of responses. With that said, 

labeling involves choice. Our labels for latent classes 

are consistent with the patterns of responses that make 

them up, but other labels would be equally legitimate. 

We classify strong negative opinions about data uses 

as “critical,” where other terms, for example, “cynical,” 

could also be used. It is also important to acknowl-

edge the limitations of labels. For the awareness latent 

classes, we chose Aware, Believers, Disbelievers, and 

Don’t Knows. But as people acquire their knowledge 

from a range of sources, including media reports 

which are not always factually accurate, some respon-

dents in the Disbelievers latent classes may believe 

their answers to be accurate or correct, even if they 

are not, or they may have interpreted questions dif-

ferently from those in the Aware class.

The relationship between awareness and 

attitudes

Having established our latent classes, we then turned 

to consider the relationship between the two models, 

as illustrated in Figure 8. The bars connecting aware-

ness latent classes to attitude latent classes show the 

relationship between them. The width of bars denotes 

the fraction of survey respondents who were members 

of both latent classes connected by the bars: the 

thicker the bar, the stronger the relationship.

The figure shows that 46% of Aware are in the 

Critical group, significantly more than the 36% of the 

overall sample who are Critical. They are also signifi-

cantly less likely to be in the Neutral group, at 9% 

compared with 13% of the overall sample, and slightly 

less likely to be in the Agree group, at 14% compared 

with 17% of the overall sample.

Believers are more likely to Agree (22 vs. 17%) and 

less likely to be Neutral (9 vs. 13%) compared to the 

overall sample, but their proportions who are Critical 

and Cautious are very similar (37 vs. 36 and 33 vs. 

34%, respectively). By contrast, the Disbelievers are 

the least likely to be Critical (20 vs. 36%), and the 

most likely to be either Neutral (21 vs. 13%) or Agree 

(25 vs. 17%). Finally, the Don’t know group are mod-

erately less likely to be Critical (34 vs. 36%) and more 

likely to be Cautious (41 vs. 34%), but also signifi-

cantly more likely to be Neutral (19 vs. 13%) and less 

likely to be Agree (7 vs. 17%).

What is noteworthy here is that people who are 

most aware of data uses are also most critical or 

cautious about them. This finding challenges deficit 

model thinking which underlies data transparency 

and data literacy advocacy and initiatives and which 

has been criticized by PUS (Public Understanding of 

Science) scholars (Aitken, Cunningham-Burley, and 

Pagliari 2016; Irwin 2014). Such thinking and initia-

tives propose that the “data trust deficit” (RSS 2014) 

can be addressed with better information and better 

skills to understand information. Our findings suggest 

Table 2. Understanding groups, attitudes groups, descriptions, 
and percentages of respondents in each group.

Group name Group description % of respondents

Understanding groups
 aware generally correctly identify true 

and false statements
25

 Believers generally respond that the 
statements they are 
presented with are true

38

 Disbelievers generally respond that 
statements are false, even 
when they are in fact true

14

 Don’t knows generally state that they don’t 
know the answer to 
awareness questions

23

attitude groups
 critical strongly disagree with some 

statements that are positive 
about data practices, and 
strongly agree with others 
that are negative about data 
practices

36

 cautious tend to agree or disagree in the 
same directions as the 
Critical group, but not 
strongly

34

 neutral overwhelmingly respond with 
“neither agree nor disagree”

13

 agree overwhelmingly either agree or 
strongly agree with all 
statements

17
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that it is not how much people know or are aware 

that matters, but rather the characteristics and degree 

of trustworthiness (O’Neill 2018) of the object of 

knowledge or awareness—in this case, data uses, 

which are perceived to be concerning. That the con-

verse is also true reinforces this point—that is, the 

people who are the least aware of data uses (the 

Disbelievers) are also the least likely to be Critical, 

and most likely to be Neutral.

Differences in awareness and attitudes across 

demographic groups

As well as establishing relationships between aware-

ness and attitude latent classes, we explored whether 

there were differences in latent class membership by 

demographic group, given the role that structural 

inequalities can play in trust, acceptance, and other 

attitudes. We focus on six demographic characteristics: 

gender, ethnicity, education, age group, disability, and 

sexuality. We do so because existing literature suggests 

that people in these demographic groups are more 

likely to be adversely affected by data uses than people 

in other groups and that this may affect awareness 

and attitudes (e.g. Benjamin 2014, 2016; Dobransky 

and Hargittai 2016; Kennedy, Steedman, and Jones 

2020; Rendina and Mustanski 2018; Robinson et  al. 

2015; Woodruff et  al. 2018).

Table 3 shows the differences in awareness of latent 

class membership by these demographic variables. Not 

all of these differences are statistically significant at 

the 95% level. For example, only around 5% of our 

sample are White Other, so a difference with another 

group of a few percentage points would not be statis-

tically significant. In addition, while differences 

between individual characteristics may be statistically 

Figure 5. Latent class model (awareness): first set of variables relating to awareness questions about data collection and use.
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significant, they are not all jointly significant. That is, 

when two variables are controlled for, only one or 

neither of the differences is significant. For example, 

an observed difference in attitudes between age groups 

may be primarily explained by the fact that older peo-

ple are less likely to have higher educational qualifi-

cations. Here, we highlight the differences that are 

statistically significant when modeled together using 

multinomial logistic regression.

As Table 3 shows, the largest differences relate to 

age. While all age groups are similarly likely to be 

Aware, people aged between 18 and 24 are particularly 

likely to be Disbelievers, and all other age groups are 

more likely to be Believers. People aged 55 and older 

are moderately more likely to be Don’t knows than 

other age groups. There are also differences by ethnic 

group. Black and Asian people are significantly less 

likely to be in the Aware cluster and significantly 

more likely to be either Believers or Disbelievers, 

although the difference in the probability of being 

Disbelievers is not statistically significant between 

White British and Black respondents.

In terms of gender differences, men are more likely 

to be in the Knowledgeable group, while women are 

more likely to be in the Don’t know group. Men and 

women are similarly likely to be Believers and 

Disbelievers. Educational differences are also confined 

to these two latent classes. People with higher edu-

cational qualifications are more likely to be Aware, 

while people with fewer educational qualifications are 

more likely to be Don’t knows. Differences between 

disabled and non-disabled people are small, whereas 

differences between LGBTQ + and heterosexual cis-

gender people are larger, as LGBTQ + people are far 

more likely to be Aware, and far less likely to be 

Believers.

Figure 6. Latent class model (awareness): second set of variables relating to true/false questions.
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Table 4 shows the differences between these same 

groups in the attitude latent classes. Women are more 

likely to be in the Critical group than men, who are 

more likely to be Neutral. Differences in ethnic group 

are generally small, although Black people are less 

likely to be in the Cautious group and more likely 

to be in the Neutral group than are others. Differences 

by education are also generally small; while there are 

some differences (for example, people with qualifi-

cations taken around the age of 18, such as A-levels, 

are more likely to be in the Cautious group), it is 

likely that this is a difference that has emerged by 

chance because of the sampling process. Similarly, 

there are no significant differences between disabled 

people and non-disabled people, nor are there sig-

nificant differences between LGBTQ + people and 

heterosexual cisgender people. The largest differences 

are between different age groups. 27% of people in 

the youngest group are Critical, while 44% of people 

who are 55–64 and 42% of people aged 65+ are in 

this group. Sixteen to 24s are the most likely to be 

Neutral and older people are significantly less likely 

to be in the Agree latent class than others. Overall, 

other than between age groups, the differences 

between demographic groups are much smaller for 

the attitude latent classes than for the knowledge 

latent classes.

Discussion and conclusions

Our survey confirms the finding of prior studies into 

people’s awareness of data uses that people appear to 

be aware of certain data uses and less aware of others 

(e.g. Doteveryone 2018a). It also confirms the findings 

of research into attitudes, as it shows that public con-

cern about certain data uses is high (ICO 2019; Pew 

2019). Combining these two findings to explore the 

relationship between awareness and attitudes, we con-

tribute original insights that advance understanding 

of public views on data uses. We found that people 

who are more aware of data uses tend to be more 

critical and cautious about them. This finding chal-

lenges the assumption that more and better informa-

tion (as promoted by transparency advocates), 

combined with more and better skills to make sense 

of it (what data literacy initiatives seek to achieve) 

will result in greater acceptance of data uses. In our 

survey, the Aware latent class, or respondents who 

mostly answered the questions about data collection 

and use correctly and correctly identified the false 

statements in the true/false batch, were more likely 

to be in the Critical group, who strongly disagreed 

with negative statements and strongly agreed with 

positive statements, and moderately more likely to be 

in the Cautious group, who tended to agree or dis-

agree with the same items.

Figure 7. Latent class model (attitudes).



THE InfORMATIOn SOcIETY 17

We also contribute to debate about the role of 

structural inequalities in relation to perceptions of 

data uses. We found that respondents from different 

demographic groups are not equally likely to be in 

all latent classes. The main difference that we iden-

tified related to age. In the awareness classes, younger 

people were more likely to be Believers, while older 

people were more likely to be Disbelievers. With 

regard to attitudes to data uses, older people were 

more likely to be in the Critical latent class, while 

younger people were more likely to be in the Neutral 

class. There were other small differences across groups, 

but on the whole, we found different demographic 

groups have a lot in common in terms of attitudes 

to data uses, the unequal likelihood of being in latent 

classes notwithstanding. In our survey, it was not the 

case that people most likely to be negatively affected 

by data uses are the only ones who are concerned 

about them. Rather, people who do not belong to 

disadvantaged or minority groups are still worried 

about how these groups might be negatively impacted 

by data uses. This finding that structural inequalities 

matter in perceptions of data uses, but not only to 

people whose lives are negatively affected by them, is 

an important contribution to data and inequalities 

literature.

One possible conclusion to draw from our find-

ing—that people who are more aware of data uses 

are more critical and cautious about them—is that 

information about data uses should be made less avail-

able, to minimize caution, critique, and concern. Of 

course, that is not what we are suggesting. Our survey, 

like other surveys (e.g. Doteveryone 2018a, 2018b; 

Hartman et  al. 2020), found that people want infor-

mation about what happens to their personal data: 

they want to know who has access to data about them 

(83%) and where data about them is stored (80%). 

What is at stake here is not how much people know 

or are aware, but rather the characteristics of the 

object of knowledge or awareness.

Figure 8. The relationship between knowledge latent classes (on the left) and attitude latent classes (on the right).
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As noted above, some researchers propose that 

attention should be focused on improving the quality 

and trustworthiness of technological or scientific sys-

tems, not public understanding of them. For example, 

Aitken, Cunningham-Burley, and Pagliari (2016, 713) 

argue that efforts to increase public understanding as 

a way of addressing attitudes like distrust are flawed, 

in part because the assumption that greater under-

standing of science results in more positive attitudes 

toward it “remains unproven.” Therefore they propose 

that the focus should not be on what the public 

understands, but rather on ensuring that science and 

related systems are trustworthy. Similarly, writing 

about public attitudes to AI, Knowles and Richards 

(2021) argue that the public will trust AI when an 

effective regulatory ecosystem to oversee these tech-

nologies is put in place. They also suggest that where 

there is distrust or concern, it is the object of trust 

and its related regulatory framework that needs to 

change, for concern to diminish, not information 

about them or understanding of information (see also 

O’Neill 2018).

These writers are critical of the “deficit model” 

(Irwin 2014)—that is, the belief that the public has 

Table 4. attitude latent class membership by demographic variables.

Variable category critical (36%) cautious (34%) neutral (13%) agree (17%)

Gender male 33% 35% 15% 18%
female 39% 34% 11% 16%

ethnic group White British 35% 36% 14% 15%
White other 41% 35% 9% 15%
asian 35% 33% 12% 20%
Black 38% 20% 11% 31%
mixed/other 40% 28% 11% 20%

education no qualifications 38% 28% 17% 18%
Vocational qualifications 31% 30% 18% 20%
Qualifications taken around 16 40% 33% 14% 13%
Qualifications taken around 18 32% 39% 12% 16%
Some higher education 37% 33% 13% 16%
Degree 37% 35% 10% 18%

age group 18–24 27% 33% 18% 22%
25–34 32% 31% 11% 25%
35–44 35% 33% 11% 21%
45–54 35% 37% 14% 14%
55–64 44% 34% 15% 8%
65 or older 42% 38% 10% 11%

Disability Disabled 37% 30% 13% 19%
not disabled 36% 36% 13% 16%

Sexuality heterosexual/straight 36% 35% 13% 16%
LGBTQ+ 36% 31% 13% 20%

Table 3. awareness latent class membership by demographic variables.

Variable category aware (25%) Believers (38%) Disbelievers (14%)
Don’t knows 

(23%)

Gender male 28% 38% 15% 20%
female 23% 38% 13% 26%

ethnic group White British 26% 36% 12% 26%
White other 30% 41% 13% 16%
asian 16% 49% 18% 16%
Black 19% 45% 21% 15%
mixed/other 35% 29% 19% 17%

education no qualifications 17% 30% 18% 36%
Vocational qualifications 18% 39% 18% 25%
Qualifications taken around 16 20% 38% 12% 30%
Qualifications taken around 18 26% 38% 13% 23%
Some higher education 28% 37% 14% 20%
Degree 29% 39% 14% 17%

age group 18–24 24% 27% 26% 22%
25–34 27% 40% 17% 16%
35–44 27% 38% 15% 19%
45–54 24% 41% 10% 24%
55–64 24% 39% 9% 28%
65 or older 25% 38% 9% 28%

Disability Disabled 27% 33% 14% 26%
not disabled 25% 39% 14% 22%

Sexuality heterosexual/straight 23% 39% 14% 23%
LGBTQ+ 34% 31% 13% 22%



THE InfORMATIOn SOcIETY 19

gaps in its knowledge which, if filled, will lead to 

more positive attitudes—that underpin a misplaced 

focus on public trust rather than system trustworthi-

ness. Likewise, Benjamin (2014, 2016) criticizes the 

assumption that “the transmission of information” 

about scientific systems will result in “the granting of 

permission” (2016, 967) or other forms of acceptance. 

She argues that such assumptions fail to acknowledge 

the ways in which structural inequalities unsettle such 

neat models. Our research shows that putting these 

ideas into dialogue with research into public views of 

data uses is productive. Despite longstanding criti-

cisms, the deficit model continues to underpin policy, 

practitioner, and scholarly thinking, about public atti-

tudes to data uses, as well as in other domains (Gorski 

2011; Miles and Sullivan 2012). Better transparency 

and better literacy may improve understanding of data 

uses, and the former would certainly respond to our 

finding that people want more information about who 

has access to their data and where it is stored. 

However, given that people who are more aware of 

data uses are more critical and cautious about them, 

we argue that better data uses are essential if public 

attitudes to them are to improve—although what con-

stitutes “better” data uses is, of course, open to debate.

As indicated by our use of the term Aware to 

describe one of our latent classes, we propose that 

what we have established is people’s awareness of data 

uses, with awareness understood as being conscious 

of something, and as generalized knowledge rather 

than full understanding of details. We found that 

respondents were more likely to state that false state-

ments were true than vice versa, which could be seen 

as a reluctance to state categorically that data uses do 

not occur. Respondents stating that they didn’t know 

whether false statements were true or false could also 

be interpreted in the same way. Such reluctance may 

come from general awareness that data collection, 

analysis, and sharing take place, even if respondents 

are not certain about the particular data use men-

tioned in a statement. The forty-eight percent of 

respondents who believed organizations collect data 

by tracking people’s eye movements to track what 

they look at online—and members of our team who 

were also unsure about this—may also be reluctant 

to state categorically that it does not happen, because 

of awareness that it may happen.

If attitudes are understood as ways of perceiving 

the world around us that are generally consistent, and 

opinions as views or judgments about a particular 

phenomenon not necessarily based on fact or knowl-

edge, we can characterize what we found as a mix of 

attitudes and opinions. Further, qualitative research is 

needed to disentangle attitudes from opinions in our 

data. When respondents express concern about what 

happens to health data or companies monitoring chil-

dren’s mobile phone use to support their well-being, 

it may be the data type, the people to whom the data 

refers, the purposes for which it is used, who is using 

it, the context, or other issues that concern them. To 

know whether these responses represent opin-

ions—“views or judgments about a particular phe-

nomenon”—or more generally consistent attitudes, it 

is necessary to ask why they have responded in the 

ways that they did, something that is most effectively 

done through qualitative research.

We have argued that it is important to reflect on 

the meanings of the terms we use in our claim-making 

and the methodological choices we make in our 

research design, including choices about question 

wording and the options we make available to respon-

dents. The two paragraphs above represent our efforts 

to do so. By modeling a reflective lens, we advance 

scholarship on public views of data uses.

Reflecting on how to interpret expressions of 

uncertainty in survey research is also important. Our 

respondents were given don’t know options in 

response to awareness statements, and neither agree 

nor disagree options in response to attitude state-

ments. What can we make of such responses? We 

found that there was a clear relationship between 

the two, between respondents who are Don’t knows 

in awareness and Neutral in attitude. A range of 

phenomena may motivate such answers. Some 

respondents will genuinely not know whether the 

statement they are being asked to assess is true or 

false, and have no view of the statements about 

which they are being invited to express opinions. 

Others may have some idea but not feel confident 

taking a position; others still may consider not tak-

ing a position to be the lowest-effort option available 

to them (Krosnick et  al. 2001).

Our findings suggest some recommendations for 

data policy and practice. First, they indicate that if 

data uses remain unchanged, people are likely to con-

tinue to be concerned about them, despite transparent 

information or skills to interpret it. Certain data uses 

consistently concern people—as noted above, our 

research confirms the findings of previous studies in 

this regard. One example is sharing data originally 

intended for health or other prosocial purposes in 

ways that enable commercial companies to profit. Not 

engaging in such practices should therefore be 

considered.

Second, our findings indicated that while greater 

data transparency and data literacy initiatives are to 
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be encouraged, without changes to practice and pro-

cess, people will continue to be concerned about data 

uses. We therefore argue that the focus of change 

should be on data uses, practices, and processes. 

Furthermore, it is important to consult the public 

continuously, particularly those negatively affected by 

data uses, about what changes they think are needed, 

because demographic groups differ in their attitudes 

to data uses. This will be resource-intensive, but 

engaging in an ongoing dialogue with the public about 

data uses on a case-by-case basis is necessary if data 

is to be used responsibly.

Finally, our findings indicate a need for data pol-

icymakers and practitioners to be wary of deficit 

model assumptions in their work. If "deficit ideology" 

(Gorski 2011) persists in approaches to public under-

standing of data uses, then the wrong things will be 

prioritized, as existing critiques of such ideology sug-

gest. Unpacking assumptions about links between 

phenomena—in our case, attitudes to and awareness 

of data uses—is an important component of challeng-

ing deficit ideology.

Understanding people’s awareness of and attitudes 

toward data uses is difficult for many reasons. Data 

uses are dynamic, they change constantly, and so does 

regulation, although legislation often struggles to keep 

pace. People’s knowledge of and feelings about data 

uses are not static either—they can change in the 

process of thinking, reading, or talking about them. 

For these and other reasons, it is important not to 

oversimplify what it means to understand or be con-

cerned about a data use. Likewise, it is important for 

public attitudes researchers to be explicit about how 

they define their chosen terms and reflexive about 

what their chosen methods do and do not enable 

them to make claims about. Our paper represents our 

attempt to do these things.
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