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Robust Intrusion Detection for Resilience

Enhancement of Industrial Control Systems: An

Extended State Observer Approach

Saif Ahmad and Hafiz Ahmed, Senior Member, IEEE

Abstract—We address the problem of attack signal estimation
in industrial control systems that are subjected to actuator false
data injection attack (FDIA) and where the sensor measurements
are corrupted by non-negligible high-frequency measurement
noise. The actuator FDIA signal is categorized as disturbance
to be estimated and subsequently compensated, based on the
concept of extended state observer (ESO). We investigate the
efficacy of two alternatives to conventional ESO namely, cascade
ESO (CESO) and low-power higher-order ESO (LHESO), that
guarantee improved estimation performance in case of noisy
measurement data as well as time-varying attack signals. Simu-
lation and experimental results under different types of FDIAs
demonstrate the advantages of designed schemes in comparison
to conventional linear and nonlinear ESOs, using network motion
control system as an illustrative example. The results highlight the
limitations of conventional ESO under noisy measurement data,
particularly nonlinear ESO which is based on fal(·) function
and commonly used in control literature.

Index Terms—actuator false data injection attack, industrial
control system, extended state observer, measurement noise.

I. INTRODUCTION

Technological advancements in the filed of digital com-

munication have resulted in rapid adoption of networked

control systems (NCSs) in the industrial setting due to various

advantages such as increased flexibility in architecture, lower

installation cost, easier maintenance and improved reliability,

compared to a conventional control systems [1]. NCSs are

characterized by remote sensors located near the physical

system which collect and transmit data to control systems over

a communication network. However, this interaction between

the physical and cyber (communication) layer also gives rise to

security issues as the system becomes susceptible to malicious

cyber attacks at the sensor or actuator side and carries the

risk of damaging the control system [2]–[7]. Over the years,

an increasing number of cyber attacks on industrial control

systems are being witnessed due to a proliferation of NCSs

in the industrial setting, with over 16000 attacks reported

in 2013 alone [2]. Furthermore, as per an IBM report on
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industrial control systems attacks, an increase of 110 percent

cyber attacks had been observed in 2016 as compared to the

previous year [5]. Intrusion detection and design of attack

resilient cyber-physical industrial control systems is therefore

of paramount importance to ensure safe and reliable operation

of NCSs [5], [8]–[12].

A number of attack detection, isolation, estimation and

control methods have been investigated in [2], [13]–[16].

References [2], [13] present a detailed survey on intrusion

detection and recent advancements on the security issue in

industrial cyber-physical systems along with the advantages

and limitations of different techniques. A distributed nonlinear

observer relying on higher-order sliding mode structure was

constructed in [14] to estimate the system states along with

unknown constant power load in a DC micro-grid scenario

considering FDIA on the sensors. In [15], a bank of unknown

input observers (UIO) were constructed for estimation of sys-

tem states as well as the attack signal without using the input

signals. An extended state observer (ESO) based approach

was investigated for estimation of actuator FDIA in [16] in

the context of a networked motion control platform where the

attack signal was categorised as disturbance. It is to be noted

that observer based estimation techniques studied in [14]–[16]

are susceptible to high-frequency measurement noise that gets

added during data collection. Furthermore, high-gain nature

of the observers employed in [14], [16] give rise to numerical

issue during practical implementation on fixed point digital

signal processors due to finite word length.

Motivated by the aforementioned facts, we introduce two al-

ternatives to conventional ESO, namely cascade ESO (CESO)

[17], [18] and low-power higher-order ESO (LHESO) [19],

that offer a promising solution to the problems associated

with high-gain observers and analyze their effectiveness in the

context of intrusion detection and attack signal estimation in

a cyber-security setting considering the case of a networked

motion control platform, similar to [16]. The present approach

relies on attack signal estimation based on the difference

between expected and actual system output under a specified

control signal. An FDIA on the actuator side is considered

in which the malicious data is added to the control sig-

nal during transmission over the communication network.

However, unlike [16], we also consider the effect of high-

frequency measurement noise that is often inevitable in sensor-

based data acquisition. In particular, we show that the ability

of CESO and LHESO to accurately estimate time-varying



Fig. 1: Block diagram showing actuator FDIA on a networked

motion control platform.

signals makes them a better alternative to conventional ESO.

Furthermore, the low-power structure of LHESO limits the

maximum observer gain to be implemented to ‘two’ which

in turn takes care of the numerical issue associated with the

practical implementation in a digital setting [20], [21]. We also

highlight a major limitation of nonlinear ESO (NESO) in terms

of oscillations around the steady state operating point which

happens due to over-amplification of measurement noise. A

preliminary version of this work has been published in [22].

This work builds on similar ideas and includes additional

analysis, results and discussions. In particular, the current

works includes the following aspects in addition to the work

presented in [22]: a.) Rigorous stability analysis of model

assisted CESO and LHESO which are employed as actuator

FDIA estimators. Although the considered motion control

platform exhibits linear dynamics, the estimators are designed

for general nonlinear systems in strict feedback form and

can be used for a wider class of systems. b.) Experimental

validation on a motion control platform.

Remaining sections in this paper are organised as follows:

Section II deals with the problem formulation considering

actuator FDIA on a networked motion control system. Con-

ventional linear and nonlinear ESOs are briefly revisited in

Section III in the context of attack signal estimation. Sections

IV and V introduce two noise suppressing ESOs, namely,

CESO and LHESO, for attack signal estimation and highlights

structural properties that result in superior estimation perfor-

mance along with convergence analysis. Numerical study us-

ing Simulink/MATLAB environment is carried out in Section

VI to highlight the effectiveness of the designed schemes.

Comprehensive experimental validation using Quanser rotary

servo unit SRV02 is presented in Section VII. The papers ends

in Section VIII with a summary of conclusions and future

perspectives.

II. PROBLEM FORMULATION

In this paper, we consider a second order networked motion

control platform studied in [16] and expressed as follows:














ẋ1 = x2

ẋ2 = −ax2 + bu

ym = x1 + ν,

(1)

where x1, x2 denote the position and speed of the motor,

respectively and ym is the sensed value of positions which is

acted upon by an additive high-frequency measurement noise

signal denoted by ν. A direct structure is considered for the

networked control system which comprises a controller and a

remote unit connected via a communication channel [1]. The

remote unit further contains a physical plant i.e. servo motor,

actuator and sensor for position feedback.

We consider a scenario where the system defined in (1) is

subjected to a cyber attack at the actuator side (as shown in

Fig. 1) where the attack signal is denoted by ∆u. System (1)

under actuator FDIA can be expressed as






















ẋ1 = x2

ẋ2 = −ax2 + b[u+∆u]

= −ax2 + bu+ ϑ

ym = x1 + ν,

(2)

where ϑ = b∆u denotes the net effect of attack signal on the

dynamics of motion control platform.

Considering that the system model in (1) is accurate, the

attack signal (∆u) can be estimated by using the concept of

extended state observer where the unknown FDIA signal is

categorised as additive disturbance term. Including ϑ in the

state space model, the augmented dynamics for (2) is obtained

as






















ẋ1 = x2

ẋ2 = −ax2 + ϑ+ bu

ϑ̇ = h

ym = x1 + ν,

(3)

where h denotes the derivative of ϑ.

III. EXTENDED STATE OBSERVER (ESO)

It is to be noted that the augmented system defined in (3)

is in strict feedback form [20], and therefore, it is possible to

design an extended state observer (ESO) of high-gain form to

obtain its estimate. Following assumptions are made to ensure

the stability of ESO:

Assumption 1: Derivative of ϑ i.e. h = ϑ̇ is bounded in the

manner |h| ≤ µ1 [17].

Assumption 2: Measurement noise ν is bounded and the

bound is given by |ν| ≤ µ2 [18].

A nonlinear extended state observer (NESO) is designed for

(3) following the general design approach given in [23] which

gives






















e1 = ym − x̂1

˙̂x1 = x̂2 + β1 · ς1(e1)
˙̂x2 = −ax̂2 + ϑ̂+ bu+ β2 · ς2(e1)
˙̂
ϑ = β3 · ς3(e1),

(4)

where β1, β2, β3 denote observer gains and ςi(e1) is the

nonlinear error function which is expressed as

ςi(e1) = fal(e1, αi, δ) =







e1
δ1−αi

|e1| ≤ δ

|e1|αisign(e1) |e1| > δ,
(5)



where δ is the threshold value. However, the NESO is difficult

to analyse and tune due to its nonlinear nature and large num-

ber of tuning parameters. Furthermore, the small error large

gain nature of the fal(·) function [24] results in significant

noise amplification around steady state and contaminates the

attack signal estimate.

In order to have a simpler implementation as well as tuning,

a linear ESO (LESO) was proposed in [25] where the nonlinear

function ςi is replaced by e1. Furthermore, the observer gains

are parameterized in terms of an observer bandwidth denoted

by ωo such that βi = ϵiω
i
o where ϵi is a positive constant.

However, high-gain nature of LESO also results in noise

amplification in the obtained estimates as evidenced by the

following estimation error bound obtained for a third order

ESO [26]:

lim
t→∞

∥x̃∥ ≤ κ1|h|ω−1
o + κ2|ν|ω2

o

≤ κ1µ1ω
−1
o + κ2µ2ω

2
o ,

(6)

for some ωo ≥ ω∗

o , where κ1, κ2 are some positive constants,

∥x̃∥ :=
√
x̃T x̃ denotes the Euclidean norm of x̃ := x − x̂,

x := [x1, x2, ϑ]
T and x̂ := [x̂1, x̂2, ϑ̂]

T . The aforementioned

inequality in (6) makes it clear that an increase in ωo attenuates

the effect of disturbance (h) by O(ω−1
o ) on the estimation

error, however, the effect of measurement noise (ν) is am-

plified by O(ω2
o). This relation in turn forces a compromise

between fast and accurate disturbance estimation and noise

contamination of the estimates, while selecting the observer

bandwidth. In addition, escalation of observer gains to ωn+1
o ,

where n is the system order, gives rise to numerical issue

during practical implementation on fixed-point digital signal

processors [26]. These problems are addressed in the following

sections by introducing alternatives to the conventional ESO

structure.

IV. CASCADE EXTENDED STATE OBSERVER (CESO)

Cascade ESO [17], [18], attempts to overcome the noise

amplification issue through virtual decomposition of the total

disturbance into N number of components and then estimating

each component via a set of N cascaded ESO where the output

of ESO in each level acts as a reference for subsequent level.

In doing so, the noise sensitivity of the final set of estimates

obtained from CESO is improved due to filtering at each level.

A. System Description

In order to tackle the FDIA estimation problem for a more

general class of nonlinear systems, we consider a second

order nonlinear system whose augmented state-space model

is defined in the following form:

ẋ = Ax+ bBu+Φ(x) +Eh, (7)

where Φ(x) := [ϕ1(x1, x2, ϑ), ϕ2(x1, x2, ϑ), ϕ3(x1, x2, ϑ)]
T

is Lipschitz and

A =

[

0 I2
0 0

]

3×3

,B =
[

0 1 0
]T

1×3
,C =

[

1 0
]

1×3
,

E =
[

0 1
]T

1×3
.

For the particular case of networked motion control platform

studied in this work (3), Φ(x) is a linear combination given

by

Φ(x) = φx,φ =





0 0 0
0 −a 0
0 0 0



 .

B. Design of CESO

In this paper, we aim to develop a two level CESO in order

to estimate the actuator FDIA. Therefore, the FIDA signal is

split into two components ϑ = ϑ̃1+ϑ̃2 where each component

is estimated by an ESO in CESO. Considering the system

defined in (7), the ith level ESO in CESO is implemented via

the following expression:

˙̂zi = Aẑi+ bBu+Φ(ẑi)+Li(yi−1−Cẑi)+
i−1
∑

k=1

Γẑk, (8)

where

Li = [li,1, li,2, li,3]
T , ẑi = [x̂i,1, x̂i,2,

ˆ̃
ϑi]

T ,Γ =





0 0 0
0 0 1
0 0 0



 ,

yi = Cẑi for i = {1, 2}, y0 = y.

In order to reduce the number of tuning parameters in the

ESOs, the observer gains are selected such that all the poles are

placed at −ωoi as per bandwidth parameterization approach

highlighted in [25], which results in li,1 = 3, li,2 = 3, li,3 = 1,

for third order ESOs used in the present study. Furthermore,

the observer bandwidths for individual ESOs are selected as

ωoi = ωoa
i−1, i = {1, 2} where a > 1 is a tuning parameter.

The final set of estimates of the system states as well as

total disturbance are obtained as

x̂ = [x̂1, x̂2,
ˆ̃
ϑ]T = ẑ2 +EET ẑ1, (9)

where the state estimates of system states i.e. x̂1, x̂2 are

obtained from the 2nd level ESO while estimate of FDIA is a

sum of estimates obtained from each ESO.

Similar to LESO, the estimates of 1st level in CESO are

directly affected by measurement noise and have a relative

degree of unity which is the primary reason behind poor noise

suppression. However, cascade ESO attempts to overcome

this limitation by selecting a lower observer bandwidth in

first level of CESO compared to LESO, hence, the noise

content in
ˆ̃
ϑ1 is relatively low. Consequently, CESO results in

improved noise suppression compared to LESO despite having

the same relative degree between ϑ̃ := ϑ − ϑ̂ and ν, i.e.,

unity [19]. However, CESO still suffers from the numerical

issue as the observer gains to be implemented escalate to

O(ωn+1
oi ), i = {1, 2}.

We define a combined estimation error variable as ez :=
[eTz1

, eTz2
]T where

ezi
:= x− x̂i, x̂i = ẑi +EET

i−1
∑

j=1

ẑj , i = {1, 2}, (10)



following the approach introduced in [18], which results in the

following estimation error dynamics:

ėz = Azez +Φz(ez) +Ezh−Lzν (11)

where

Az =

[

A−L1C 03×3

L2C −EETL1C A−L2C

]

6×6

,Ez =

[

E

E

]

6×1

Φz =

[

φ 03×3

03×3 φ

]

6×6

,Lz =

[

L1

EETL1

]

6×1

.

Remark 1: It is to be noted that the dynamics of motion

control platform defined in (7) has been split into two parts,

“Ax” and “Φ(x)”, where the first part conforms to the prime

form which frequently appears in the literature pertaining to

high-gain observers and allows us to illustrate some useful

properties such as effect of high-gain parameter (ωo in our

case) on transient peaks, disturbance and measurement noise.

The second part can be either linear or nonlinear and usu-

ally manifests in the form of a lower bound on the high-

gain parameter in order to ensure convergence property of

the designed observer which is illustrated in the following

subsection.

C. Stability Analysis

In order to proceed with the stability analysis of the de-

signed CESO, we assume that Assumption 1 and 2 defined

previously in Section III hold true. Now, we apply the fol-

lowing change of variables on (11) so as to highlight the

compromise in selection of observer bandwidth (ωo) in terms

of minimizing the effect of disturbance versus noise noise

suppression:

ez → ζz := Dzez, (12)

where Dz :=diag
[

1, ω−1
o , ω−2

o , 1, a−1ω−1
o , a−2ω−2

o

]

, which

results in

ζ̇z = DzAzD
−1
z ζz +DzΦz +DzEzh−DzLzν

= ωoΠzζz + δz + ω−2
o Ēzh− ωoL̄zν

(13)

where eig(Πz) = {−1,−1,−1,−a,−a,−a}, Ēz =
[

ET , a−2ET
]T

, L̄z = [LT
1 , 0, 0, l2,3a]

T and ∥δz∥ ≤ µz∥ζz∥.

We consider a Lyapunov function given by

Vz = ζT
z Pzζz (14)

where Pz is a symmetric positive definite matrix that satisfies

PzΠz +ΠT
z Pz = −I. (15)

Taking derivative of Vz along (13), results in

V̇z ≤− ωo∥ζz∥2 + 2∥Pz∥∥δz∥∥ζz∥
+ 2ω−2

o ∥Pz∥∥Ēz∥∥ζz∥|h|+ 2ωo∥Pz∥∥L̄z∥∥ζz∥|ν|,
≤− ωo∥ζz∥2 + 2∥Pz∥∥ζz∥2µz

+ 2ω−2
o ∥Pz∥∥Ēz∥∥ζz∥µ1 + 2ωo∥Pz∥∥L̄z∥∥ζz∥µ2.

(16)

For ωo ≥ 4∥Pz∥µz ,

V̇z ≤− 1

2
ωo∥ζz∥2 + 2ω−2

o ∥Pz∥∥Ēz∥∥ζz∥µ1

+ 2ωo∥Pz∥∥L̄z∥∥ζz∥µ2.
(17)

Therefore

V̇z ≤− 1

4
ωo∥ζz∥2

∀∥ζz∥ ≥ 8(ω−3
o ∥Pz∥∥Ēz∥µ1 + ∥Pz∥∥L̄z∥∥µ2),

(18)

which implies that

lim
t→∞

∥ζz(t)∥ ≤ κ1ω
−3
o µ1 + κ2µ2 (19)

where κ1, κ2 are positive constants [18]. Assuming ωo ≥ 1,

it can be shown that a−2ω−2
o ∥ez∥ ≤ ∥ζz∥ ≤ ∥ez∥ from (12)

which in turn yields the following bound for ∥ez∥:

lim
t→∞

∥ez(t)∥ ≤ κ1a
2ω−1

o µ1 + κ2a
2ω2

oµ2. (20)

The actual estimation error vector e := x−x̂ = [x1−x̂1, x2−
x̂,ϑ− ϑ̂]T , is a sub-vector of ez , which implies ∥e∥ ≤ ∥ez∥.

Hence,

lim
t→∞

∥e(t)∥ ≤ κ1a
2ω−1

o µ1 + κ2a
2ω2

oµ2. (21)

The steady-state ultimate bound for ∥e∥ is valid for some

ωo ≥ ω∗

o where ω∗

o ≥ 1 and illustrates that the effect of

disturbance on estimation error reduces upon increasing the

value of ωo, however, the obtained estimates become more

sensitive to the effect of measurement noise. It is also evident

that practical convergence of estimation error is only possible

in the neighbourhood of origin and that the estimation error

cannot be made arbitrarily small by selecting higher values of

ωo.

Remark 2: It is to be noted that standard ESO used in

conventional ADRC is a special case of CESO obtained for

N = 1. Hence the design and stability analysis of conven-

tional ESO has not been discussed separately. The estimation

error bounds obtained for a two level CESO in (21) is also

applicable for conventional ESO if we select a = 1 and results

in error bounds given in (6).

Remark 3: An interesting feature of CESO that relies on

virtual decomposition of disturbance is that it naturally em-

beds a higher-order ESO (HESO) or generalized proportional

integral observer (GPIO) [27] type property into the resulting

structure, i.e., CESO is able to accurately estimate ramp-type

attack signals where ϑ̈ = 0 despite being designed based on

the assumption that ϑ is constant in steady-state. However,

the output estimate (x̂2,1) is not accurate in the time-varying

case and results in a steady-state error if it is used in feedback

control design.

V. LOW-POWER HIGHER-ORDER EXTENDED STATE

OBSERVER (LHESO)

In order to overcome both the issues associated with high-

gain LESO, i.e., noise amplification as well as numerical

implementation, a low-power higher-order ESO is designed

for (2) using the structure introduced in [26].



A. System Description

The essence of higher-order augmented observer design lies

in embedding higher-order time polynomial internal model for

the unknown quantity, inside the state observer [27]. In our

case, we assume that the FDIA denoted by ϑ(t) is a time

varying quantity such that ϑ̈ = 0, which gives

ϑ1 = ϑ, ϑ̇1 = ϑ2, ϑ̇2 = 0, (22)

and is included in (2) to obtain the following augmented

model:































ẋ1 = x2

ẋ2 = −ax2 + ϑ+ bu

ϑ̇1 = ϑ2

ϑ̇2 = g,

ym = x1 + ν,

(23)

where g is second derivative of the non-zero residual term that

does not match the assumed disturbance form in (22).

B. Design of LHESO

An LHESO is designed for the system defined in (23) hav-

ing two state augmentations, using the following expression:

Π1 : =

{

˙̂x1 = ˆ̄x2 + γ1ωo(ym − x̂1)
˙̄̂x2 = −aˆ̄x2 +

ˆ̄ϑ1 + bu+ γ̄1ω
2
o(ym − x̂1),

Π2 : =







˙̂x2 = −ax̂2 +
ˆ̄ϑ1 + bu+ γ2ωo(ˆ̄x2 − x̂2)

˙̄̂
ϑ1 = ˆ̄ϑ2 + γ̄2ω

2
o(ˆ̄x2 − x̂2),

Π3 : =







˙̂
ϑ1 = ˆ̄ϑ2 + γ3ωo(

ˆ̄ϑ1 − ϑ̂1)
˙̄̂
ϑ2 = γ̄3ω

2
o(

ˆ̄ϑ1 − ϑ̂1),

(24)

where ˆ̄x2,
ˆ̄ϑ1 act as reference signal for sub-blocks Π2,Π3 and

γi, γ̄i, (i = 1 to 3) denote observer parameters.

Introducing estimation error vector as eχ := χ− χ̂ where

χ̂ := [χ̂T
1 , χ̂

T
2 , χ̂

T
3 ]

T , χ̂1 := [x̂1, ˆ̄x2]
T , χ̂2 := [x̂2,

ˆ̄ϑ1]
T ,

χ̂3 := [ϑ̂1,
ˆ̄ϑ2]

T , χ = [x1, x2, x2, ϑ1, ϑ1, ϑ2]
T , we obtain

error dynamics as

ėχ = Aχχ+Φx(χ) +Hg −Fν, (25)

where F = [γ1ωo, γ̄1ω
2
o , 01×4]

T , H = [01×5, 1]
T while error

matrix Aχ = Ξ3 can be obtained recursively in the following

manner:

Ξ1 = E1,Ξi =

[

Ξi−1 N̄i

Q̄i Ei

]

,Ei =

[

−γiωo 1
−γ̄iω

2
o 0

]

,

N̄i =

[

02(i−2)×2

N

]

, Q̄i =
[

02×2(i−2) Qi

]

,

Qi =

[

0 γiωo

0 γ̄iω
2
o

]

,N =

[

0 0
0 1

]

, i = {2, 3},Φx(χ) = φxχ,

φx =

















0 0 0 0 0 0
0 −a 0 0 0 0
0 0 −a 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

















.

(26)

The eigen values of Aχ can be placed at −ωo by selecting

γi = 2, i = {1, 2, 3}, γ̄1 = 3, γ̄2 = 1 and γ̄3 =
1

3
, based on

the concept of bandwidth parameterization. Such a selection

also reduces the number of tuning parameters to unity and

facilitates practical implementation. It is also worth noting

that LHESO avoids the gain escalation problem which plagues

high-gain observers (including ESO and CESO) and leads to

numerical implementation complexity on fixed point digital

signal processors by using gains that grow only up to ω2
o [19],

[20].

Similar to the case of CESO, the error vector eχ is scaled

in order to illustrate the effect of observer bandwidth on

estimation error by using the transformation

eχ → ζ := Deχ, (27)

where D :=blkdiag(D1,D2,D3) and

Di :=diag(ω
−(i−1)
o , ω−i

o ). Applying the preceding

transformation on (25) gives

ζ̇ = DAχD
−1ζ +DΦx(χ) +DHg −DFν

= ωoΠχζ + δχ + ω−3
o Hg − ωoF̄ν,

(28)

where eig(Πχ) = {−1,−1,−1,−1,−1,−1}, and F̄ =
[γ1, γ̄1, 01×2m]T and ∥δχ∥ ≤ µχ∥ζ∥.

C. Stability Analysis

In addition to Assumption 2 which places a bound on

measurement noise, following assumption is made on the

disturbance ϑ in order to ensure the input-to-state stability

of LHESO:

Assumption 3: Second derivative of attack signal given by

ϑ̈ = g is bounded in the sense |g| ≤ µ3, where µ3 > 0.

Remark 4: Although the time polynomial type disturbance

model for m = 2 assumes d2ϑ/dt2 = g = 0, the exact

nature of FDIA on the system is mostly unknown. Hence, a

generalised assumption of g being bounded is more practical

and is used in the present study to show the convergence of

LHESO.

We define a Lyapunov function

V = ζTPζ (29)



where P is a symmetric positive definite matrix that satisfies

PΠχ + ΠT
χP = −I . Taking derivative of V along (28),

results in

V̇ ≤− ωo∥ζ∥2 + 2∥P ∥∥δχ∥∥ζ∥+ 2ω−3
o ∥P ∥∥ζ∥|g|

+ 2ωo∥P ∥∥F̄∥∥ζ∥|ν|,
≤− ωo∥ζ∥2 + 2∥P ∥∥ζ∥2µχ + 2ω−3

o ∥P ∥∥ζ∥µ3

+ 2ωo∥P ∥∥F̄∥∥ζ∥µ2.

(30)

For ωo ≥ 4∥P ∥µχ,

V̇ ≤ −1

2
ωo∥ζ∥2 + 2ω−3

o ∥P ∥∥ζ∥µ3 + 2ωo∥P ∥∥F̄∥∥ζ∥µ2.

(31)

Therefore,

V̇ ≤ −1

4
ωo∥ζ∥2, ∀∥ζ∥ ≥ 8(ω−4

0 ∥P ∥µ3+ ∥P ∥∥F̄∥µ2) (32)

which implies that

lim
t→∞

∥ζ(t)∥ ≤ ω−4
o κ3µ3 + κ4µ2, (33)

where κ3, κ4 are positive constants [19]. Assuming ωo ≥ 1
gives ω−3

o ∥eχ∥ ≤ ∥ζ∥ ≤ ∥eχ∥ from (27) which results in the

following bound for ∥eχ∥:

lim
t→∞

∥eχ(t)∥ ≤ ω−1
o κ3µ3 + ω3

oκ4µ2. (34)

Since the actual estimation error vector (e) is a sub-vector of

eχ, it can be written that ∥e∥ ≤ ∥eχ∥ which means

lim
t→∞

∥e(t)∥ ≤ ω−1
o κ3µ3 + ω3

oκ4µ2. (35)

The aforementioned inequality presents a similar compromise

between disturbance rejection and noise attenuation and a

straightforward comparison of the noise dependent terms in the

inequalities (6) and (35) might indicate that noise amplification

is more prominent in LHESO i.e. O(ω3
o), due to the inclusion

of an extra augmented state. However, the bounds obtained

in terms of measurement noise in both the inequalities is

conservative in the sense that the frequency content of the

noise signal is not taken into consideration. Particularly for

ϑ̃, it can be shown using frequency domain analysis that the

relative degree with respect to measurement noise is unity in

case of LESO as well as CESO and 3 in case of LHESO [26].

Therefore, LHESO results in better noise suppression in the

high frequency range compared to LESO and CESO.

Remark 5: Design of LHESO based on the disturbance

model in (22) is in contrast to the assumption in LESO

and NESO that the disturbance is constant in steady state

and hence, results in better estimation of time-varying attack

signals. In particular, LHESO results in the asymptotic con-

vergence of estimation error to zero for ramp attack signals,

in the absence of measurement noise as is evident from (35).

VI. NUMERICAL ANALYSIS

Numerical simulations were performed in

Simulink/MATLAB environment using a fixed step-size

of 1 ms and ode4 Runge-Kutta solver. In order to simulate

the effect of sensor noise ν, a high frequency noise signal

TABLE I: Estimator parameters used in the numerical study

Estimator Parameters

NESO
ωo = 100rad/s, β1 = 3ωo, β2 =

3ω2
o

5
, β3 =

ω3
o

9
,

δ = 0.01, αi = 1/2i−1

LESO ωo = 100rad/s, β1 = 3ωo, β2 = 3ω2
o , β3 = ω3

o

CESO
ωo1 = 50rad/s, ωo2 = 100rad/s,

li,1 = 3ωoi, li,2 = 3ω2

oi
, li,3 = ω3

oi
, i = {1, 2}

LHESO
ωo = 100rad/s, γ̄1 = 3, γ̄2 = 1, γ̄3 = 1/3,

γ1 = γ2 = γ3 = 2

Fig. 2: QUANSER Rotary Servo unit SRV02 used in the

experimental study.

was generated by passing a band-limited white noise having

noise power 2 × 10−8 and maximum frequency content of

500 Hz, through an 8th order high-pass Butterworth filter

having a pass-band edge frequency of fH = 200 rad/s.

Parameters of the servo motor in simulation were selected in

accordance with the ones identified for QUANSER Rotary

Servo platform SRV02, shown in Fig. 2, using sinusoidal

signals and are given as a = 29.07 and b = 47.01. In order

to regulate the position of the servo platform, a proportional

derivative controller with a derivative filter of the form

CPD(s) = Kc

1 + τDs

1 + Tfs
, (36)

was implemented with controller parameters selected as Kc =
21.153, τD = 0.034, and Tf = 0.018. Furthermore, a unit

step reference signal was applied on the closed-loop system

via a set-point filter of the form FSP (s) =
1

0.2s+ 1
. The

control signal was saturated outside the range of ±10 units in

order to accommodate the effects of actuator limitations.

The estimator parameters used in the present study are listed

in Table I and are selected so as to have the same bandwidth

for all the estimators in order to have a fair comparison. It is

to be noted that the observer parameters selected for LESO,

CESO, and LHESO in Table I do not place the observer poles

at −ωo due to the deviation of considered model from pure



integrating structure, however, the resulting structure is stable

nonetheless as the poles are located in the left half of the s-

plane. As mentioned earlier in Remark 1, the deviation from

prime form or pure integrating structure in the form of “Φ” in

CESO and “Φx” in LHESO manifests in the form of a lower

bound in the observer bandwidth in order to ensure stability

and that the estimation error bounds given in (21) and (35).

Therefore, if ωo is selected high enough i.e. ωo ≥ ω∗

o , then the

stability of the estimators is satisfied. It is also worth noticing

that the observer gains to be implemented (as shown in Table

I) escalate to O(ω3
o) for all the ESOs except LHESO, where

it only grows up to O(ω2
o). This in turn facilitates practical

implementation of LHESO based estimator on low cost DSP

processors having finite word length.

Following type of attack signals are considered for evaluat-

ing the efficacy of the designed estimators:

S1: Bias Attack is characterized by a constant attack signal

where the adversary adds a constant value (ρ1) to the control

signal in the attack duration and is given by

∆u(t) =

{

ρ1, t ∈ (ti, tf )

0, otherwise.
(37)

The magnitude of bias attack was considered as 5 units and

starts at ti = 5s.

S2: Ramp Attack is represented by a continuously increas-

ing signal that rises with a constant slope (ρ2) and is expressed

as

∆u(t) =

{

ρ2 · (t− ti), t ∈ (ti, tf )

0, otherwise.
(38)

A slope of 0.25 units per second is used to simulate the effect

of ramp type attack signal which starts at the time instance

ti = 5s.

S3: Geometric Attack starts by slowly drifting the control

signal from its actual value and maximizes the damage towards

the end of the attack. Such types of attacks are expressed in

the following manner:

∆u(t) =

{

ρ3 · ρ(t−ti)
4 , t ∈ (ti, tf )

0, otherwise,
(39)

where ρ3 = 1, ρ4 = 1.25, ti = 5s are selected for simulation

study.

S4: Sinusoidal Attack is represented using the following

expression:

∆u(t) =

{

ρ5 sin (2πf(t− ti)) + ρ6, t ∈ (ti, tf )

0, otherwise,
(40)

where ρ5, ρ6, f denote the amplitude, bias, frequency, respec-

tively, and were selected as ρ5 = 2, ρ6 = 3, f = {0.5, 1} Hz,

to evaluate the estimation performance of different ESOs.

Simulation results for attack scenarios S1 to S4 are shown

in Fig. 3. It is observed that LHESO and CESO are able

to ensure better estimation accuracy despite the noisy mea-

surement. Particularly in case of fast time-varying attack

signals considered in S3 and S4, LHESO and CESO result

(a) S1 (b) S1

(c) S2 (d) S2

(e) S3 (f) S3

(g) S4 (h) S4

(i) S4 (j) S4

Fig. 3: Simulation plots for attack signal estimate (left) and

estimation error (right) under scenarios S1, S2, S3 and S4.



(a) S1 (b) S1

(c) S2 (d) S2

(e) S3 (f) S3

(g) S4 (h) S4

(i) S4 (j) S4

Fig. 4: Experimental plots for attack signal estimate (left) and

estimation error (right) under scenarios S1, S2, S3 and S4.

in significantly lower estimation error compared to LESO and

NESO, with LHESO being more accurate (lower peak-to-

peak error amplitude in S4 and S3) and having lower noise

content among the two due to a higher relative degree (3 as

opposed to 1 in case of CESO). In case of fast sinusoidal attack

signals (Fig. 3g, 3h, 3i, 3j), LHESO exhibits significantly

improved performance compared to CESO despite having the

same tuning parameters. Furthermore, large oscillations can be

observed in FDIA estimate as well as estimation error plots

in Fig. 3 for NESO which is due to the small error high gain

feature implemented via fal(·) function and leads to the over-

amplification of measurement noise. Based on this observation,

it can be expected that the estimates obtained from NESO will

almost always be more corrupted by high frequency sensor

noise as compared to comparatively tuned LESO, CESO and

LHESO.

Remark 6: The structure of NESO is designed to amplify

the effect of estimation error near the origin by increasing

the equivalent gain of the fal(·) function (in the range

[−δ, δ]) in order to enhance the convergence speed, which

consequently amplifies the noise content as well. Furthermore,

the opposite approach is usually employed while designing

noise suppressing switched observers where the gain of the

nonlinear/switching function decreases near the origin to min-

imise the effect the of measurement noise. In some cases, it

is also desirable to implement event-triggered error injection

term so that the gain becomes zero in a narrow band close

to the origin and remains non-zero outside this range. Such

techniques are also desirable to minimise the communication

burden of the channel. However, this compromise between

faster convergence speed and noise amplification is to be

expected and is always encountered while designing state or

disturbance observers. In our study, we attempt to illustrate

that this compromise is relaxed by using a combination of

higher-order state augmentations along with additional low-

pass filtering which manifests in the form of higher relative

degree between the estimates and measurement noise.

VII. EXPERIMENTAL VALIDATION

Simulation results obtained in the previous section were

further validated on a QUANSER Rotary Servo platform

SRV02 shown in Fig. 2, using the same estimator and closed-

loop proportional derivative controller parameters. The attack

signals (∆u) were applied on the actuator side inside Simulink

in order to simulate the effect of FDIA. The sampling time

and solver settings were kept the same as that of simulation

study. The experimental results obtained for all the ESOs under

different test scenarios are shown in Fig. 4. It can be observed

that the experimental results follow a similar pattern to that

of simulation plots obtained in Fig. 3 and closely resemble

their corresponding simulation counterparts. Similar to the

simulation study, CESO and LHESO result in comparable esti-

mation error in case of bias and ramp type attack signals under

scenarios S1 and S2, but with much better noise attenuation

in the estimates. This in turn results in smaller peak-to-peak

oscillations in the estimation error plots obtained in Fig. 4b



and 4d. Furthermore, in case of fast time-varying attack signals

under scenarios S3, S4 and S5, the improvement in estimation

quality is more significant and results in lower estimation

error for CESO and LHESO compared to LESO. Among the

noise suppressing ESOs, LHESO exhibits better performance

compared to CESO due to its inherent structural properties

that manifest in the form of higher relative degree between

the attack signal estimate and measurement noise. Therefore,

LHESO exhibits better noise suppression compared to CESO.

Furthermore, the tuning approach for LHESO enables us to

place all the observer poles at the same location (for a pure

integrating structure) in contrast to the virtual decomposition

approach in CESO which requires selection of progressively

increasing bandwidths for ESO in each level. For NESO, the

oscillations due to noise over-amplification is quite significant

which degrades the quality of the obtained estimate, which

again is a direct consequence of the small error high gain

feature associated with fal(·) function. It is also observed that

the estimation error in case of experimental plots is slightly

higher compared to the simulation results, which is to be

expected.

VIII. CONCLUSION

An ESO based actuator FDIA signal estimation approach

was investigated in this paper. Through simulation and exper-

imental studies performed on a motion control platform, it was

demonstrated that CESO and LHESO present a much better

alternative to conventional linear and nonlinear ESO structures

in terms of accuracy while estimating time-varying FDIA

signals as well as suppressing the effect of high-frequency

measurement noise on the obtained estimates. In particular,

it was shown that LHESO yields the best estimation perfor-

mance while simultaneously addressing the numerical issue

that restricts implementation of high-gain observers on fixed-

point digital signal processors. Using the structure of noise

suppressing ESOs as a base, it would be interesting to explore

a combination of these techniques so as to leverage the benefits

of each. It would also be interesting to integrate switched gain

and event-triggered estimation approaches to these ESOs in

order to obtain further performance improvement.
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