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A B S T R A C T   

Neuroblastoma is a complex and aggressive type of cancer that affects children. Current treatments involve a 
combination of surgery, chemotherapy, radiotherapy, and stem cell transplantation. However, treatment out-
comes vary due to the heterogeneous nature of the disease. Computational models have been used to analyse 
data, simulate biological processes, and predict disease progression and treatment outcomes. While continuum 
cancer models capture the overall behaviour of tumours, and agent-based models represent the complex 
behaviour of individual cells, multiscale models represent interactions at different organisational levels, 
providing a more comprehensive understanding of the system. In 2018, the PRIMAGE consortium was formed to 
build a cloud-based decision support system for neuroblastoma, including a multi-scale model for patient-specific 
simulations of disease progression. In this work we have developed this multi-scale model that includes data such 
as patient’s tumour geometry, cellularity, vascularization, genetics and type of chemotherapy treatment, and 
integrated it into an online platform that runs the simulations on a high-performance computation cluster using 
Onedata and Kubernetes technologies. This infrastructure will allow clinicians to optimise treatment regimens 
and reduce the number of costly and time-consuming clinical trials. This manuscript outlines the challenging 
framework’s model architecture, data workflow, hypothesis, and resources employed in its development.   

1. Introduction 

Neuroblastoma is a type of cancer that affects the sympathetic ner-
vous system, specifically the adrenal glands and nerve tissues in the 
neck, chest, abdomen, and pelvis. It is the most common extra-cranial 
solid tumour in children, with most cases occurring under the age of 
two [37]. In the embryo, there is a transient structure called the neural 
crest, which comprises the stem and progenitor cells that will go on to 
form the sympathetic nervous system [28]. If the MYCN oncogene gene 
is amplified in them and they also acquire activating mutations in the 
ALK oncogene, they will become neuroblastoma cells [28]. However, it 

is important to note that this combination only characterises one frac-
tion of neuroblastomas. Some neuroblastomas are characterised by 
TERT rearrangement, ATRX inactivation, and mutations in p53 [1]. 
Furthermore, even this phenotypic classification system is only a model, 
so the actual population structure might be more complex than that. 
This aggressive form of cancer is known for its ability to spread rapidly 
to other parts of the body and is considered one of the most challenging 
types of pediatric cancer to treat. Furthermore, it is an unpredictable 
disease as it can result in varying outcomes, from spontaneous regres-
sion without treatment in infants to fatal disease in older children even 
after intensive therapy. To address this, the International 
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Neuroblastoma Risk Group was established to categorise patients based 
on their characteristics and tumour biology, in order to determine the 
most appropriate treatment approach [57]. The aim is to reduce therapy 
for low-risk patients to minimise long-term side effects, while intensi-
fying and targeting treatments for high-risk patients to increase survival 
rates. The international risk classification considers factors such as the 
child’s age, the stage of cancer, the type of tumour, the status of the 
MYCN gene, and the chromosomal abnormalities present in the cancer 
cells. Diagnosis of neuroblastoma is made through a combination of 
physical exams, imaging tests, and biopsy. For example, a more differ-
entiated tumour with a higher degree of infiltration by Schwann cells is 
likely to be less malignant [45]. The phenotypic classification scheme is 
based on retrospective data about the relationship between a tumour’s 
mutation profile and the patient’s clinical outcome [1]. These were the 
main risk factors we considered when we set up the simulations reported 
in this paper. Treatment may include surgery, chemotherapy, radio-
therapy, stem cell transplantation, or a combination of these. Usually, 
induction chemotherapy is applied to shrink the primary tumour, and it 
is then surgically removed. Next, treatment is consolidated by myeloa-
blative chemotherapy with a stem cell transplant. The final stage is 
maintenance therapy, which involves anti-GD2 monoclonal antibodies, 
cytokines, and isotretinoin [54]. While there has been significant 
progress in treating neuroblastoma in recent years, it remains a complex 
and challenging disease to treat. For this reason, a great effort has been 
put into not only the development of novel therapies [48], but the use of 
computational tools that can support clinician decisions [39]. 

Digital twins are virtual models that can simulate and predict the 
behaviour of real-world objects or systems [27]. In cancer research, 
digital twins can be used to provide personalised representations of 
cancer patients using real-time data and high-performance computing. 
This can help to optimise treatment decisions, monitor responses and 
track lifestyle modifications for each patient. Digital twins for cancer 
care are an emerging and innovative approach that could transform 
cancer outcomes. As such, computational models, on which digital twins 
rely, are becoming increasingly important in the investigation of cancer 
due to their ability to analyse vast amounts of data, simulate complex 
biological processes (such as the growth and spread of cancer cells, the 
response of the immune system, and the pharmacokinetics of drugs) and 
ultimately make predictions about disease progression and treatment 
outcomes [7,26,44]. One of the major advantages of computational 
models is that they allow researchers to analyse data generated from 
various sources, including patient records, imaging studies, and mo-
lecular profiling. This information can be used to build models that 
reflect the underlying biology of cancer, including the genetic mutations 
that drive its development and progression, the interactions between 
cancer cells and the microenvironment, and the mechanisms by which 
treatments exert their effects, predicting how the disease will progress in 
different patients and under different conditions. This is of the utmost 
importance for the future of personalised medicine, where digital twins 
will be potentially used not only to simulate the effects of various 
treatments such as chemotherapy or radiotherapy, but also to help to 
optimise treatment regimens by predicting how changes in dosing or 
scheduling will impact patient outcomes based on their pharmacoki-
netics and the patient’s specific characteristics, such as age, body mass 
index, and liver function. In addition, computational models can help to 
reduce the cost and time associated with preclinical and clinical trials by 
enabling researchers to test new treatments in silico before proceeding to 
animal studies and human trials. This can help identify promising 
treatments more quickly and reduce the number of costly and 
time-consuming clinical trials required to bring new treatments to the 
clinic. 

Cancer is a complex disease that involves multiple levels of biological 
organisation, from molecules to cells to tissues to organs. Computational 
simulation is a powerful tool to study cancer dynamics and mechanisms 
across these levels, but it also poses a significant challenge: how to 
model everything over nine orders of magnitude in space and time? This 

means that a comprehensive model of cancer would need to account for 
phenomena ranging from nanometres (such as DNA damage) to metres 
(such as metastasis) and from microseconds (such as molecular in-
teractions) to years (such as tumour evolution). Such a model would 
require enormous computational resources, data integration, and novel 
mathematical methods and algorithms [10]. Continuum cancer models 
represent the behaviour of cells and their interactions with the micro-
environment at a macro scale. These models are based on partial dif-
ferential equations and represent the average behaviour of cells within a 
certain region [8,26,52]. For example, a continuum cancer model might 
represent the average growth rate of a tumour or the average concen-
tration of a signaling molecule within the tumour. These models are 
well-suited for understanding the overall behaviour of a tumour, and for 
making predictions about the response of the tumour to various treat-
ments. However, they do not capture individual cells’ complex and 
heterogeneous behaviour, such as the importance of clonal evolution 
and other evolutionary principles [16], which can have important im-
plications for treatment response and disease progression. Agent-based 
models, on the other hand, represent the behaviour of cells and their 
interactions with the microenvironment at a micro scale [11,24,33]. 
These models represent each cell as a discrete "agent" that can interact 
with its environment and with other agents. For example, an 
agent-based model might represent the behaviour of a single cell as it 
migrates through the tissue, responds to signalling molecules, and di-
vides to form new cells. These models capture the complex and het-
erogeneous behaviour of individual cancer cells and explicitly include 
interactions between cancer cells and the microenvironment, such as the 
immune system (given the cancer community’s attention on immuno-
therapy and the parallel push for a virtual immune system in the spirit of 
a digital twin) [31,66,67], in great detail but at the cost of tremendous 
computational power, especially when time and length scales span 
several orders of magnitude (i.e., biological phenomena happening up to 
the scale of a whole tumour over a period of months or even years). In 
response to stresses such as hypoxia and chemotherapeutic agents, a 
cancer cell exhibits sophisticated information processing capabilities, 
resulting in a change in phenotype. For example, different layers of 
regulation allow p53 to activate hundreds of genes in a 
context-dependent manner, potentially resulting in apoptosis, senes-
cence, cell cycle arrest, and DNA repair, among other fates ([14]; P. 
[63]). Mathematical modelling, mostly based-on ordinary differential 
equations, has been used extensively to understand the intracellular 
dynamics pertinent to p53 [29]. Within the context of neuroblastoma, 
most mathematical and computational models in the literature describe 
the subcellular scale [21,34]. This is important because neuroblastoma 
have many molecular aberrations. An ongoing effort within the neuro-
blastoma community is to identify targeted therapies: chemotherapeutic 
drugs targeting specific molecular aberrations, such as ALK inhibitors. It 
is, therefore, key to understanding how effects at the subcellular scale 
manifest at the tumour level [17]. 

Multiscale models alleviate computational costs by splitting the 
problem into multiple component models, each representing a phe-
nomenon at a specific space–time scale. This allows the capture of in-
teractions between system components at multiple levels of the 
organisation, from the molecular to the cellular and even the tissue 
level, therefore providing a more comprehensive representation of the 
system, and a better understanding of how changes at one level affect 
the others. Multiscale models can also provide a more accurate predic-
tion of a system’s behaviour, as they account for multiple sources of 
heterogeneity and nonlinear interactions. However, deciding how to 
split the scales and how the inter-scale information is shared is critical, 
and calibrating of the interconnected parameters is a challenging 
process. 

In early 2019, 16 partners from eight European countries formed the 
PRIMAGE consortium to build a cloud-based decision support system, 
guided by imaging biomarkers and computational models, to manage 
neuroblastoma prognosis and diagnosis [36]. One of the objectives of 

C. Borau et al.                                                                                                                                                                                                                                   



Computer Methods and Programs in Biomedicine 241 (2023) 107742

3

the project was to build a multi-scale model of neuroblastoma to enable 
patient-specific simulations of disease progression integrated into an 
online platform. Projects such as GoSmart [64], Computational Horizons 
in Cancer (CHIC) [47], EurValve [43], or Virtual Research Environment 
(VRE) [6] have made significant advancements in developing inte-
grated, comprehensive frameworks, representing the state of the art for 
production-quality hybrid computational cloud and High Performance 
Computing (HPC) in silico processing of clinical cases. For example, the 
Go-Smart [47] provides an open-end software framework and simula-
tion environment with the relevant physical and physiological model-
ling tools needed to correctly predict the result of minimally-invasive 
cancer treatment in terms of lesion size and shape, replicating the 
dedicated workflow used by interventional radiologists for patient spe-
cific planning. Similarly, the CHIC [47] project developed a series of 
hyper-multiscale models and repositories for four paradigmatic cancer 
types (nephroblastoma, non-small cell lung cancer, glioblastoma and 
prostate cancer) providing the community with a collaborative interface 
for exchanging knowledge and sharing work in an effective way. Eur-
Valve introduced an integrated cloud/HPC computing solution dedi-
cated to simulating valvular heart conditions, which is now utilized for 
clinical validation of the resulting decision support system. Their 
workflow provides data on pre-operative and predicted post-operative 
cardiac performance, enabling the clinicians to make the 
well-informed judgements. On the other hand, the VRE platform offers a 
versatile tool to process and analyse clinical data, including dashboards, 
interactive workbenches and [47] management features. However, 
PRIMAGE introduces a significant breakthrough by bridging the gap 
between cloud and HPC computing solutions, which have already 
proven successful in developing and validating in silico models, and 
their practical application in clinical settings. This considerably brings 
these advanced computing solutions closer to clinical use, unlocking 
their potential for improving patient care and outcome. At PRIMAGE’s 
heart lies a multicellular model bridging neuroblastoma’s single-cell and 
tumour scales, including phenomena spanning nine orders of magnitude 
in space and time. This document provides a detailed description of the 
various components involved in building the challenging framework 
that allows the model execution. Firstly, the nature and pre-processing 
of the input data required for the simulations. Secondly, we describe 
the model architecture, which is the blueprint for the entire system and 
is critical in determining the performance and effectiveness of the 
framework. This includes the data workflow, the particularisation and 
interpolation techniques required to communicate between scales, and 
the tools and computational resources utilised for the implementation. 
We then describe in detail each of the models composing the orches-
trator: transport of species, agent-based cellular model, chemotherapy 
model and biomechanical model. We finalise by describing the cali-
bration process and presenting an example patient-specific simulation 
case. 

2. Computational methods and system description 

2.1. Input data 

Anonymised patient-specific inputs for the multiscale model are 
collected from the PRIMAGE cloud-platform infrastructure and are 
provided in two formats: json (data) and DICOM (image) files. More 
information regarding data management and security standards can be 
found in Supplementary Material. Several key parameters and spatial 
data are automatically processed to provide the inputs needed by the 
computational models, namely: patient clinical data (i.e., chemotherapy 
treatment, histology, mutations), vascularisation (KTrans) [56] and 
cellularity maps, and tumour geometry. Vascularisation and cellularity 
data are extracted from dynamic contrast enhanced (DCE) and 
diffusion-weighted imaging (DWI) and sequences included within the 
platform. The patient tumour segmentation provided by the platform is 
automatically implemented using a custom-made Python library, 

described elsewhere [49] (code and documentation publicly available), 
that transforms the 2D tumour slices into a 3D finite element (FE) mesh, 
including the vascularity/cellularity distribution, ready for 
computation. 

2.2. Schema of the orchestrated model 

The orchestration of multiple models is typically complex and re-
quires software framework to facilitate the task. This framework must 
ensure centralised management of the data flow (the handling and 
transformation of data between models) and the control flow (the set of 
instructions to convey to each model throughout the orchestration). 
Furthermore, the setup is a challenging process both conceptually and 
technically. In the following sub-sections we describe in detail how we 
have built the machinery that allows the patient-specific simulations. 

2.2.1. Framework infrastructure 
Users (clinicians) can launch simulations via a friendly user interface 

(UI) through the patients’ profiles within the PRIMAGE web platform 
(see Supplementary Material). Various software and data management 
systems have been used to make this possible. It is worth noting that the 
multiscale simulation is orchestrated by a bespoke tool written using, 
the free and open source, Python and MySQL. The component models 
were also developed from scratch using different languages and software 
(further details described in their particular sections). The orchestrator 
tool is integrated with the Prometheus and Ares HPC clusters, running 
on a CentOS-based operating system with SLURM queuing system to 
manage submitted jobs, which are managed by the lmod system.1 

Importantly, the orchestrator does not submit the jobs to the HPC 
directly, but uses Rimrock and PLGData REST API to submit the jobs 
(Fig. 1). 

When a simulation is initiated on the PRIMAGE web, it triggers the 
launch of a container on the Kubernetes platform, which is responsible 
for executing the entire simulation. The container generates a unique 
execution ID at the outset and generates an HPC job script (SLURM 
starting script) to prepare for the execution. The container then requests 
the HPC cluster to commence the simulation. The HPC analyses the 
starting script and allocates the requested resources based on the spec-
ified requirements. Once the required resources are in place, the simu-
lation begins. The simulation obtains the necessary inputs from the 
OneData system (a high-performance data management solution that 
offers unified data access across globally distributed environments and 
multiple types of underlying storage), executes the simulation, and 
stages the results in OneData. At the same time, the Kubernetes 
container continuously monitors the status of the HPC job execution. 
When it is complete, it fetches the outputs from OneData and uploads 
the results to the PRIMAGE platform directly using the platform-specific 
API (Fig. 1). 

It is worth noting that within the Orchestrator HPC job, the four 
types of modules (models) work in parallel in an interdependent way, 
each of them periodically polling an internal database and waiting for a 
specific condition to be met before starting execution. When each model 
completes execution, output files are written and the database is upda-
ted, triggering the following model as described in the workflow (Fig. 2). 
Every model has a serialiser and a de-serialiser module responsible 
respectively for writing the input files in the required formats and 
registering the outputs in the database. These outputs are read by an 
instance of the relation module that gathers the data and processes it. 
Finally, the “Master & Commander” module manages all the sub- 
modules, addresses all the preprocessing scripts, and handles the mul-
tiscale model results. 

1 Lmod: A New Environment Module System (https://lmod.readthedocs.io 
/en). 

C. Borau et al.                                                                                                                                                                                                                                   

https://lmod.readthedocs.io/en
https://lmod.readthedocs.io/en


Computer Methods and Programs in Biomedicine 241 (2023) 107742

4

2.2.2. Data flow between models 
Four interconnected component models form the core of the multi-

scale model presented in this work. The first, at the macro-scale, predicts 
via a FE scheme the diffusion-reaction of species (i.e. oxygen and nu-
trients) within the patient tumour depending on the vascularisation and 
cellularity conditions and the current geometry. The second, at the cell 
scale, is an agent-based model representing a few cubic millimetres of 
the tumour, where each cell is modelled as an autonomous agent whose 
behaviour depends on nutrient availability, mutations, and the presence 
and effects of chemotherapy. The most critical factor is, in fact, the 
presence and effects of chemotherapy, which are determined by a third 
model, at the subcellular scale, that infers them, via a machine learning 
scheme, based on patient clinical data and vascularity. The fourth model 
collates the data at the cell-level and brings it back to the macro-scale, 
computing the mechanical compatibility of the biomechanical de-
formations induced by the change in the volume occupied by the cell 
agents, leading to a new spatial domain and mesh for the transport 
model. 

It is natural to assume that each finite element of the whole tumour 
model could be seen as a tissue unit for the agent-based cell-scale model. 
However, the number of elements to properly capture the details of each 
patient geometry could lead to unfeasible computational costs even 
using the most modern GPUs. For this reason, the communication be-
tween scales is done via a particularisation relation model that samples 
representative elements from the tumour to be simulated in detail with 
the agent-based model (ABM). The results are then interpolated back to 
all elements of the tumour geometry. A full schema of the orchestrated 
model including the communication between component models is 
depicted in Fig. 2. 

2.2.3. Particularisation and interpolation 
Two special types of relation modules include the processes of par-

ticularisation and interpolation, controlling the scale transition (from 
tumour organ to tumour cells) inside the multiscale model. These pro-
cesses are responsible for reducing the computational cost of the 

multiscale model by sampling representative elements to run the cell 
model (particularisation) and then interpolating the results obtained for 
all elements. 

The particularisation strategy is based on binning. All elements of the 
mesh are separated into groups or bins that are defined based on one of 
the initial variables, which is determined before starting the simulation 
(e.g. oxygen level) together with the number of bins desired (degree of 
particularisation) (Fig. 3). The bins are built to each contain roughly the 
same number of elements which are allocated according to the value of a 
chosen variable within the corresponding bin interval. The first and last 
elements of each bin (the ones with the smallest/highest value) are 
selected as representatives for executing the ABM. Once the individual 
simulations finish, results are linearly interpolated to the rest of the el-
ements within the same bin based on the min/max values and the order 
of elements within the group. This interpolation is done for all variables 
needed to run the next models and loops. 

The variable determining the binning affects the quality of the 
interpolation and must be chosen cautiously. We found oxygen level to 
be the variable generating a better binning for interpolation. Ideally, the 
ABM response to this variable should be linear, to minimise the inter-
polation error (difference between interpolated results and the solution 
without interpolation but using all elements). Also, the number of bins 
impacts the estimated solution, at the cost of, mostly linearly, increasing 
the computational time. In our tests to find a compromise between ac-
curacy and resources needed, the oxygen concentration presented good 
results with a sample size of 1%. 

2.3. Component models 

2.3.1. Transport of species 
Transport of species at the macroscopic level is simulated via a FE 

model developed using the commercial software Ansys 2022 R1. The 
model computes the diffusion of oxygen through the tumour geometry 
depending on patient’s KTrans (a measure of vascular permeability, 
capillary exchange surface and blood flow) [56] as well as their 

Fig. 1. PRIMAGE platform integration with the HPC cluster. When a patient’s simulation is launched from the PRIMAGE web, it starts the container in the 
Kubernetes platform which is responsible for the whole simulation execution. The container at the beginning prepares the execution by generating a unique execution 
ID, generates HPC starting job script (SLURM starting script) and sends the request to the HPC cluster to start the calculation. The HPC analyses the starting script and 
allocates requested resources based on the requirements. Where resources are in place, the simulation starts. Simulation fetches required inputs from the OneData 
system, runs the actual simulation and stages the results to the OneData. Simultaneously, the Kubernetes container constantly monitors the HPC job execution status 
and, when it is done, fetches the outputs from the OneData and upload the results directly to the PRIMAGE platform by using the platform-specific API. 
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cellularity (φcell) following the equation: 
∂Ctissue

ox

∂t
= D∇2Ctissue

ox + KTrans
(

Cblood
ox −Ctissue

ox

)

− AoxC
tissue
ox

kox + Ctissue
ox

φcell (1)  

where Ctissueox (unknown variable) and Cbloodox (4124 pmol mm-3 [18]) are 

the concentrations of oxygen at the tissue and blood respectively, D is 
the diffusion coefficient (0.00175 mm2/s) and Aox (2200 mol m-3 day-1) 
and kox (0.00464 mol m-3 ) are the oxygen uptake parameters [41]. The 
three terms on the right-hand side of the equation represent: i) inter-
stitial oxygen diffusion through the tissue, ii) extravasation from the 
blood vessels to the tissue and iii) cell consumption. 

Fig. 2. Schematic representation of the multiscale model. Patient data (cellularity, vascularisation, gene profile, treatment regime) is automatically retrieved from 
the platform to generate a FE mesh to start the simulation. 1) A transport model at the macro scale predicts via a FE scheme the diffusion-reaction of species (i.e., 
oxygen) within the patient tumour depending on the vascularisation conditions and the current geometry. Results are particularised from some sampled elements to 
be individually simulated with 2) an agent-based model at the cell scale where each cell is modelled as an autonomous agent whose behaviour depends on nutrient 
availability, mutations, and the presence and effects of chemotherapy. These are determined by model 3) at the subcellular scale, which infers them via a neural 
network model, based on patient genetic data and vascularity. An interpolation scheme collates the data at the cell-level and returns it to the macro scale, where 
model 4) computes the mechanical compatibility of the biomechanical deformations induced by the cell agent-based model. Geometry and all the necessary variables 
are subsequently updated to start a new simulation loop. 

Fig. 3. Particularisation/Interpolation scheme. Elements of the mesh are grouped in different bins according to a chosen elemental variable in increasing order. The 
first and last elements of each bin (the ones with the smallest/highest value, represented with orange circles) are selected as representatives to perform the ABM 
simulations. When the individual simulations are completed, the results are interpolated linearly to the rest of the elements of each bin. 
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2.3.2. Agent-based cellular model 
The ABM requires a large number of parameters due to the 

complexity of intracellular dynamics, and a complete description of its 
intricacies is out of the scope of the present manuscript, where we focus 
on the broader vision. A full detailed description will be presented in a 
future publication. Nevertheless, this section provides sufficient details 
to allow the reader to understand the underlying phenomena and the 
principal mechanisms governing cell agent behaviour. 

2.3.2.1. Structure of the agent-based model. The multicellular model has 
three components: a continuous automaton, discrete agents (represent-
ing cells), and a centre-based mechanical model. The continuous au-
tomaton describes the tumour microenvironment regarding the spatial 
distributions of cells and extracellular matrix. Neuroblastoma 
(cancerous) and Schwann (non-cancerous, matrix-producing) cells, the 
two main cell populations in the tumour [2], are modelled as discrete 
agents. While the continuous automaton mediates the effects of juxta-
crine and paracrine signalling at the cellular level, a centre-based me-
chanical model is used to resolve cell-cell overlap. Note that in this 
document, within the context of the multicellular model, the words ’cell’ 
and ’agent’ are used interchangeably. 

The continuous automaton uses a grid of voxels to represent the 
spatial domain. Each voxel is associated with a unique combination of i, 
j, and k, which are the voxel’s spatial coordinates. Its state is defined by a 
vector: 

vi,j,k =
(

N l
i,j,k,N

a
i,j,k,N

n
i,j,k, S

l
i,j,k, S

lm
i,j,k, S

a
i,j,k, S

b
i,j,k,Mi,j,k

)

.

The first seven components denote the numbers of living neuro-
blastoma cells, apoptotic neuroblastoma cells, necrotic neuroblastoma 
cells, living Schwann cells, matrix-producing Schwann cells (a subset of 
living Schwann cells), apoptotic Schwann cells, and necrotic Schwann 
cells in the voxel respectively; they are non-negative integers. The last 
component, Mi,j,k, is the fraction of the voxel’s volume occupied by 
extracellular matrix; Mi,j,k = [0,1]. The voxel’s 3D von Neumann 
neighborhood includes the voxel itself and its six orthogonally adjacent 
voxels. 

Neuroblastoma cells are represented as discrete agents. Each agent of 
this type has a unique label n. Its state is described by four vectors.  

1 The physical vector, c1
n
→, describes the cell’s spatial coordinates, the 

components of the net force on the cell in the same spatial di-
mensions, the cell’s total overlap with other cells, the number of cells 
(including itself) within a search distance (Rnbr), and whether it can 
generate a locomotive force; c1

n
→

= (xn,yn,zn,Fxn ,Fy
n,Fzn,olpn,nbrn,mobn)

2 The cellular vector, c2
n
→, describes the cell’s position in the cell cycle, 

number of apoptotic signals, number of necrotic signals, critical 
number of necrotic signals, number of telomere units, degree of 
differentiation, hypoxic status, nutrient availability, if its DNA is 
damaged, and if its DNA is unreplicated; c2

n
→

= (cycn,apopn,necn,neccn,
tlmn,degn,hypn,ntrn,ddn,dun)

3 The mutation vector, c3
n
→, indicates whether its MYCN gene is 

amplified, whether its TERT gene is rearranged, whether its ATRX 
gene is inactivated, and the status of its ALK gene; c3

n
→

= (MAn,TRn,
AIn,ALKn).  

4 The molecular vector, c4
n
→, indicates whether the cell has sufficient 

ATP, whether its telomerase is active, whether its alternative 
lengthening of telomeres (ALT) mechanism is active, and whether its 
other gene products are active: 

c4
n

→
=

⎛

⎝

ATPn, telon,ALTn,MYCNn,MAPKn, JAB1n, \\
CHK1n,CDS1n,CDC25Cn, ID2n, IAP2n,HIFn, BNIP3n,

VEGFn, p53n, p73n, p21n, p27n,Bcln,BAKXn,CASn

⎞

⎠

Schwann cells are also represented as discrete agents. Each Schwann 
cell agent has a unique label s. Its state is described by two vectors and a 
Boolean variable. Both its physical vector and cellular vectors are 
analogous to those of neuroblastoma cell agents; c1

s
= (xs, ys, zs, Fxs , Fy

s ,
Fzs , olps, nbrs,mobs) and c2

s
= (cycs, apops, necs, neccs , tlms, hyps, ntrs, dds,

dus) respectively, with the only difference being that a Schwann cell 
agent does not have a variable describing its degree of differentiation. 
Finally, the Boolean variable ATPs indicates if the Schwann cell has 
sufficient ATP. 

The mechanical model is an off-lattice model allowing for continuous 
values of xn,yn,zn,xs,ys and zs. It comprises a linear force law and an 
equation of motion. The force law relates the overlap between two cells 
to the repulsive force acting between them. The overlap (δ1,2) between 
each pair of cells depends on their radii, R1 and R2, which increase 
throughout the cell cycle, and their displacement vectors, r1 and r2: δ1,2 
= R1 + R2 − ||r1 − r2||. The magnitude of the repulsive force between 
this pair of cells is given by another equation: F1,2 = k1δ1,2where k1 
parameterizes the force law (2.2e-3 N/m). The force vectors connecting a 
cell to its peers combine to give a net force vector: (Fxn , Fy

n, Fzn) or (Fxs , Fy
s ,

Fzs ). If the cell is mobile (mobn = 1ormobs = 1) and contact-inhibited 
(nbrn > nbrc or nbrs > nbrc with nbrc being a threshold), its net force 
vector is multiplied by a factor of k2. The equations of motion describe 
how the cell moves in response to the net force: 
F
→= μ

(

1+Mi,j,k

)

v→ (2) 
In these equations, μ denotes the tumour microenvironment’s vis-

cosity and v→ the agent velocity. 
Finally, the oxygen level in the microenvironment is assumed to be 

homogeneous in space at the scale of the ABM (the elemental value 
coming from the transport of species simulation) and it is represented as 
a dimensionless variable: O = [0,1] and the scale is Os (72 mmHg). The O 
is incremented by a variable amount, PO, in one time step. In reality, 
variations in PO are caused by angiogenesis, which depends on the non- 
negative integral number of angiogenic signals (ang) in the system. In 
our simplified model, the non-negative integer number of VEGF- 
producing neuroblastoma cell agents in the system is Nv which de-
pends on the number of living neuroblast agents wherein VEGF is active. 

2.3.2.2. Initialisation and implementation of the agent-based model. We 
devised a Monte Carlo algorithm to simulate how the agent-based 
model’s variables change over time. After the orchestrator configures 
the simulation and an initialisation routine, the actual simulation iter-
ates a pre-defined sequence of operations a finite number of times. 

During configuration, the simulation requires the following inputs:  

1 The time scale is defined by its extent and grain. The simulation 
entails a positive integer number of time steps (steps) lasting size 
hours each. For example, for the designated internal step of one hour, 
the first time step starts when time = 0 and ends when time = 1; time 
tracks the simulation’s progress in hours. Note that this differs from 
the orchestrator (macro-scale) time step (two weeks). The spatial 
domain is a cube in which volume V is determined by the mesh 
element being simulated.  

2 The tumour’s composition is defined by its histology type (hist) and 
grade of differentiation (grade), which are extracted from the pa-
tient’s clinical profile from the PRIMAGE platform. There are seven 
histological categories: neuroblastoma (0), ganglioneuroblastoma 
(1), nodular ganglioneuroblastoma (2), intermixed ganglioneuro-
blastoma (3), ganglioneuroma (4), maturing ganglioneuroma (5), 
and mature ganglioneuroma (6) [51]. Regarding grade, the tumour 
can be undifferentiated (0), poorly differentiated (1), or differenti-
ating (2) [51]. Together, hist and grade determine the cellularity, the 
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split between neuroblastoma and Schwann cells, and the degree of 
differentiation of the former. Cellularity is obtained from the pa-
tient’s images.  

3 After creating the discrete neuroblastoma cell agents, their attributes 
must be initialised. In addition to the mutation vector c3

n
→. It can be 

specified whether ALTn and p53n in the molecular vector c4
n
→ are 

forcibly switched on and off respectively [1].  
4 The tumour’s microenvironment has two components. First, O needs 

to be initialised (inputs from the orchestrator as previously 
described) and Mi,j,k (cellularity’s complement). Second, the 
chemotherapy regimen is defined in terms of three vectors. The first 
two, chemostart and chemoend, have the same number of elements 
in agreement with the number of chemotherapeutic periods in the 
simulation. Each vector element indicates when (time) a chemo-
therapeutic period starts or ends. The remaining vector, chemoeff, 
describes the regimen’s effects on the tumour’s CHK1, JAB1, HIF, 
MYCN, telomerase, and p53 in different chemotherapeutic periods. 
Its elements are arranged in groups of six and the number of groups is 
the number of chemotherapeutic periods. Each element is the 
probability that the corresponding gene product is inhibited by 
chemotherapy in the corresponding period. 

After configuration, each agent’s randomly assigned spatial co-
ordinates of each agent are adjusted by minimising the total overlap in 
the spatial domain with the centre-based mechanical model. Finally, the 
continuous automaton is initiated based on the agent spatial co-
ordinates, and the oxygen supply rate (PO) calculated according to the 
initial number of agents. 

After initialisation, the simulation iterates the following operations 
steps times.  

1 The neuroblastoma agents are evaluated sequentially. Each agent 
senses the tumour microenvironment to determine whether it is 
hypoxic, nourished, and affected by chemotherapy, as well as the 
stimuli from the other agents. Subsequently updates to the status of 
an agent’s DNA may be executed: e.g., hypoxia and having shortened 
telomeres damage it [42], while p53 and p73 repair damaged or 
unreplicated DNA [69]. Phenotypic behaviours such as differentia-
tion, apoptosis, necrosis, as well as gene expression are updated., 
followed by cell cycle progression rules, with contact inhibition from 
the presence of neighbouring agents potentially leading to cell cycle 
arrest. If the agent is apoptotic or necrotic, it can be removed (e.g. by 
the immune system [12,55]), otherwise, it may divide to produce a 
daughter cell.  

2 The Schwann cell agents are evaluated one by one, following the 
same steps as in the first operation. However, as their gene products 
are not in the model, gene expression is not considered in this 
operation and the cellular phenomena are not regulated by gene 
products. Furthermore, these agents do not differentiate.  

3 After evaluating both agent groups, the total cell-cell overlap in the 
spatial domain is minimised using the centre-based mechanical 
model, thereby updating the agents’ spatial coordinates. The 
continuous automaton is updated to reflect the spatial distributions 
of various cell populations, including the addition of new voxels if 
agents move beyond the existing outer boundary.  

4 The numbers of VEGF-producing neuroblastoma agents and living 
Schwann cell agents are used to update the progress of angiogenesis 
and hence the vasculature (PO). 

The oxygen level, O, is updated according to the balance between PO 
and oxygen consumption. In addition, this step updates Mi,j,k by 
considering the number of collagen-producing Schwann cell agents in 
each voxel ( assuming that contact inhibition arrests collagen 
production). 

This model, consisting of hundreds of thousands of agents per FE 

simulated, was implemented using FLAMEGPU2 [13]. The FLAMEGPU2 
framework takes advantage of the highly parallel architecture of GPUs 
to accelerate large-scale ABMs which are otherwise infeasible with 
traditional CPU computation. 

2.3.3. Sub-cellular model of chemotherapy effects 
The objective of the subcellular model is to provide predictions on 

the effects of chemotherapy treatment on certain proteins involved in 
the cell cycle, so that the agent-based cellular model can predict the 
emergent behaviour of the downstream cell phenotypic changes arising 
from these effects. 

To perform this task, the subcellular model receives the treatment 
assigned to the patient and the vascularity of the tumour (KTrans) (Fig. 2) 
as input data. Each chemotherapy treatment has a certain course [53] 
(number of cycles, number of days the cycle lasts, number of days the 
drugs are administered) and consists of a combination of multiple drugs. 
In turn, each drug has a different half-life and it exerts its action through 
a different set of proteins. The ability of drugs to interact with proteins is 
extracted from pharmacology databases [38] and complemented with 
computational predictions using an ensemble of six independent ap-
proaches based on chemical similarity, core substructures, quantitative 
structure-activity relationships, cross-pharmacology statistics and ma-
chine learning models [61] (Fig. 4). 

The subcellular model collects this information and calculates in-
tervals of presence of the drugs in the body and their effects at different 
points in the tumour based on KTrans values. To determine the proba-
bility of protein inhibition by the drugs (ranging from 0: no inhibition to 
1: total inhibition) based on KTrans values, the results of the study on 
doxorubicin [46] have been used. In this study, it was observed that the 
arrival of doxorubicin to the cells began with values of 143⋅10–6s-1, 
while the necessary concentration of doxorubicin to achieve a complete 
response to the treatment was related to a value of KTrans of 283⋅10–6s-1. 
Because of this, these values represent the lower and upper limits 
through which the probability values of the effects are established. Since 
similar studies are not known for other drugs, setting these limits on the 
basis of doxorubicin alone is an important assumption. 

2.3.4. Macro-scale mechanical model 
A continuum description for the mechanical response of the tumour 

is used. At the macroscopic level, the continuum-based model accounts 
for two compartments: the cells and the extracellular matrix (ECM). To 
describe the tumour kinematics, the multiplicative decomposition of the 
gradient deformation tensor is used. The total deformation gradient (F) 
is assumed to be composed by the elastic deformation (Fe) and the non- 
elastic one (Fbio ). 

Fig. 4. Subcellular model schema. The model receives the treatment provided 
to the patient and the vascularisation at different points of the tumour. If, for 
example, the chemotherapy treatment is CADO, this consists of 4 cycles of 21 
days of duration, where the drugs are administered during the first 5 days. 
Furthermore, the drugs that make up this treatment are cyclophosphamide, 
doxorubicin and vincristine. These drugs have an average half-life in the body 
of 48 h and combined they inhibit the following proteins: CHEK1, JAB1, MYCN 
and TEP1. The model generates two output files: one with the intervals of the 
presence of drugs in the body and another with the probability of protein in-
hibition based on the KTrans values, taking 143⋅10–6s-1 and 283⋅10–6s-1 as the 
lower and upper limits for these probabilities. 
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F = Fe.Fbio (3)  

Fe is associated with the external loads and the stress response of the 
material, whereas Fbio accounts for the change in size and shape due to 
volumetric growth and the new tissue produced during the incremental 
growth process. Non-homogeneous growth, especially when the indi-
vidual elemental volume change is determined externally via the ABM, 
generally happens in a mechanically incompatible manner. Hence, an 
elastic deformation is necessary to achieve compatibility. 

Assuming an isotropic growth deformation, Fbio can be characterized 
by a single isotropic growth multiplier λbio: 
Fbio = λbio.I (4)  

so that λbio =
̅̅̅̅̅̅̅̅

Jbio
3√ , where Jbio is the net change of the volume (volume 

ratio) calculated by the ABM in each element. It is worth noting that this 
volume change is directly related to both the number and the spatial 
spreading of cells in the element, which was determined during the ABM 
by several factors including the oxygen level and the individual cell 
cycle, which in turn was affected by the protein alteration due to the 
chemotherapy treatment, whose efficacy relies on tumour vascularity. In 
this way, dynamics at the molecular level are linked to the macroscale as 
they alter both the mechanics (depending on cellularity) and the 
emergent behaviour of the tumour, therefore influencing its shape and 
evolution over time. 

The internal behaviour of both cell and ECM compartments is eval-
uated separately. It is hypothesised that the total deformation gradient 
due to the ECM behaviour (Fecm) is equal to the deformation gradient 
due to cell growth (Fcell). Therefore, in order to obtain the total stress, 
both cells’ and ECM’s stress must be accumulated: 
Fecm = Fcell (5) 

All tissues are modelled as isotropic linear elastic materials. The 
material properties of the different compartments are computed using a 
mixture rule. Therefore, the ratio of these basic types is assumed to 
determine the mechanical properties of the local tissue. The cell’s and 
ECM’s initial elastic moduli are set to 0.08e-3 and 0.8e-3 MPa respec-
tively [23]. The Poisson ratio is defined as 0.38 for both compartments 
[23]. 

The continuum model is solved via FE using the commercial software 
Ansys® Structural Mechanical (partner of the PRIMAGE consortium), 
Release 19.2. The geometry is initially discretised in a linear tetrahedral 
mesh with an average initial element volume of 3 mm3. After each 
computation, the geometry of the tumour is updated and remeshed 
using the Python Gmsh lib. 

2.4. Output data 

When the simulations are finished, the HPC orchestrator notifies the 
Kubernetes platform (Fig. 1) which automatically returns a summary of 
the results to the platform via .xml files. These outputs are attached to 
the patient’s analysis history, which can be consulted and visualized 
online within the PRIMAGE platform as well as downloaded to a local 
computer. 

2.5. Model calibration 

The calibration process in a multicomponent/multiscale model is a 
complex task, as there are many parameters and subtle changes at the 
microscopic level may have major impact at the macroscale and vice 
versa. Also, the models must be flexible and robust enough to accom-
modate a wide range of inputs, while still avoiding overfitting and poor 
generalisation. Ideally, data from a large number of patients before and 
after the treatment should be used, however, due to time and data 
constraints in the development of the project, we have focused the 
calibration on a single patient as a proof of concept of the framework. 

Firstly, we pre-emptively adjusted the main parameters of each isolated 
model to achieve general behaviours, using also in-vitro data from 
literature (note that both the transport and mechanical models are 
deterministic and all their parameters come from literature). Secondly, 
in a later stage, we fine-tuned the most interscale-influential ones to 
capture more specific responses. In the subsequent sub-sections, we 
provide a detailed account of the calibration process, with particular 
emphasis on the ABM model, which demands a more intricate procedure 
due to the significant number of parameters involved. 

2.5.1. Calibration of the ABM model  

a) Systematic calibration with a tournament-style pipeline 

In the absence of data relating model parameters to measurable 
emergent behaviors within PRIMAGE, we carried out an initial process 
of model calibration based on neuroblastoma-related data available in 
the literature. Initially, we calibrated parameters collectively in a 
tournament-style pipeline without chemotherapy. We used a Latin hy-
percube sampling technique to generate 3000 near-random combina-
tions of parameters and passed them through six elimination rounds. In 
each round, we carried out simulations using the sets of randomly 
selected parameter values and attempted to reproduce a dataset found in 
the literature. The rounds were arranged in an increasing order of so-
phistication, with the first dataset—in vitro and without genomic 
data—being the coarsest and the sixth—clinical, patient-specific, and 
with known mutations—being the most precise. Specifically, these steps 
comprised: 1. fitting the model output to a set of in vitro data regarding 
neuroblastoma’s growth kinetics. 2. Further assessment of the best 
parametric combinations from the first round by fitting the model 
output to in vitro data regarding neuroblastoma’s hypoxic response. 3, 
evaluation of the remaining parametric combinations by reproducing in 
vitro observations of the dynamics between neuroblastoma and 
Schwann cells. 4, Further refinement was carried out by considering the 
relationship between the histological type of a tumour and the clinical 
outcome . 5 and 6. Finally, the last two rounds involved reproducing the 
clinical outcomes of patient groups with different combinations of 
mutations.  

b) Further calibration of selected parameters accounting for PRIMAGE- 
relevant patient data 

Following the process described above, with additional data avail-
able via PRIMAGE, we further refined selected parameters to render the 
agent-based model suitable for the decision support system envisioned 
by the PRIMAGE project. Specifically, we evaluated chemotherapy’s 
inhibitory effects on specific gene products (and tumour shrinkage), in 
vivo growth kinetics, the dynamics between neuroblastoma and 
Schwann cells, tumour differentiation, and the pro-tumour effects of 
MYCN amplification. The extent of shrinkage in a real patient was used 
as the benchmark in parts of this step. 

2.5.2. Calibration of chemotherapy effects 
Regarding the chemotherapy model, its calibration entailed accu-

rately learning and predicting the impact of drugs and their metabolites 
on a specific set of proteins (CHEK1, JAB1, HIF1A, MYCN, P53, TEP1) 
utilised to determine the cell cycle in the cellular model. The model uses 
the drug knowledge stored in pharmacology databases [38] as a foun-
dation for learning. Consequently, when the model is presented with a 
new drug, it can forecast its impact on proteins based on similarity to the 
ones it was trained on. This generates a table of Boolean values that 
indicates whether a certain drug or metabolite (used in the Neuroblas-
toma chemotherapy treatments) produces the inhibition of the different 
proteins. The subcellular model iteratively consults this table to estab-
lish the final probability of inhibition as a function of the KTrans values. 
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2.6. Model testing 

To evaluate the functionality of our framework implementation 
(producing the expected outputs for given inputs and handling various 
scenarios appropriately) and ensure its reliability, we have conducted 
extensive testing on our codebase including both manual and automated 
techniques. In particular, we have employed a combination of unit tests, 
integration tests, and system tests to thoroughly assess the robustness of 
our platform. 

This was particularly challenging, considering that the different 
component models were developed by different teams, which had to 
ensure that the each of the models was capable of working in isolation 
(by providing mock inputs) before connecting them to the pipeline. 

For example, the ABM, the most complex component model of the 
orchestra built upon FLAMEGPU2 (with over two thousand unit tests), 
was subjected to rigorous evaluation in isolation. It is worth noting that 
agent based models, such as the ABM here presented, are not typically 
unit tested due to the desired behaviour being emergent. Furthermore, 
the GPU implementation within FLAMEGPU2 makes it difficult to call 
methods independently. Instead a process of validation was carried out 
to ensure the model behaved within physically realistic constraints, 
followed by a calibration process described in the previous section. The 
rest of the component models, much more simple due to their deter-
ministic nature, were also tested by the corresponding teams before 
plugin a working version into the platform. 

Therefore, the framework was built block by block, initially testing it 
locally on simplified problems. Once the architecture was considered 
final, it was ported to PRIMAGE HPC cluster. Both the component 
models and the relation modules, however, were subject to constant 
change due to calibration or code debugging. Unit tests of each of them 
were developed to be able to run them locally. These mock models can 
be found at https://gitlab.com/unibo_ism_open/orchestratorvph-h 
fv3.1/-/tree/master/Models (files with mock* prefix). The majority of 
the testing can be done offline, however, the functions using SLURM 
commands (e.g. call model, check model execution, re-call model) and 
the Rimrock API need a cluster to operate. Therefore, these functional-
ities were firstly tested isolated on the cluster and later added to the 
main code together with a version of each function that emulates the 
cluster files locally. In fact, there is a parameter in the master module 
(https://gitlab.com/unibo_ism_open/orchestratorvph-hfv3.1/-/blob/m 
aster/src/master.py) that allows setting the execution to either local or 
on Ares cluster. If set to local, a MySQL database is created in the root 
user and the orchestrator will call only mock models during the execu-
tion, emulating the cluster functionalities (note that the initial inputs are 
pre-defined for all the mock models). Once all parts were working 
locally, global tests were performed on the cluster now considering real 
inputs (patient’s data). This stage relied on the support of the modelers 
to overcome the incompatibilities in data exchange and other potential 
artifacts. 

3. Sample of typical system run 

3.1. Description of the example of application 

To demonstrate the operation of the multiscale model and the po-
tential of the whole framework as a concept, we have picked a patient 
(used for calibrations) from the PRIMAGE platform as an illustrative 
example. This particular patient was a male diagnosed with neuroblas-
toma at the age of 30 months and subsequently treated with Rapid 
COJEC for 80 days (8 cycles of 10 days each). He was evaluated after the 
chemotherapy process observing good partial response (i.e. the tumour 
was not completely eliminated, but volume decreased significantly). 

3.2. Technical parameters 

The original images from the patient were retrieved from the 

PRIMAGE platform and automatically processed with the im2mesh li-
brary, transforming 13 slices of the segmented tumour into a volumetric 
tetrahedral mesh of 34,483 elements (Fig. 5A). Vascularisation (KTrans) 
and cellularity data were interpolated to the centroids of such mesh. A 
particularisation level of 1% was chosen to accelerate the computations 
(see section Orchestrator performance and computational cost). 

3.3. Assumptions 

To represent the behaviour of our multiscale system, we made 
several assumptions about the underlying mechanisms and interactions. 
These premises aided in managing computational complexity and the 
integration of diverse scales within the models. Below we provide a list 
of the most important assumptions, our reasoning to make them and 
how they affect the model behaviour:  

• Uniform boundary mechanical conditions surrounding the tumour. 
As surrounding organ segmentation and mechanical characterization 
is unavailable, we consider an homogeneous elastic medium sur-
rounding our tumour geometry for simplicity. The incorporation of 
different boundary conditions into the model, given the data, is im-
mediate and would impact the shape evolution of the tumour.  

• Residual mechanical stresses are not stored between orchestra steps 
and therefore are not taken into account. The main reasons to neglect 
them are: i) no surrounding tissues to interact with, ii) the ABM does 
not use directly the strain-stress field of the finite elements, iii) 
computational efficiency, iv) no data for validation.  

• Only oxygen diffusion is considered. Although the transport model 
can indeed simulate the diffusion of any species, oxygen was chosen 
as a representative of nutrients in general, the main reason being the 
lack of clinical data. Were this kind of data available, its addition to 
the pipeline would be trivial and the ABM could be easily adapted to 
account for it.  

• Constant level of oxygen at each element for the ABM simulations. 
We assume homogeneity within a single element (after simulating 
oxygen diffusion at the macroscale) because each voxel spans 30 µm 
in each dimension only and the diffusion coefficient of oxygen in 
water at room temperature is around 2 × 10–5 cm2 s-1 [19]. If that 
was not the case, and oxygen reaction-diffusion model should be 
solved at the microscale, within the ABM, increasing considerably 
the complexity of the simulation. 

• Vascularization (KTrans) is assumed constant throughout the simu-
lations. The particular elemental values of (KTrans) change overtime 
due to mesh interpolation, but the dynamics of the vascularization 
process itself are not modelled as we don’t have data to validate with. 
Including it would have important implications as different treat-
ments may affect the vascularization in diverse ways, and (KTrans) 
plays a central role in our model as it affects both the drug and ox-
ygen delivery which are key for the ABM simulations.  

• The probability of protein inhibition by the drugs is based on KTrans 
values, based on a study on doxorubicin [46]. Given the importance 
of this parameter, as stated in our previous point, new data for other 
drugs might have a great impact on how our model responds to 
treatment. 

Besides, to ensure the stability of the calculations, we also assumed:  

• A minimum cellularity threshold of 0.05 for patient’s input data to 
avoid possible artifacts from the imaging process. This provides the 
ABM with a minimum number of agents, while having a negligible 
effect on the mechanical model (as the element is still basically 
ECM). Although there is no basis for this assumption and a tumour 
may contain regions without cells, it is justified because cells are 
likely to move from crowded regions to empty ones, so any regions 
devoid of cells are unlikely to be anything more than transient 
structures. 
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• At the beginning of every loop beyond the first one, a minimum 
amount of SC cellularity (0.05) is assumed, mimicking the migration 
of SC cells from the outside of the tumour [65]. This prevents un-
realistic tumour growth in elements where only neuroblastoma cells 
are left alive after an orchestrator loop. The threshold was chosen ad 
hoc. It is the parameter that deserves special attention in a future 
sensitivity study. The ability to control this parameter dynamically, 
perhaps through the use of a targeted therapy, could hypothetically 
give a clinician an extra therapeutic option.  

• When the number of cells inside an element is extremely low (due to 
chemotherapy damage or other factors) the elemental volume 
change reported is unreliable. In order to avoid instabilities during 
orchestrator interpolation (Fig. 3), we assume that those elements 
report results (i.e. volume change, cell count) similar to the median 
values within the whole tumour. In other words, we transform out-
liers into median values to promote stability at the cost of accuracy. 
Although this assumption is a workaround, necessary due to the 
current technical limitations of our computational method, it is 
worth noting that this scenario occurs very rarely in our simulations 
so this computational fix is implemented infrequently, which allows 
us simulating cases of extreme tumour regression. To alleviate this, 
smaller time steps could be used, but notably increasing the 
computational cost. 

3.4. Proof of concept predictions 

The main goal of each simulation is to determine whether the pa-
tient’s tumour grows or recedes when undergoing a specific treatment. 
Therefore, the overall volume reduction was the main target parameter 
during the calibration process as it is the outcome, measured by our 
model, with the most clinical relevance. For this particular patient, we 
were able to capture the tumour reduction (1 − (Volaftertreatment)/(Volini)) 
(98.1% real vs 95.6% predicted) as shown in Table 1 and Fig. 5B. It is 
worth noting that, despite the similar relative reduction, the simulated 
tumour is double the size of the real tumour after treatment (4,375 vs 
2,054 mm3). Furthermore, although the overall relative reduction is 
similar, the final shapes notably differ. This cannot be controlled/ 
adjusted from the computational side, as the global shape depends on 
the individual behaviour of each mesh element which in turn depends 
on all the models’ interconnected parameters. 

3.5. Orchestrator performance and computational cost 

As described in the Resources section, a variety of software systems 
and infrastructure are needed to support the presented framework. The 
computational cost of each of the simulations is highly dependent on key 

hyper-parameters such as the level of particularisation, i.e., the per-
centage of representative elements of the patient’s geometry mesh that 
will be simulated by the cellular and sub-cellular models (see Partic-
ularisation and interpolation section). To explore the impact of this 
parameter on performance, the typical patient case described above, 
was executed to reproduce a two-week progression (one time loop of the 
orchestrator) with a range of degrees of particularisation. The data was 
collected using 10 V100 GPUs on the Ares cluster. 

As expected, and evident from Fig. 6, the overall wall time increases 
with the degree of particularisation. Two of the CPU-based component 
models (Chemotherapy, Mechanical) have very short times of around 1 
min, whereas the remaining CPU-based component model (Transport) 
took around 15 min to execute. Note also that both the Transport and 
Mechanical models use the whole geometry of the patient’s tumour, so 
their computational cost is unaffected by the level of particularisation. 
The remainder of the runtime is spent executing the agent-based model, 
and by the orchestrator processing inputs and outputs to each job. 
Evidently, when the wall-clock time using a single GPU is considered, 
both the time spent by the agent-based model and the orchestrator are 
closely linked to the number of finite elements being processed by the 
agent-based model, given that along with the cellularity extracted from 
the patient data, this is an important determinant of total number of 
cells/agents at the start of each simulation. As the workload for this 
model consists of thousands of very small jobs, it would be expected to 
scale linearly with the number of GPUs on which it is executed 
concurrently (10 in this test). Furthermore, the orchestrator is able to 
hide a small amount of latency, with regard to the cost of creating the 
agent-based model jobs. Although queue times from the HPC cluster are 
not included in these timings, it is worth noting that the overall queue 
time for all contained jobs was less than 10 min. In summary, the run-
time of the orchestrator in Fig. 6 is dominated by the time spent pro-
cessing inputs and outputs for the cell-model, hence why it scales with 
the level of particularisation. Profiling showed the bottleneck to be 
communication with the database: this is something which could be 
improved by reworking how the orchestrator stores data. In contrast, the 
runtime of the cell-model scales with the number of FEs it is simulating. 

Fig. 5. Patient’s tumour geometry (initial FE mesh). A) A 
volumetric stack of patient’s DICOM images is automati-
cally retrieved from the platform, obtaining the tumour 
mask and reconstructing the tumour volume in a 3D FE 
mesh needed by the models. B) Volume shaded in light blue 
shows the tumour shape at diagnosis. Volume shaded in 
orange shows the actual tumour after the chemotherapy 
treatment. Note that images before/after treatment are not 
registered, meaning that volumes are manually and arbi-
trarily placed for visual purposes. Gray shadow (over-
lapping with orange) shows the tumour geometry predicted 

by the orchestrated models after the chemotherapy simulation.   

Table 1 
Volume comparison (patient vs simulation).   

Volume Reduction 
Diagnosis 1.07e5 mm3 – 

After treatment 2054 mm3 98.1% 
Simulated 4375 mm3 95.9%  

Fig. 6. Wall Time of Component Models and Orchestrator according to the 
degree of particularisation. Time is measured in hours, and the agent-based 
(cell) model’s times represent the longest of the 10 jobs executed concur-
rently. Note that the contributions of the Chemotherapy and Mechanical models 
are negligible. 
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The cell model is not well suited to executing short runs (336 timesteps 
per loop), as the cost of initialising the model takes up as much as 10% of 
the runtime. However the loop duration was decided as a compromise, 
as less frequent communication between orchestrated models weakens 
the multiscale approach. 

In summary, a single loop of the orchestrator, representing two 
weeks of treatment, can be simulated in less than two hours, and 
consequently a whole chemotherapy treatment course (typically 80 
days) could be simulated in less than twelve hours with 10 V100 GPUs. 
The simulation time would likely be shorter as typically the simulated 
tumour would shrink reducing the computation cost, Computational 
time could be further accelerated by increasing the number of GPUs. 

6. Discussion and conclusion 

Patient-specific simulations, which use computational models to 
simulate patient physiology, are promising for advancing personalised 
medicine. However, clinicians’ adoption of these simulations as part of 
their day-to-day routine activities is still very limited due to several 
technical challenges. One of the major challenges is the complexity of 
the models themselves, as they require detailed anatomical models that 
accurately represent the structure of the patient’s organs and tissues. 
Furthermore, these models often require large amounts of input data 
from various sources, including medical images, laboratory results, and 
physiological measurements. Integrating these data sources can be 
complex, requiring sophisticated data management and processing 
techniques. Accurately parameterising these models remains a major 
challenge due to the technical and ethical barriers to collecting appro-
priate data at the range of scales required. In particular, agent-based 
models require data relating to cell phenotype that is simply not 
accessible through in vivo imaging (or other spatially aggregated) mo-
dalities, necessitating the use of data from in vitro experiments, which 
may have only a limited relevance to in vivo scenarios. 

Developing and validating such models is a time-consuming and 
technically challenging process, requiring expertise in computational 
modeling and clinical medicine. Another significant challenge is the 
need for high-performance computing resources to run the simulations, 
as they will likely be computationally intensive and will require sub-
stantial computational power to run in a reasonable amount of time. 
Clinicians often do not have access to these resources, or even if they do, 
they may not have the technical expertise to operate and maintain them. 
Finally, the outputs of patient-specific simulations can be difficult to 
interpret and integrate into clinical decision-making. The results are 
often presented in complex numerical data or 3D visualisations that may 
be challenging for clinicians to understand and use effectively. 

The PRIMAGE [36],[47], aims to address many of these challenges, 
in an ambitious effort to provide a state-of-the-art decision support 
system for neuroblastoma paediatric cancer that offers a comprehensive 
platform for storing patient data, including medical images and clinical 
data [3,15,50,59,60]. This platform has been developed with the input 
and guidance of leading clinicians and healthcare professionals, who 
will be the primary users of the system. The user interface, developed by 
the partner company Quibim, has been designed to be intuitive and 
user-friendly, ensuring that clinicians can quickly and easily access the 
data they need to make informed decisions about the best course of 
treatment for their patients. The system is designed to connect to a 
powerful computational infrastructure that allows for the evolution of 
neuroblastoma tumour growth through advanced computational simu-
lations. Examples of the user interface can be found in Supplementary 
Material. 

There exists diverse literature involving neuroblastoma modelling 
focused both at the microscale, describing in detail intracellular mech-
anisms, and the macroscale or whole-tumour level [5,9,20,22,35], 
which are based on differential equations but either lacking generality of 
mechanistic details. For example, the model described in [20] uses or-
dinary differential equations to describe the pharmacokinetics of 

bevacizumab and its effects on neuroblastoma growth and vascularisa-
tion: a drug-specific problem. Conversely, [5] develop a more general 
model that reduces neuroblastoma progression to two phenomena, 
growth and dissemination, only. More details are needed to reveal 
non-linear phenomena. A platform to conduct in silico trials of targeted 
therapies and immunotherapies requires non-linear phenomena to be 
integrated across multiple different scales in space and time. On the 
other hand, the mechanistic details to be integrated must be broad 
enough to include drug targets at the genome scale. 

In this work, we present what we believe is the first multiscale 
orchestrated framework that integrates the multiple scales involved in 
neuroblastoma and the automatic execution of computational simula-
tions on high-performance equipment. We underline the theoretical and 
technical challenges associated with connecting models at different 
scales, highlighting the vast amount of resources, software, and tech-
nical knowledge that is required to build a platform capable of handling 
such complex simulations. Indeed, developing such a platform requires 
not only the latest software and hardware technology but also the input 
of highly skilled professionals from a range of disciplines, which have 
been provided by the different partners of the PRIMAGE consortium. 

However, apart from the assumptions previously discussed, there are 
some limitations related to our approach. For example, at the subcellular 
scale, we have a machine learning model to predict the effects of drugs 
on the proteins in the ABM. Still, we do not have a dynamic model of the 
signalling pathways and gene regulatory networks that link these pro-
teins together. In addition, the mutational profile is set at the beginning 
of each simulation, were the ABM clones compete for space, expanding, 
or shrinking. However, they cannot interconvert, and, as such, our 
model at its current state is incapable of modelling therapy resistance. It 
could certainly be adapted as drug resistance is a critical issue in positive 
patient outcomes, and we have already started carrying out parallel 
studies relating to clonal competition and resistance using a mathe-
matical modelling approach [25]. 

Besides, further calibration would be needed for a broader applica-
tion of the model. Both a higher number of patients and more combi-
nations of hyper-parameters (at the orchestrator level) should be 
explored to test the actual robustness of the orchestrator. At the 
macroscale, we are currently assuming uniform boundary mechanical 
conditions surrounding the tumour mass, which leads, together with 
many other factors, to the final shape of the tumour. With the available 
data, we can calibrate model parameters to match a patient’s tumour 
volume after treatment, but we cannot accurately predict the final 
tumour shape. To overcome this, we would need image segmentations of 
the surrounding organs, as well as their mechanical characterization. 
This, per se, is feasible and easy to implement into the current model. 
The reality, however, is that only the tumour is segmented in the clinical 
practice for the vast majority of the patients, although this could change 
in the near future with the increasing use of AI tools. In any case, it is still 
not fully clear how tumour volume and shape relate to prognosis. For 
instance, [4] found that none of the methods of primary tumour 
response assessment, including measurement in one dimension as per 
Response Evaluation Criteria in Solid Tumours (RECIST) or measure-
ment in three dimensions as per INRC, was predictive of outcome. In 
fact, the authors concluded that primary tumour response in children 
with high-risk neuroblastoma should be evaluated in accordance with 
RECIST criteria, using the single longest dimension. More recent studies 
have been more successful in finding correlations. For example [32] 
found that PET-based intratumour heterogeneity was a strong inde-
pendent prognostic factor in neuroblastoma. In the clinical high-risk 
group, patients with high metabolic heterogeneity showed signifi-
cantly poorer outcomes compared to those with relatively homogeneous 
tumours. This is something that our model could explore if given the 
appropriate data. Others such as (J. X. [62]) aimed to elucidate the 
prognostic significance of tumour size, but in surgery performed on 
neuroblastoma patients, finding an optimal cutoff of 4 cm for overall 
survival. Interestingly, they claimed that this cutoff value can only 
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identify unfavourable neuroblastoma patients with diagnosis at 
distant-stage disease or differentiated grade tumour but not with 
regional and local or undifferentiated tumour. Further research in this 
direction would be very valuable to link our predictions with potential 
patient outcome. 

Despite these limitations and uncertainties, from a research point of 
view, our platform can still be useful in assisting drug discovery, for 
example, by exploiting evolutionary principles to optimise chemo-
therapy schedules. Furthermore, the governing dynamics are not the 
same before chemotherapy, when there are many cancer cells, and af-
terwards, when the population is small, fragmented, and genetically less 
diverse [16]. Interactions between tumour cells, non-cancerous cells and 
the local microenvironment are highly complex and not fully under-
stood. Our current cellular ABM incorporates some aspects of this 
behaviour, but there remains scope to increase this functionality to 
include additional relevant behaviours e.g. recruitment of Schwann cells 
into the tumour [65]. More broadly, the framework can meet the need to 
accelerate drug development by identifying high-priority targets and 
drugs, especially the combination of modern targeted therapies and 
immunotherapies with chemotherapy [40]. Examples are the combi-
nation of ALK inhibitors with chemotherapy and the combination of 
anti-GD2 monoclonal antibodies with chemotherapy [58]. It could also 
be useful for basic neuroblastoma research. For example, MYCN is 
known to have a non-linear relationship with the ARF/MDM2/p53 axis 
and hence the clinical outcome [68]. Different cellular stresses are 
encoded in different p53 dynamics, which are decoded in a 
context-dependent manner to trigger the correct cellular responses. This 
set of information processing mechanisms has many layers of regulation 
(P. [63]). The mechanisms have been modelled extensively at the sub-
cellular level [29]. Our platform can link them to cell-cell interactions 
and tumour-level population dynamics. 

In summary, we have successfully implemented a complex frame-
work that enables the simulation of patient-specific tumour growth 
across multiple scales on a computational cluster. All the necessary code 
to achieve this framework has been extensively documented to be easily 
adapted and extended by new developers in future projects. The 
development of this framework opens up new opportunities to better 
understand and treat cancer, making it a significant achievement in the 
field of computational oncology, hoping to inspire further research and 
development in this area in the years to come. We believe that this work 
represents a major step forward in terms of its technical, theoretical, and 
practical implications, as it closes the gap between the predictive ca-
pabilities of computational models and their practical use by clinicians. 
Despite the complexity of the underlying algorithms and computational 
processes involved, the platform has been designed to be highly user- 
friendly, with clinicians able to launch simulations with just a few 
clicks, without needing to have any technical expertise in the underlying 
processes. The potential benefits of this decision support system for 
cancer are significant, providing healthcare professionals with a 
powerful tool to improve patient outcomes and ultimately save lives. By 
providing a comprehensive platform for storing and analysing patient 
data, and enabling clinicians to make more informed decisions based on 
simulations, this system has the potential to transform the way we 
approach cancer treatment and care. 

7. Hardware and software specifications 

The multiscale model requires significant CPU and GPU resources, 
plus the PRIMAGE platform needs to be able to run multiple multiscale 
simulations at once. These reasons lead us to choose HPC infrastructure 
as our target execution platform. In fact, Cyfronet AGH, partner of the 

project, has provided PRIMAGE with access to three high-performance 
computing clusters, each holding a position within the TOP500 HPC 
systems internationally. These have been used for developing, testing 
and evaluating the complete orchestrated model. The preliminary tests 
of the multiscale simulation were performed on the Prometheus HPC.2 It 
uses the Slurm workload manager system3 connected with the compu-
tation grant negotiated by the PRIMAGE [47] with the PLGrid infra-
structure [30]. During tests and model initial calibrations we used 106, 
100 CPU hours and 18,110 GPU hours. As of now, the orchestrator and 
all models have been moved to a newer and more powerful HPC cluster - 
Ares4 also hosted by Cyfronet, on which the models previously cali-
brated on the PRIMAGE patient cohort will be run. We are also planning 
additional speed improvement to our models by using a dedicated GPU 
HPC cluster (based on NVIDIA A100 GPU cards) - Cyfronet Athena5 in 
future developments of the project. 

Code availability 

The source code of the orchestrator, including the component model 
codes, is available under the terms of a MIT license and can be down-
loaded from https://gitlab.com/primageproject/orchestrator. 

Additionally, the source code of the agent based model that can be 
run standalone is available under the terms of a MIT license and can be 
downloaded from https://github.com/primagesheffield/flamegp 
u2-neuroblastoma. 
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