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A High-Performance Transfer Learning-Based

Model for Microwave Structure Behavior Prediction
Jiteng Ma, Graduate Student Member, IEEE, Shuping Dang, Member, IEEE, Gavin Watkins, Member, IEEE,

Kevin Morris, Member, IEEE, and Mark Beach, Senior Member, IEEE

Abstract—Microwave structure behavior prediction enables the
estimation of circuit response over a frequency range, playing
a crucial role in the design of radio frequency (RF) structures.
Deep neural network (DNN) approaches have demonstrated their
capability to simulate microwave structure behaviors. Nonethe-
less, the quality and utility of the model are constrained by
the availability of data and computational capabilities. These
inherent disadvantages hinder the extensive application of DNN
in microwave structure behavior prediction. Transfer learning
has recently been produced as a method offering improved
accuracy and speed for predicting microwave circuit behavior.
This paper proposes a novel transfer learning-based model to
expedite the prediction process for a sequence of frequency
samples. Through experimental validation, it is illustrated that
the proposed methodology outperforms the conventional DNN
techniques for microwave structure behavior prediction by effec-
tively reducing the required data and shortening the training
time. The proposed model also facilitates the fine-tuning of
hyperparameters and reduces the simulator computing load.

Index Terms—Transfer learning, deep neural network, mi-
crowave behavior prediction, frequency response.

I. INTRODUCTION

M ICROWAVE structure simulation plays an essential role

in the current radio frequency (RF) design process.

As the structure becomes highly integrated while operating

at higher frequencies, microwave structure verification and

optimization rely on fast and accurate simulation to estimate

behaviors before fabrication. Microwave structures were ini-

tially analyzed using electromagnetic or microwave theories.

However, these approaches become impractical when deal-

ing with complex structures in practice [1], [2]. Computer-

based circuit simulation and electromagnetic (EM) simulation

software were developed to address this challenge. However,

circuit simulations often lack the desired level of accuracy,

while EM simulations can be excessively time-consuming, hin-

dering design and manufacturing processes [3]. DNN has been

successfully implemented in various microwave applications

owing to its exceptional ability to solve multi-dimensional and
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non-linear problems. Research has been widely conducted to

explore microwave structure behavior prediction using DNN

[4], [5] Preliminary results have demonstrated that well-trained

deep neural networks (DNN) can promptly and accurately

predict the behaviors of microwave structures sharing similar

characteristics [6]–[10]. RF engineers can thus save much time

by doing electromagnetic (EM) simulations by reusing well-

trained models. Additional research substantiates the capabil-

ity of machine learning technologies in various applications

involving circuit components [11], [12].

Additionally, the neural network simulator can assist in

training neural network models for microwave design tasks

[13]–[15]. This could help with mitigating the non-uniqueness

design problem in microwave design [16]. However, one sig-

nificant challenge of using DNN-based methods is the limited

scalability. When faced with slightly modified tasks, the entire

process of updating data and training models may need to start

from scratch. The absence of scalability in the DNN-based

approach could introduce rigidity and inefficiencies.

Some methods have been proposed to accelerate the be-

havior modeling of microwave components. Knowledge-based

neural network (KBNN) was proposed, where the neural

networks are offered additional information that may not be

sufficiently captured in a limited training dataset [17]. KBNN

greatly enhances the learning and generalization capabilities of

the neural network, particularly when the provided knowledge

is beyond the boundaries of the training data. However, prior

knowledge is often derived from extrapolation and requires a

specific format to be leveraged by the neural network, which

generally requires specific domain knowledge and microwave

circuit design experience. Another well-known method to en-

hance EM modeling is space mapping, combining coarse and

fine models [18]. Coarse models are typically generated using

neural network models, and this approach helps reduce the

required computational resources. However, space mapping

still relies on empirical knowledge, and introducing the coarse-

fine model structures increases the complexity when fine-

tuning the models.

In light of the prior work, we propose a novel DNN model

relying on transfer learning in this paper. The basic idea is to

split a complex simulation task into multiple simple tasks in

different frequencies. We start by training a model for a simple

task. Similar tasks can then leverage the knowledge from the

well-trained source model. The simulation results show that

fewer computation resources are needed for training models

than conventional approaches. The measurement results verify

that the proposed model dramatically improves training effi-

ciency and accuracy.
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Fig. 1. (a) Comparison of the classical DNN architectures for microwave structure behavior prediction. Two DNN architectures were generated by [19]. (b)
Implementation of the proposed transfer learning-based model and the benchmark (conventional) model.

The rest of this paper is organized as follows. Section II

illustrates the fundamental DNN architecture for microwave

component simulation and our proposed transfer learning-

based model. In Section III, we compare our proposed model

with the benchmark model in terms of the amount of training

data, training time, and neural network size. We also fabricate

circuits to validate the performance advantage brought by our

model. This work is finally concluded in Section IV.

II. TRANSFER LEARNING-BASED MODEL FOR

MICROWAVE STRUCTURE BEHAVIOR PREDICTION

A. DNN Architectures

Multi-layer perceptron (MLP) is the simplest DNN with

multiple fully connected layers. Each layer is connected with

an activation function for non-linear affine transformation.

MLP is widely used in different microwave structure sim-

ulations, especially when the structure parameters are het-

erogeneous. However, the mutual position information in the

structure’s geometries is lost since all the features are extracted

in an array as the input of the MLP network. An example of

simulating via MLP is illustrated at the top in Fig. 1(a).

In recent years, convolutional neural network (CNN) has

become a well-known architecture due to its ability to extract

mutual position information. The convolutional operations

with kernels provide translation-equivariant responses known

as feature maps. CNN is apt for microwave structure simu-

lation since the position features are vital to predict behavior

[15]. However, the structure parameters must be homogeneous

when applying CNN. An example of simulating a grid-like

structure using CNN is shown at the bottom in Fig. 1(a).

B. Proposed Transfer Learning-Based Model

Transfer learning is a machine learning technique where a

model trained on one task is re-purposed on a second related

task. Instead of restarting the learning process from scratch, the

model leverages knowledge gained from the first task to inform

its decisions on the second task. In this way, transfer learning

can save time and computational resources and improve the

model’s performance on the second task [20].

In the microwave structure simulation task, the S-parameter

is always a continuous argument that varies over the operating

frequency. Because of the continuity, transfer learning can

leverage the source knowledge to predict adjacent frequency

responses within limited training epochs. In addition, the

source knowledge enables the model to be generalized for

being adaptive depending on new tasks.

The transferred knowledge in this work corresponds to the

weight and bias vectors obtained from the well-trained source

models for the first frequency point. The output, denoted as

a𝑖+1, from fully connected layer 𝑖 + 1 can be defined as

a𝑖+1 = A(𝝎𝑇
𝑖 · a𝑖 + 𝑧𝑖), 𝑖 = 1, 2, . . . , 𝑚, 𝑚 + 1, . . . , 𝑛 (1)

where A(·) is the activation function; 𝝎𝑖 and 𝑧𝑖 are the

weight and bias vectors of layer 𝑖. For convolutional layers,

𝝎𝑖 represents the convolutional kernel, and 𝑧𝑖 is the scalar

bias; the dot product operation in (1) is replaced by the

cross-correlation operation. In this case, [𝝎𝑖 , 𝑧𝑖] is the source

knowledge, which is transferred to the models trained for

target tasks as initial parameters.

The processes of the proposed method and the benchmark

(conventional) method are pictorially illustrated in Fig. 1(b) for

comparison purposes. The benchmark model develops a single

DNN to predict multiple outputs corresponding to multiple

microwave structures’ frequency response samples [14], [18].

In contrast, the proposed model divides microwave simulation

tasks into multiple sub-tasks with a similar nature. Then, a

DNN model is trained to predict a single frequency sampling

point. Consequently, given a well-trained DNN model per-

taining to a single sampling point, transfer learning can be

implemented to extract the knowledge from this well-trained

model and facilitate the model training process for the rest of

the sampling points. Accordingly, the proposed model training

process is formulated and explained in Algorithm 1.
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Algorithm 1 Proposed transfer learning method.

Require: The labeled training and testing data for different

frequencies and a suitable DNN.

Ensure: Test loss is below a preset threshold.

1: Split the whole task training data into multiple sub-tasks

2: while the whole task test loss is above the threshold do

3: while the first sub-task loss is above the threshold do

4: Import the data and fine-tune the hyperparameters

5: Train DNN for the first sub-task and validate loss

6: end while

7: while untrained sub-tasks exist do

8: Import the data and reuse the fine-tuned hyperpa-

rameters with fewer training epochs

9: Train DNN for the sub-task and validate test loss

10: if the sub-task test loss is above the threshold then

11: Add more epochs and retrain the network

12: end if

13: Save the hyperparameters of the sub-task

14: end while

15: Reduce the sub-task threshold and train the DNN

16: end while

III. PERFORMANCE EVALUATION AND DISCUSSION

In this section, we compare the performance of the proposed

transfer learning-based method with other classical methods

using both MLP and CNN architectures. We adopt ReLU as

the activation function and connect a dropout layer after the

activation function to prevent the model from overfitting [21].

The implemented CNN is composed of multiple convolutional

blocks and fully connected layers [22]. As microwave structure

behavior prediction is a regression problem, the mean squared

error (MSE) is selected as the loss function, and the coefficient

of determination (commonly known as 𝑅2) is employed as

a quantitatively evaluate the fitting precision between the

predicted vector ŷ ∈ {�̂�1, · · · , �̂�𝑛} and the observed vector

y ∈ {𝑦1, · · · , 𝑦𝑛}. 𝑅2 is a statistical measure for regression

models that determines the proportion of variance defined by

𝑅2
= 1 −

∑
𝑖 ( �̂�𝑖 − 𝑦𝑖)

2

∑
𝑖 (𝑦𝑖 − 𝑦)

, (2)

𝑦 is the mean of the observed data, i.e.,

𝑦 =
1

𝑛

𝑛∑︁

𝑖−1

𝑦𝑖 . (3)

The range of 𝑅2 is normalized between 0 and 1. The higher

the value, the better the linear regression fits the data.

Unlike the conventional DNN network architecture, the

parameters of the saved sub-task network must be loaded

to each sub-task to implement this model. The whole task

output is derived from combining the outputs of all the sub-

task networks. The implementation of the model may lead

to increased latency. However, in the context of microwave

structure behavior prediction and its associated designs, the

latency is tolerable as long as it is below a certain threshold.

To thoroughly evaluate the performance of the proposed

method, we design and conduct comparisons in three di-

mensions: the amount of training data, training time, and
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Fig. 2. Templates of the branchline coupler and coupled-line coupler.
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Fig. 3. Training loss comparison between the benchmark and proposed model.

neural network size. The computing platform for the following

experiments is an Intel i9-9900X CPU @3.50 GHz, and an

Nvidia RTX2080 GPU with 12 GB memory. The DNN models

are implemented on the PyTorch framework. The Keysight

ADS EM simulation labels the dataset, and we use an 80/20

training/test split on the dataset.

A. Transmission Line Structure Simulation Using MLP

1) Branchline Coupler: The first case is to predict the

branchline couplers’ behavior. A typical branchline coupler

is the quadrature coupler that provides an equal splitting ratio

of 3 dB at the center frequency. Without loss of generality, the

unequal ratio can be developed by varying the impedance of

the arms of a branchline.

The template of the branchline coupler is shown in Fig. 2,

where the width 𝑊𝑖 and length 𝐿 𝑗 of each variable component

are annotated. The structure is connected with fixed 50Ω con-

nectors for each port. The widths and lengths of transmission

lines signify the coupler features. 30,000 randomly generated

structures are labeled. As shown in Fig 1, we develop a MLP

model with five fully connected layers in this case.

The advantage of the proposed model can be explicitly

demonstrated in Fig. 3, which compares the training loss of

the benchmark model and the proposed model. The benchmark

model converges after 600 training epochs with a training MSE

of 1.01% for six different frequency points. In the proposed

model, the first DNN converges after only 240 epochs of

training with an even lower MSE of 0.63% for the first

frequency point. The second and the rest models leverage the

knowledge of the adjacent DNN and coverage within much

fewer training epochs of around 60. As a result, the average

training MSE for the benchmark model is 1.01%, while the

proposed model reaches a much superior result of 0.77%.

The validation results of 𝑅2 using the testing data are

presented and compared in Fig. 4. Firstly, the amounts of

training data are compared on the left bar chart, while the

training time and the neural network size are identical. The
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Fig. 4. Performance comparison of the branchline and coupled-line couplers.

results show that the 𝑅2 of the proposed model is significantly

lower than that of the benchmark when the training data

amount is larger than 60% (14,400). However, if the training

data is less than 40% (9,600), the performance of two models

gets close. The main reason is that the transferred knowledge

from insufficient training data cannot benefit the target tasks.

We then compare the 𝑅2 rate by sweeping the total training

time with a neural network consisting of 4.04×10
5 neurons. As

shown in the middle of Fig. 4, the 𝑅2 of the proposed model is

14% higher than that of the benchmark model in terms of the

rate when the training time is 150 s. However, the performance

of the two models gets close when the training time reduces

to 75 s. These results signify that sufficient training time is

required to exploit the proposed model.

The performance of different network sizes are also com-

pared. These neural networks are trained for 150 s and share

the same MLP structure as shown in Fig. 1, but each layer is

deployed with different numbers of neurons. As illustrated in

the bar chart on the right side of Fig. 4, the proposed model

predicts more accurately than the benchmark model, regardless

of the number of neurons deployed in the network.

2) Coupled-Line Coupler: In the case of coupled-line cou-

plers, we gathered a dataset comprising 20,000 structures.

The design template is depicted on the right side of Fig. 2.

The results in Fig. 4 demonstrate the exceptional performance

of the proposed model in various aspects. Compared to the

benchmark model, the proposed model consistently exhibits a

lower 𝑅2 value, regardless of the amount of training data and

the number of neurons in MLP. However, the performance of

the two models gets close when the training time is 200 s,

which indicates that the proposed model requires a minimum

training time to surpass the benchmark model.

B. Grid-Like Structure Simulation Using CNN

Instead of considering the microwave structure as the width

and length of several predefined elements, an all-inclusive way

of modeling a geometric structure is to use a finite number

of grid-like patterns to tessellate the entire design area. This

finite element method is widely implemented by the numerical

EM structure simulation software. The higher the number
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Fig. 5. The design template of the grid-like structures includes the three-port
combiner (left) and two-port matching network (right).
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Fig. 6. Performance comparison for three-port and two-port structures.

we choose, the more preciously the model can represent an

actual structure. Accordingly, more labeled data is required

to train the neural network. As shown in fig. 1, the design

space is partitioned into identical squares, through which we

develop a CNN network including six convolutional layers

and three fully connected layers to grasp the electromagnetic

propagation properties.

1) Three-Port Structures: In this case, the model predicts

the performance of three-port structures, whose design tem-

plate is illustrated on the left side of Fig. 5. The design space

is comprised of 35 identical 6 mm×6 mm cells, which can be

described by 5 × 7 binary matrices. In total, 40,000 randomly

generated structures are labeled.

The performance is compared on three bar charts at the

top of Fig. 6. By sweeping the proportion of training data,

it shows that the 𝑅2 of the proposed model is significantly

lower than that of the benchmark model. The different neural

network sizes are also compared within 90 s of training time.

The results show that the proposed model predicts more ac-

curately than the benchmark model, regardless of the number

of neurons deployed in the network. By sweeping the total

training time with a neural network of 3.42×10
5 neurons, the

𝑅2 of the proposed model is higher than that of the benchmark

model when the training time is longer than 60 s. However,

their performance gets closer when the training time reduces

to 30 s. The results signify that sufficient training data and

time are both required to exploit the proposed model.

2) Two-Port Structures: Similar comparisons are carried

out for two-port structures, where we collect 20,000 structures.

The design template is shown on the right side of Fig. 5, where
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Fig. 7. Microwave structure prototypes and comparison among EM simula-
tion, measurement, and DNN prediction.

each squaring cell is 7 mm×7 mm. The result in Fig. 6 clearly

shows the superiority of the proposed model. The 𝑅2 of the

proposed model is lower than that of the benchmark model

even if 40% of training data or time is removed. The proposed

model performs better than the benchmark using networks

with different numbers of neurons. However, if the training

time is dropped to 110 s, the benchmark outperforms.

C. Fabrication Validation

To evaluate the prediction results, four microwave structure

prototypes were fabricated on an Isola substrate of 0.762 mm

thickness with a dielectric constant of 2.8. Fig. 7 visualizes

the prototypes and presents the EM and measurement results

from a vector network analyzer. All structures achieve a

relatively small difference between the DNN prediction and

EM simulation. The differences between DNN prediction and

measurement results are slightly higher due to the variation

between the EM and measurement results.

IV. CONCLUSION

In summary, this paper proposed a transfer-learning-based

method to enhance the microwave structure prediction ability

by splitting a complex simulation task into multiple simple

sub-tasks and solving them by leveraging transfer learning.

The experimental results showed that the proposed method

could help with the reduction in the required time and comput-

ing resources for training neural networks. The experimental

results corroborated that there exist a minimum amount of

training data and required training time for fully exploiting

the proposed method based on transfer learning. The proposed

method has the potential to be used in other circuits and

systems-related research topics, especially cases that require

predicting analog and continuous waveforms.
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