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Towards Lifelong Social Robot Navigation in

Dynamic Environments⋆

Qi Zhang1, Ioannis Stefanakos1, Javier Cámara2, and Radu Calinescu1

1 Department of Computer Science, University of York, York, UK
2 ITIS Software, Universidad de Málaga, Málaga, Spain

Abstract. We describe a work-in-progress approach to solving the prob-
lem of robot navigation in dynamically changing, social environments.
Our approach employs reinforcement learning informed by a continually
updated model that predicts the evolution of the environment, and han-
dles two common scenarios: (1) a person moving within the environment,
and (2) static obstacles with positions that change over time. We assess
the effectiveness of the approach in a simulated assistive-care applica-
tion in which a mobile robot supports a person with mild cognitive or
physical impairments with simple everyday tasks.

Keywords: Reinforcement Learning · Navigation · Self-Adaptive Sys-
tems · Assistive-Care Robots.

1 Introduction

Autonomous robots have been increasingly deployed alongside humans, operat-
ing in complex environments and in various domains such as assistive-care [5],
manufacturing [14], and nuclear fusion [3], among others. Assistive-care robots [4]
are emerging as a vital tool for providing care and support to the elderly in their
homes [6]. These robots are designed to perform tasks that include retrieving
objects, aiding in mobility, monitoring health metrics, and offering medication
reminders [15].

Machine learning (ML) algorithms have enabled a personalized assistance
offered by these robots through their adaptation to the different challenges and
preferences of users [10], fostering a higher level of independence for older adults.
However, an important challenge still largely unaddressed is ensuring lifelong
performance of ML (i.e., the ability to adapt to changes during long-term as-
sistance) in assistive robotics for elderly care [9]. Navigating in complex and
constantly changing environments presents potential hazards to human-robot in-
teractions. For instance, an unexpected collision between the robot and a human
could lead to the person falling. Thus, ensuring that assistive-care robots main-
tain a high-level of effectiveness and adaptability during long-term assistance is
of utmost importance. This includes the ability to avoid collisions with humans
moving within the environment and obstacles whose positions may change from

⋆ Supported by Assuring Autonomy International Programme.



2 Qi Zhang et al.

Fig. 1. View of a large open plan kitchen area in Gazebo3 simulation environment.

time to time (e.g., furniture). Moreover, by achieving lifelong performance, the
robots can provide consistent service to people with mild cognitive and/or motor
impairments whose condition may evolve over time, resulting, for instance, in
changes in movement patterns (erratic trajectories, speed variation, etc.).

In this work-in-progress study, we aim to enhance the navigation capabili-
ties of a robot within a dynamic environment where human paths and object
locations change over time. Solving this problem presents challenges, such as
anticipating human trajectories, and proactively adapting to changing environ-
mental conditions before undesirable situations are given (e.g., those that entail
a high risk of collision with people and objects). To overcome these challenges,
we propose an approach that employs reinforcement learning to endow a robot
with the ability to reach a target location within the environment while avoiding
collisions both with static and dynamic obstacles.

2 Navigation in Dynamic Environments

Figure 1 depicts the environment that we employed to evaluate our approach,
which corresponds to a large open plan kitchen area with various static obsta-
cles, such as chairs and tables. In a healthcare assistance scenario, the trajec-
tories of human movement can often be unpredictable (e.g., erratic trajectories

3 https://gazebosim.org/home
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Fig. 2. MAPE-K Loop via Reinforcement Learning.

derived from cognitive and motor impairments) and static obstacles may fre-
quently change location due to situations such as a patient forgetting to return
items to their original locations. The co-existence of these two factors can pose
challenges for existing navigation algorithms to handle effectively. A human par-
ticipant serves as a moving obstacle, with changing motion patterns (walking
speed, direction) to which the robot has to adapt at runtime in order to reach
the goal position while avoiding collisions. To simulate cluttered environments
commonly found in elderly care settings, the position of static obstacles, such as
chairs, changes over time, mimicking real-world scenarios where a person may
leave clothing on the ground or rearrange the furniture from time to time.

3 Overview of the Approach

Our approach employs MAPE-K [7], which is regarded as one of the most success-
ful paradigms to build autonomic and self-adaptive systems. MAPE-K consists
of four stages arranged in a feedback loop (Monitor, Analyse, Plan, Execute) and
a Knowledge base. As illustrated in Figure 2, the MAPE-K loop in our approach
is supported by a reinforcement learning framework, which is incorporated in
the software running in the robot. The Monitor stage focuses on gathering world
data, which includes the robot’s distance to obstacles and the coordinates of
the human in the environment, and incorporates it into the World model. Si-
multaneously, the world observations are incorporated into the History model,
which is tasked with preserving past observations to be consumed by the Predic-

tor component. The Predictor component is integrated into the loop to predict
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the human state within a short time horizon, including its trajectory. World
data about current state obtained from the World model, along with predictions
from the Predictor component, serve as inputs to the Decision Making reinforce-
ment learning (RL) component. These inputs include the distance to obstacles,
target location information, values from the action space, and predicted human
coordinates. Subsequently, the set of actions generated as output by the RL com-
ponent are set for execution. In our instantiation of MAPE-K, the Analyse and
Plan stages are unified into a single stage supported by the tandem operation of
the Decision Making and Predictor components.

4 Related Work

Significant research has been conducted on robot navigation and path predic-
tion in various environments. The study in [8] examines a robot’s ability to
navigate among humans in a manner that adheres to social norms and ensures
safety. However, it does not account for changes in the position of static ob-
stacles over time, and the performance diminishes with increasing map size.
A path planning approach, introduced in [11], identifies paths in either static
or dynamic cluttered environments, but is primarily applied within a grid-based
model framework without real-world scenarios. The use of occupancy values from
presampled trajectories as part of the observation space is highlighted in [1] as
an effective way to reduce training time for human path prediction. The au-
thors plan to adjust their reward function for more complex obstacle scenarios.
A hybrid online planning approach for navigation in hospital-like settings is pre-
sented in [13], with plans to further develop this approach by incorporating a
learning-based strategy. While previous research on navigation in dynamic en-
vironments is often focused on adapting to dynamic obstacles such as humans,
it frequently overlooks changes in static obstacle locations and the prediction of
human paths, which are crucial for maintaining safety in scenarios with potential
erratic human behaviour due to mild cognitive and motor impairments.

5 Conclusion

In this paper, we present a method for lifelong navigation based on a dynamic
and cluttered environment. Within the framework of a self-adaptive system, the
navigation task is formulated as a reinforcement learning process. In such a
way, the robot acquires the ability to navigate towards a designated goal while
avoiding both moving humans and obstacles that change position over long time.

In future work, we aim at enhancing the method’s ability to predict hu-
man movement paths at runtime, provide safety guarantees (e.g., minimising
probability of collisions against obstacles) by complementing RL with quanti-
tative verification techniques [2,12], and explicitly considering trade-offs among
multiple qualities (e.g., level of disruption to the human vs. usefulness in task as-
sistance). We also plan to broaden the range of scenarios to assess the generality
of our approach and evaluate how it performs under a diverse set of situations.
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