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Reinforcement Learning-based Adaptive
Probabilistic Movement Primitives in Hybrid

Scenarios
(Extended Abstract)

Shibao Yang, Pengcheng Liu, and Nick Pears

University of York, York, UK

1 Introduction

Research in the field of robotic manipulation has traditionally focused on either
static or dynamic environments, largely overlooking the intricacies associated
with hybrid scenarios where both immovable and movable objects coexist. These
hybrid environments present unique challenges, such as distinguishing between
static and movable objects, and dealing with the unpredictable shifts in these
settings, as well as the activities of other agents [2]. Furthermore, enabling a
robotic arm to adapt to the myriad situations that may emerge within these hy-
brid scenarios presents considerable difficulties. Such scenarios could encompass
a range of combinations, including interactions with both static and moveable
objects, and a blend of both within a single scene.

We propose an adaptive probabilistic motion primitive (ProMP) [4] based
approach to solve the hybrid scene problem, where we combine non-prehensile
actions [3] and vision techniques [5] to enhance the learning of the properties
of the hybrid scene, enabling the robot arm to accurately identify object states
and generate appropriate trajectories for the manipulation task. The main com-
ponents of our approach are an exploration module and an adaptive ProMPs
framework for trajectory generation.

Fig. 1: RL-based Adaptive ProMPs.

The primary objectives of the research are to:
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– Develop an exploration module to efficiently explore and understand hy-
brid scenarios. This should accurately perceive the environment and build
a representation that captures the location, properties, and types of objects
(static and movable).

– Extend the existing ProMPs framework to autonomously adapt to the prob-
lems of motion planning in hybrid scenarios, such as moveable obstacles
interfering with predicted motion trajectories.

– Evaluate the performance of the proposed pipeline through simulations and
real-world experiments, focusing on accuracy, robustness, and adaptability.

1.1 Method

The Fig. 1 shows the structure of the RL-based adaptive ProMPs.

– Vision Technique: A fully convolutional network (FCN) [7] can be used to
facilitate a more nuanced segmentation process. This implementation per-
mits the robotic system to achieve a more comprehensive understanding of
the spatial relationships between different objects. When integrated with
the Robot Operating System (ROS) within the Gazebo simulator, the re-
sulting system is able to perform an accurate object segmentation within
the environment.

– Non-prehensile Actions: In the exploration module, we utilize reinforce-
ment learning (RL) algorithms, specifically Proximal Policy Optimization
(PPO) [6], to facilitate the discovery of feasible trajectories within hybrid-
scenario environments by the Franka robot arm. The PPO algorithm has
been chosen due to its recognized sample efficiency, stability, and reliability
- attributes that render it suitable for the complexities of hybrid environ-
ments. Furthermore, PPO’s robustness to hyperparameter choices, ease of
implementation, compatibility with prevalent RL libraries, as well as its scal-
ability for large neural networks and parallelized training, make it well-suited
for tasks involving high-dimensional state and action spaces that characterize
hybrid scenarios.

– Adaptive ProMPs for Trajectory Generation: We extend the exist-
ing Probabilistic Movement Primitives (ProMPs) framework [1] to handle
hybrid scenarios. To do this, we incorporate the property of the scenario
into the ProMPs model. We propose adding virtual via-points around obsta-
cles, calculated as the closest points on the obstacle’s surface moved away
in the direction of the normal vector. Conditioning the ProMP distribution
on these via-points allows the generated trajectory to circumvent different
types of obstacles, thereby optimizing the trajectory.

In this investigation, we devise a hybrid-scenario experimental framework,
encompassing four types of items: static boxes, spheres, cylinders, and movable
boxes. These were arranged into three distinct experimental settings. The initial
setting solely consisted of static items such as boxes, spheres, and cylinders.
The subsequent setting incorporated two movable boxes, while the final setting
integrated a diverse assortment of all item types.
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The experimental process is initiated with the robotic arm identifying and
negotiating obstacles within its operational pathway. Utilizing a combination of
reinforcement learning and sensory inputs, including vision, the arm interacted
with its environment, thereby enabling the detection and subsequent classifica-
tion of obstacles into stationary or movable categories.

The FCN can be used to process an image of the scene as input and deduce
the 3D location of each object at that particular pixel in the scene. For clarity
in differentiation, we can mark the obstacles in the scene, for example boxes are
in blue, cylinders in red and spheres in yellow.

The research also incorporated learning from demonstration (LfD). We pro-
vided demonstrations to train Probabilistic Movement Primitives (ProMPs).
Subsequently, these trained ProMPs were updated or ”conditioned” to reflect the
current state of the environment. This encompassed the positions and proper-
ties of any remaining stationary or movable objects, along with any task-specific
constraints or goals.

In hybrid scenarios, we designate via-points around static and movable obsta-
cles at known locations to condition the ProMPs for adaptation. This condition-
ing ensured the generation of a trajectory that was finely attuned to the current
environment, aiding in the prevention of collisions with any residual objects.

Notably, when a movable obstacle appeared in the predicted trajectory, the
robot arm executed a non-prehensile action, a push action, to displace the ob-
stacle. This displacement allowed the arm to acquire a new trajectory, thereby
maintaining the fluidity of the process.

Finally, an optimal trajectory is sampled from the conditioned ProMPs. This
trajectory signifies a smooth and efficient movement of the robot arm that ac-
complishes the intended task, taking into account the current environment and
any remaining stationary or movable objects.

1.2 Evaluation

We will evaluate the proposed pipeline through a series of simulation-based and
real-world experiments. The performance metrics will include:

– Accuracy: The ability of the pipeline to generate appropriate trajectories
based on the detected object states.

– Efficiency: The time required for the adaptive ProMPs to generate and
execute trajectories.

– Adaptability: The capability of the pipeline to handle changes in the en-
vironment and object states, demonstrating its robustness in dynamic situ-
ations.

Accuracy verification starts with the success rate of the motion planning,
the ability to successfully avoid dynamic objects and the ability to ensure safe
movement of the robot arm.

We record the time taken by the adaptive ProMPs to generate a trajectory
after conditioning on the current environment. We perform this measurement
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across multiple trials and compute the average trajectory generation time. This
will help assess the computational efficiency of the ProMPs. In addition to eval-
uating efficiency in terms of time, consider other performance metrics such as
trajectory smoothness, task success rate, and safety (e.g., collision avoidance).
This will provide a more comprehensive view of the adaptive ProMPs’ perfor-
mance in the hybrid-scenario environment.

We will evaluate the ability of ProMPs to adapt to external perturbations,
such as sudden changes in the environment or the presence of obstacles. De-
sign experiments where the learned ProMPs need to adapt in real-time to these
perturbations and measure their performance in terms of task success rate, re-
sponse time, and other relevant metrics. Compare the results with other methods
to demonstrate the robustness of ProMPs in adapting to perturbations.

2 Conclusion

This research aims to extend the ProMPs framework for robotic manipulation in
hybrid scenarios with static and movable objects. By developing a reinforcement
learning-based pipeline that includes exploration, object state detection, and
adaptive trajectory generation, we seek to improve the accuracy, efficiency, and
adaptability of robot arm motion planning and manipulation. This method has
the potential to significantly enhance the performance of robotic systems in real-
world applications, where environments are often dynamic and unpredictable.
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