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ARTICLE INFO ABSTRACT
Keywords: Thermal runaway (TR), a major safety concern for Li-ion batteries (LIBs), involves a complex network of

Density functional theory chemical reactions leading to the production of flaimmable and toxic gases. Computational modelling of LIB

EleCtTOIYFe TR continues to aid safer battery design. But to improve the capability of TR simulations, here we apply
?Aegradfagm micro-kinetic modelling to describe the kinetics of LIB TR at a mechanistic level. We focused on developing a
1re sale

micro-kinetic model for the thermal decomposition of dimethyl carbonate, an important electrolyte component.
Comparing two reaction networks for this process, (1) not involving radical pathways and (2) involving
radical pathways, we show that radical reaction pathways are important for the decomposition of DMC at low
temperatures in the region of TR onset. Further, this second network is important for the accurate prediction of
off-gas species. This work forms the basis of being able to predict hazardous species production. With further
work to develop a reaction network for the decomposition of the entire electrolyte and electrode-electrolyte
reactions, predictive capabilities can be extended to allow for detailed risk assessment of LIBs.
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1. Introduction

Lithium-ion batteries (LIBs) are at the forefront of electrochemical
energy storage devices utilised in electric vehicles and grid-scale ap-
plications. The performance, cost and safety of LIBs has continually
improved over their lengthy commercial history [1,2], but fires and
explosions are still apparent within battery failure due to thermal
runaway (TR) [3-5]. During TR a series of exothermic decomposition
reactions increases the battery’s temperature exponentially and leads
to the release of flammable gases [6-8].

Assessment of LIB safety and the TR process has been investi-
gated experimentally and computationally. TR decomposition reaction
modelling has been extensively used for safety analysis of LIBs and
packs through predictions of temperature rise and heat transfer, and
more recently the predictions of pressure build-up and flammability
behaviour [for example, 9-15]. These modelling approaches typically
consist of lumping several reactions into a single step which is governed
by an overall rate constant describing the thermal decomposition of
the cell’s materials. Although effective in describing the kinetics of
the process, this approach has several limitations as it does not (1)
consider the multiple and interdependent reaction pathways within,
and between, cell materials, nor (2) have the ability to predict the
concentration profiles of real decomposition products and reaction
intermediates.

The first point is important as the decomposition products from one
reaction can be influential in another, for example, most notably, the
generation of oxygen that can lead to the combustion of the electrolyte
[6,7]. Addressing the second point enables the capability to predict the
chemical and fire/explosion hazard from the gases produced, allowing
for quantitative risk assessments. Further, the predictive power of these
simplified models is usually limited within the ranges of experimental
conditions to which the rate constants were fit. To overcome these
simplifications, a realistic representation of the chemical reaction net-
work of LIB decomposition during TR is desired. Herein we apply
microkinetic modelling and chemical reaction network analysis to meet
this goal.

In microkinetic modelling an overall chemical reaction is defined by
a set of relevant elementary reaction steps that make up the edges and
pathways of the network, while the species represent the nodes of the
network. These elementary reaction steps are governed by elementary
rate equation laws which respect the microscopic reversibility (i.e. each
elementary step can proceed in both forward and reverse direction over
the same transition state) [16]. Kinetic parameters can be estimated
from quantum chemistry calculations, based on density functional the-
ory (DFT), and transition state theory [17]. A detailed description of
the reaction pathways including products and reaction intermediates
is realised due to the mechanistic nature of microkinetic modelling. In
addition, in the microkinetic modelling approach, the number of a priori
assumptions is significantly limited and the kinetic parameters have a
fundamental nature [16,18]. Analysis of large and interconnected reac-
tion networks undertaken through the use of the microkinetic model,
calculating the rates of each elementary step, eludes the identification
of the dominant reaction pathways and intermediary species. Further,
the application of Gaussian Processes (i.e. machine learning techniques)
can help identify the most dominant reaction parameters and be used
to develop efficient reduced-order models of the complex microkinetic
models [19].

The anode, cathode and electrolyte are the main active compo-
nents in normal battery operation, but also contribute to TR. The
electrolyte, which allows the transfer of Lithium-ions between the
cathode and anode [7,20], is commonly a non-aqueous solution of
lithium salts dissolved in a binary or tertiary mixture of carbonate
solvents [20-23]. These solvents are highly flammable and contribute
significantly (~50%) to the energy released during TR [24-26]. As such
they are the main focus of this work. Typical solvents include dimethyl
carbonate (DMC), ethyl methyl carbonate (EMC), diethyl carbonate
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(DEC), propylene carbonate (PC) and ethylene carbonate (EC), while
the most common salt used is lithium hexafluorophosphate. Decompo-
sition of the solvents within a LIB can occur via thermal decomposition,
reduction on the anode or oxidation on the cathode [24].

DMC (in gas and liquid phases) is reported to be one of the most
stable electrolyte solvents not decomposing until 350°C [27,28]. In
the liquid case by Lamb et al. [28] the lack of decomposition was
hypothesised to potentially have been due to the vaporisation of the
DMC consuming the energy that would otherwise been used for de-
composition.

However, contrary to this, similar experiments of DMC decomposed
on quartz have shown reactions occur at 257°C producing CO, and
CH;0CH;, with a calculated apparent activation barrier of 17 kcal mol ™!
[29]. Further, Wijnen [29] found that methanol was formed by hydrol-
ysis and that the increase in methanol also coincided with an increase
in carbon dioxide. Similarly, Thynne and Gray [30] report that the
decomposition of DMC in the gas phase over the temperature range
of 150°C to 240°C occurs with an activation barrier of 15kcalmol™!.
Thynne and co-authors further report that the methyl radical-sensitised
decomposition of DMC has an activation barrier of 7.4kcalmol™' to
8.9kcalmol~! [30,31]. Products of DMC decomposition by photolysis
include methanol (CH;OH), carbon monoxide, carbon dioxide, methane
(CH,), dimethyl ether (CH;OCHj;), methyl ethyl ether (CH;OCH,CHj;),
and traces of methyl formate (HC(O)OCHj).

Fernandes et al. [32] injected DMC into a heated stainless steel
vessel and monitored the production of gas species. Firstly, DSC showed
DMC decomposed at 247°C (with linear solvents such as DMC decom-
posing before cyclic solvents e.g EC). The steel vessel was heated over
a 2h period at 180°C, 240°C and 300°C. At 180°C the decomposi-
tion products were primarily CO,, CH;O0H, and CH;OCH; with small
quantities of CH;O0CEO)H and H,. At 240°C, CO and a small amount
of CH, were detected, with an increase in the production of H,. At
300°C greater amounts of CO and H, were produced (on the scale of
CH;0CH3;), with a reduction in CH;OH.

At substantially higher temperatures (>800°C), in pyrolysis exper-
iments DMC decomposition leads to CO, CO, and CH, being pre-
dominately produced, followed by DME, C,H, and C,Hy, with small
amounts of C,H, [33]. Further, CO is produced after CO,, and fuel-
related reactions lead to CO, but CO is produced by reactions with
small molecules. A large amount of CO, is produced because the radical
CH;0CO easily decomposes to CO, and CH;. Almost all of the CO,
is originated from DMC — CO, + CH;OCH, (and is more signifi-
cant at lower temperatures), CH;0CO CH,0CO — CH,4 + CO, and
CH,0C(=0)0O — CH,0 + CO,. Similar experiments show the same
species generation as Sun et al. [33] except with H, being produced on
a comparable scale of CO and with no DME detected [34].

The possible primary thermal decomposition reactions of DMC are
listed in (R1) to (R8) [29,31,35]. The bond fission reaction (R2), (R5)
and (R6) and ultimately lead to CH;, CO,, CH,0, and H at high temper-
atures [35]. The micro-kinetic models of the high temperature pyrolysis
experiments show that reaction (R1) is the most favourable followed
by reaction (R2) [33]. Similarly for shock-tube experiments, modelling
shows that reaction (R1) is the dominant decomposition channel, with
an activation barrier of 71kcalmol™' [35], while reactions (R2) to
(R4) are kinetically insignificant with activation energies 21 kcal mol~!
greater than reaction (R1). Also, the activation energy of reaction
(R1) was determined to be 69.8 kcal mol™! using CBS-Q methods with
geometries optimised at the B3LYP/6-31G(d,p) method and basis set
[36].

CH,0C(0)OCH, — CO, + CH,0CH, (R1)
— CH, + CH,0C(0)0 (R2)
—— CH,OCOH + CH,0 (R3)
—— H, + CH,0C(0)OCH (R4)

— H+ CH,0C(0)OCH, (R5)
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— CH,0 + COOCH, (R6)
— 2CH,0+CO (R7)
— CH, +CO, + CH,0 (R8)

DFT studies have been used within LIB chemistry analysis to elu-
cidate the decomposition behaviour of electrolytes. For example, to
investigate the oxidation pathways of EC [37], the reduction of cyclic
solvents [38], the generation of the solid electrolyte interphase [39],
and the effect of LiPF, salt on solvent stability [40]. Network analysis
studies have been carried out on the oxidative decomposition of EC
[37,41]. Five pathways for the one-electron oxidation of EC were
postulated by Xing et al. [37], showing that CO, is more easily formed
than CO due to the high activation energies of the pathways that lead
to CO formation. For the one-electron oxidation of EC, an automated
reaction network generation method identified 203 reactions and 42
species [41]. From this, a more energetically favourable pathway to
CO, production was identified, via a bimolecular EC reaction compared
to single EC oxidation. Also, kinetic models have been developed
[33,34,36,42,43] and compared against experimental data [34] to
elucidate the DMC decomposition at high temperatures.

To prevent TR from developing into a serious event it is important
to understand the initial decomposition of battery components at low
temperatures that are characteristic of the TR onset temperatures of
LIB’s. A reaction scheme has been proposed to explain the generated
reaction products from DMC electrolyte decomposition at low temper-
atures [32] however this has not been validated. Further, as stated
above, the literature on the decomposition of DMC is contradictory,
hence it is of interest to investigate the possible reaction network of
low-temperature decomposition.

In this work, we aim to develop a microkinetic model of DMC TR.
This represents the first step towards the development of a general
microkinetic model describing the TR of LIB, as a similar approach
can be extended to other components of the electrolyte. We investigate
the thermal decomposition process at a low temperature (180°C to
300°C) that is in the region of TR onset. We examine two reaction
networks proposed in the literature and apply DFT to determine the
kinetic parameters governing the process. The model is then refined
by optimising the kinetic parameters within ranges dictated by theory
and then validated against available experimental data. From this, a
discussion of the thermal decomposition of DMC is made.

2. Methodology

Within the Methodology, Section 2.1 first introduces the DFT cal-
culations used to determine the thermochemistry of the reaction com-
plexes. Section 2.2 describes the microkinetic modelling theory used to
govern the simulation of the reaction network. Section 2.3 presents the
reaction systems studied for the thermal decomposition of DMC. Sec-
tion 2.4 outlines the optimisation procedure used to determine optimal
reaction kinetic parameters. Finally, Section 2.5 describes the meth-
ods used to analyse the reaction network to understand the network
behaviour and determine the important reaction steps.

2.1. DFT calculations

Quantum mechanical calculations were carried out using Gaussian
16 computational chemistry software [44]. The geometries of the
reaction species, complexes and transition state (TS) structures were
optimised using density functional theory (DFT) with the method
and basis set combination of B3LYP/6-311++G(d,p). This method and
basis set was used following similar work in the literature
[see 35,37,45,46]. The activation energy of reaction (R1), calculated
here to be 65kcalmol™!, was benchmarked against Zhang et al. [47]
who determined it to be 68 kcalmol~!. Frequency analysis was carried
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out on all structures to verify that equilibrium structures had entirely
real frequencies and that each TS had a single imaginary frequency. To
validate each TS an intrinsic reaction coordinate (IRC) calculation was
carried out. The frequency analysis was also used to determine the zero
point energy (ZPE) corrections, enthalpy and Gibbs free energy of the
structures at 298.15K and 1atm. Both the frequency analysis’ and IRC
calculations were carried out at the level B3LYP/6-311++G(d,p). Note,
for reactions that involve radical recombinations wherein the stable
structure of the complex could not be found, the thermochemistry
is then determined as the sum of the separate radical energies. The
output text files containing the optimised geometries are supplied in
the Supplementary Data — Optimised Geometries.

2.2. Microkinetic modelling

The rate constant, k (s~! or Ls~! mol™! for unimolecular and bi-
molecular reactions respectively), of each elementary step is governed
by an Arrhenius equation of the form [18]

k = Ae~Ea/RT &)

where A is the pre-exponential factor (s~!) or (Ls~! mol™ 1), E, is the ac-
tivation energy (J mol™1), R is the universal gas constant (J K~! mol™),
T is the temperature (K). The activation energies and pre-exponential
factors were estimated using transition state theory [48], following Egs.
(2) and (3) respectively.

E,=AH* + nRT 2
A= <%> oAST/R l-ant (Co)A"t 3)

where, AH* (Jmol™") is the enthalpy of activation, n (1) is the molecu-
larity of the reaction, k is Boltzmann’s constant (J K1), h is Planck’s
constant (Js~!), AS* is the entropy of activation, An* (1) is the change
in the number of molecules in forming the transition state, and c° is
the standard state concentration (1 M). Furthermore, the enthalpy of
activation is the difference between the enthalpies of the transition
state (Hyg) and reactants (H,), i.e. AH* = Hy g — H,. Analogously, the
enthalpy of reaction is the difference between the enthalpy of products
(H,) and reactants, see Eq. (7). The enthalpy of each species is obtained
as:

H = electronic energy + ZPE + E,; + E,.,,s + E,;y + RT )

where ZPE is the zero-point energy; and E,,, E,.,,, and E,, are the
rotational, translational and vibrational energies respectively.

For thermodynamic consistency the activation energies in the for-
ward and backward directions were imposed to satisfy [49]:

E,; - E,;=AH,,, + AnRT (5)
and the pre-exponential factors should satisfy [50]:
In(A;/A,) = AS,.,/R (6)

where AH, , is the reaction enthalpy (see Eq. (7)), 4S,,, is the reaction
entropy, and the subscripts f and b refer to the forward and backward
reactions respectively [50].

AH,,, =H,- H, )
The reaction entropy is determined from the Gibbs free energy of the

reaction, 4G,,, (J mol™!) [50]:

AG,,, = AH,,, - TAS,,, (®)

rxn

where 4G,,, is calculated from the difference in Gibbs free energy of
the stationary point product and reactant complexes [50]:

4G,, =G, -G, 9

The micro-kinetic model is computed as a system of n ordinary
differential equations (ODEs) describing the change in concentration
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Table 1
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Reactions considered in the networks, with corresponding kinetics data determined from DFT calculations. Note: Units of A, depend on the molecularity of reaction. Radical

recombination reactions (R27, R33 and R35) are considered to be barrierless, i.e. AH; =0.

Reaction Ne Reaction All; @mol~1) Ap 71 or s mo™h AHyy, Gmol™1) ASpxy (mol~1 K1) Notes

1 CH,0C(=0)0CH,, — CO,, +CH,OCH, 2.71x103 337x1014 -3.30x10% 5221 RN1, [32]
2 CH,0C(=0)0CH, +H,0 — CH,OH + OH-C(=0)OCH, 2.20%103 2.52x1010 —1.66x10% -50.61 RN1, [32]
3 OH-C(=0)OCH, — €O, +CH,OH 1.59x10° 162x1014 —2.71x10% 67.67 RN1, [32]
4 CH,OC(=0)OCH, +H,, —— CH,OH + CH, 0C(=0)H 2.95%103 1.74x1010 ~1.93x10% -1.05 RN1, [32]
5 CH,OCH, — CH, +CH,0 3.09x10° 1.30x1015 ~7.78x103 114.25 RN1, [32]
6 CH,0 — H, +CO 3.35%103 138x1014 1.47x10% 38.93 RN1, [32]
7 CH,OCH, — CH, +CH,0 3.12x10° 1.00x1010 3.12x10° 176.01 RN1

8 CH, +CH,0 — CH, +CH,0 1.23x10° 291x103 -3.20x10% -61.76 RN1

9 CH,OC(=0)H — €O, +CH, 3.03x10° 2.05x1015 ~1.17x103 114.74 RN1, [32]
10 CH,0C(=0)H — CH,OH +CO 2.74x103 1.08x1015 5.38x10% 78.43 RN1, [32]
1 CH,0C(=0)H — CH,0+CH,0 4.76x105 7.14x1013 122x10% 69.68 RN1, [32]
12 CH,OH — CH,0+H, 3.68x10° 5.85x1013 8.69x10% 61.49 RN1, [32]
13 CH,OH — HCOH +H, 3.56x103 9.95x1013 3.05%109 32.87 RN1, [32]
14 CH,0C(=0)H —— CH, 0+ HCOH 430%105 236x1014 3.16x10° 3532 RN1, [32]
15 HCOH — CH,0 1.28x10° L17x1014 —2.20x103 —0.63 RN1, [32]
16 O, +H, — H,0+C0 475%105 9.46x1010 6.04x10% 16.83 RN1

17 CH,0C(=0)0CH, — CH,0C(=0)0 + CH, 3.40x10° 1.74x1014 3.24x10° 178.59 RN2, [33]
18 CH,0C(=0)OCH, + CH, — CH,0C(=0)OCH, + CH, 432x10% 6.52x107 —2.43x10% 3345 RN2, [33]
19 CH,0C(=0)0CH, +H — CH,0C(=0)0CH, +H, 1.60x104 7.23x10° —2.95x104 15.77 RN2, [33]
20 CH,0C(=0)0 — CH,0+C0, 4.65%10% 3.38x1014 —4.02x10% 79.30 RN2, [33]
21 CH,OC(=0)OCH, — CH, 0+ CH,0CO 1.26x10° 6.27x1014 7.59x10% 64.13 RN2, [33]
22 CH,0CO — CH, +€O, 1.13x105 2.15x1014 -9.07x10% 93.44 RN2, [33]
23 CH,0CO — CH,0+CO 8.29x10% 342x1014 6.68x10% 77.09 RN2, [33]
24 CH,OCH, +H — CH;OCH, +H, 2.90x103 4.20x1011 —4.49x10% 25.19 RN2, [33]
25 CH,OCH, +CH, —— CH,OCH,, +CH, 3.70x10% 2.15x1010 —3.84x10% 30.58 RN2, [33]
26 CH,0 — H+CH,0 1.13x10° 276x1014 1.08x10° 67.48 RN2, [33]
27 H+CH,0 — HCO +H, 0.00 1.03x1011 ~7.49x10% 2321 RN2, [33]
28 CH, 0+ CH, — HCO +CH, 1.73x104 441x1011 —6.88x10% 56.02 RN2, [33]
29 HCO —H+CO 9.03x10% 541x1014 8.92x10% 110.34 RN2, [33]
30 HCO + H — CO+H, 8.06x10% 1.43x108 ~3.45x10% ~75.58 RN2, [33]
31 HCO + CH, — CO+CH, 1.47x105 3.89x100 -3.38x10% -37.83 RN2, [33]
32 CH,OCH, — CH,0+CH, 9.04x10% 6.62x1014 3.15x104 81.76 RN2, [33]
33 CH, +OH — CH, +H,0 0.00 1.99x1011 -5.03x10% 0.87 RN2, [33]
34 CH, +CH,0 — CH, +CH,OH 3.97x10% 7.11x108 1.45%10% -33.73 RN2, [33]
35 CH, +CH, — CyH, 0.00 1.00x10% ~3.54x103 ~176.05 RN2, [33]

of the n species present in the system. Each ODE is expressed as the
algebraic sum of all relevant reaction rates (R;) corresponding to a
given reaction step, i.e. all rates that involve a given species. The
reaction rate of each step is defined as R; = k;I1;C;, where k; is defined
by Eg. (1) and C; is the concentration of the relevant species of step
i. The microkinetic model and the governing ODEs for the change in
species concentration are implemented in MATLAB [51].

2.3. Reaction systems

In this work, we consider two reaction networks (see Table 1).
The first consists of 16 reactions proposed by Fernandes et al. [32]
after experimental observations of DMC decomposition at relatively low
temperatures, referred to as reaction network 1 (i.e. RN1 in Table 1).
The second extends these 16 reactions to 35 using reactions from Sun
et al. [33] who validated a network model for DMC pyrolysis at much
higher temperatures. Hence, reaction network 2 (RN2) consists of those
identified as RN1 and RN2. From Table 1 it can be seen that RN2
involves radical reactions unlike RN1. In RN2 the radicals are driven
by the formation of CH; from DMC and H from CH;O.

The initial conditions of the system set the DMC to have a con-
centration of 11.87molL~! to replicate the experiment of Sun et al.
[33]. It is assumed that the concentration of water in the sample is
1.3 x 1073 mol L~!. This is to represent the maximum contamination in
commercially available DMC as Sun et al. [33] do not state a value
for the H,O content in their experiment. Initial concentrations of all
other species are set to OmolL~!. The theoretically estimated values
of the forward step enthalpy and frequency factor determined from
DFT analysis and transition state theory are presented in Table 1.
Table 1 also presents the reaction enthalpy and entropy which is fixed
throughout the optimisation. The reaction is considered to occur at a
constant temperature of 300°C.

2.4. Optimisation procedure

The optimisation of the reaction network parameters (enthalpy of
activation and pre-exponential factors) was carried out by minimising
objective functions for each species present experimentally, as well as
the value of DMC. The objective function of each species was given
by the root mean square error between the predicted value and the
experimental data points, considering all experimental data points. This
was implemented in MATLAB using a genetic algorithm to find the
Pareto front of the multiple objective functions. The experimental data
used in the objective function is for the reaction of DMC at 180°C,
240°C and 300°C from the work by Fernandes et al. [32]. The enthalpy
of activation, H®, of the forward steps were optimised within the
bounds of 25% either side of the initial value determined from DFT
analysis. Similarly, the frequency factors, A/, of the forward steps were
optimised within the bounds of two orders of magnitude (larger and
smaller) respective to the initial value determined from DFT analysis.
The performance of RN1 and RN2 were both separately assessed in this
way to determine if they appropriately represent the reaction system.

2.5. Reaction network analysis

The dominant reactions within the network are determined through
net rate analysis and degree of rate control (DRC) analysis.

2.5.1. Net rate analysis

Net rate analysis provides information on the preferred mechanisms
by which a reactant, i.e DMC, can form products [52]. Here it is used
to identify the dominant reactions under different reaction temperature
conditions, i.e. at temperatures of 280°C, 300°C and 320°C. After cal-
culating the net rates under these conditions, a reaction network graph
displaying the net rates is analysed, comparing parallel elementary
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Fig. 1. RN1 optimisation results (a) DMC decomposition with time at different reaction temperatures (b) DMC decomposition and product generation at 300°C, (c) composition

at + = 120min at 300°C, and (d) values of the objective functions.
Source: Experimental results from Ref. [32].

steps, to determine the dominant pathway. In this work, analysis of
the net rates is done at the point the DMC has decomposed by 10% for
each temperature condition.

2.5.2. Degree of rate control analysis

The DRC is used to determine the kinetic importance of a given
reaction step in the network [53]. This quantity is calculated by Eq.
(10) for generation of a single species with an overall reaction rate r.
The forward and backward rate constants (k) for step i is increased
by 10%, while the equilibrium constant for step i and all other kinetic
parameters for the other steps remain unchanged.

k.
x = (8N
ret r ok;

For a system with multiple products, the X, ; can be summed
over all products [54] according to Eq. (11). The rate of production
of species n is given by r, and the absolute value is used since a
kinetic parameter may have both positive and negative sensitivities for
different products.

SixXel=Y <k7> <%>‘

n

(10)

1D

From this, the reaction steps are ordered from the highest to the
lowest DRC. Then the influence of the lowest steps can be analysed by
removing them one at a time (starting with the lowest) and calculating
the effect on the model output. This effect is quantified by the mean
absolute percentage difference of all species mole fractions between
the full reaction network and the reduced reaction network. When the
effect is greater than a desirable amount, i.e. 1%, then network reduc-
tion stops. The removal of the reactions is done in an accumulative
manner, such that the final reduced network consists of the full network
minus the reactions removed up to the point before the 1% limit is first
reached.

3. Results and discussion
3.1. Optimisation of kinetic parameters

The results from the optimisation of RN1 are presented in Fig. 1. The
results shown relate to the “best” objective function, i.e that with the
lowest overall value from the sum of the individual species objective
functions. Fig. 1(a) shows a comparison between the experimental
results and simulation predictions for DMC decomposition at different
reaction temperatures. Fig. 1(b) presents a comparison of the predicted
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Table 2
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Optimised parameters for RN1 and RN2 from the “best” instance of the objective function, relating the figures plotted in Figs. 1 and 2.

Reaction AHf Umol™) A, (57 or (Ls™' mol™)
Original Opt. RN1 Opt. RN2 Original Opt. RN1 Opt. RN2
1 2.71x10° 2.16x10° 2.10x10° 3.37x10 3.55x10'3 1.01x10%5
2 2.20x10° 1.89%x10° 2.13x10° 2.52x10'0 1.35x10"! 1.36x10'!
3 1.59x10° 1.51x10° 1.58x10° 1.62x10™ 1.87x10' 1.16x10'
4 2.95%10° 2.94x10° 3.25x10° 1.74x10'0 1.74x10'0 3.53%10'0
5 3.09x10° 2.42x10° 3.37x10° 1.30x10% 6.08x10'° 6.85x10'
6 3.35x10° 2.80x10° 3.34x10° 1.38x10' 5.82x10"3 8.79x10'
7 3.12x10° 3.07x10° 3.55x10° 1.00x10'0 2.83x10° 2.96x10'0
8 1.23x10° 1.17%x10° 1.45%10° 2.91x10° 1.07x10° 2.09%10°
9 3.03x10° 3.16x10° 2.97x10° 2.05%10"3 8.96x10'* 9.52x10'
10 2.74x10° 2.51x10° 2.44x10° 1.08x10" 1.00x10%3 7.79%x10'
11 4.76x10° 4.60x10° 5.11x10° 7.14x1013 1.80x10' 1.87x10'
12 3.68x10° 3.82x10° 3.49x10° 5.85x10"3 5.85x1013 3.19x1013
13 3.56x10° 3.32x10° 3.67x10° 9.95x10"3 4.32%1013 9.75%x1013
14 4.30%x10° 3.81x10° 4.54%x10° 2.36x10' 1.09%10' 6.40x10'
15 1.28x10° 1.21x10° 1.41x10° 1.17x10 1.79%10' 2.62x10
16 4.75%x10° 4.63x10° 5.33x10° 9.46x10'° 2.63x10'° 9.19%10'0
17 3.40x10° n/a 3.03x10° 1.74x10 n/a 2.14x105
18 4.32x10* n/a 4.59%x10* 6.52x10° n/a 9.69x10%
19 1.60x10* n/a 1.54x10* 7.23x10° n/a 4.82x10°
20 4.65%x10* n/a 4.28%10* 3.38x10' n/a 1.69%10'
21 1.26x10° n/a 1.29%10° 6.27x10 n/a 1.40x10'
22 1.13x10° n/a 1.26x10° 2.15x10™ n/a 9.61x10"3
23 8.29x10* n/a 8.80x10* 3.42x10 n/a 3.00x10"3
24 2.90x103 n/a 2.64x10% 4.29%10'! n/a 1.19x10"!
25 3.70x10* n/a 3.45x10* 2.15%10'0 n/a 2.66x10'!
26 1.13x10° n/a 1.10x10° 2.76x10' n/a 7.57%x101
27 0.00 n/a 0.00 1.03x10'! n/a 1.06x10!!
28 1.73x10* n/a 1.67x10* 4.41x10" n/a 2.81x10"
29 9.03x10* n/a 9.79x10* 5.41x10 n/a 3.55x10'
30 8.06x10* n/a 7.73x10* 1.43x108 n/a 7.84x107
31 1.47x10° n/a 1.49x10° 3.89x10° n/a 4.97%107
32 9.04x10* n/a 9.11x10* 6.62x10 n/a 2.34x10'
33 0.00 n/a 0.00 1.99x10'! n/a 2.00x10'!
34 3.97x10* n/a 3.88x10* 7.11x108 n/a 6.66x108
35 0.00 n/a 0.00 1.00x10* n/a 1.79%x10*

mole ratios to the experimental values over time for a reaction tem-
perature of 300°C. For ease of interpretation, the mole ratios at the
end time (120 min, 300°C) are presented in Fig. 1(c). Fig. 1(d) shows
the objective function values for all outputs of the optimisation solver,
where the best overall objective function is highlighted in red.

Fig. 1(a) shows that the model fails predict DMC decomposition
at reaction temperatures of 180°C and 240°C, while at 300°C the
rate of decomposition is slower than the experimental. Further, the
decomposition of DMC only leads to CH;OCH; and CO,, see Figs. 1(b)
and 1(c). The simulated quantity of CH;0CH; and CO, is not greatly
over predicted, with experimental mole ratio values of CH;OCH; and
CO, being 0.09 and 0.012 respectively compared to predictions of 0.15
for both species. However, it is clear that if the decomposition of DMC
was greater there would be a greater production of CH;OCH; and CO,,
and hence a greater error compared to the experimental. Predictions
of the remaining off-gas species, CH;, CH;OH, H, and CO, are non
existent.

Fig. 1(c) has shown that CH,, CH;OH, H, and CO are not present
in the “best” solution. However, looking at Fig. 1(d) we can see that
there is no significant change in the objective function values for
these species at any point along the Pareto front. As such, it implies
that (within the optimisation bounds) RN1 is not able to produce the
experimentally detected species.

The values of the optimised parameters relating to the model pre-
dictions in Fig. 1 are presented in Table 2. The greatest change in
reaction parameters corresponds to reactions 1, 2, 5 and 6. Reaction 1,
the unimolecular decomposition of DMC, has a 20% reduction in acti-
vation energy and one order of magnitude increase in frequency factor.

Reaction 2, the decomposition of DMC with water, has a 14% reduction
in activation energy and one order of magnitude increase in frequency
factor. However, there is a negligible change in the concentration
of water compared to the initial conditions. This implies that this
reaction does not proceed significantly. Reaction 5, the unimolecular
decomposition of CH;0CHj;, has a 22% reduction in activation energy
and one order of magnitude increase in frequency factor. However, this
still does not lead to the presence of CH,. Reaction 6, the unimolecular
decomposition of CH,0, has a 16% reduction in activation energy.
However. the enthalpy of activation is still high, 2.80 x 10°Jmol™!
compared to 2.16 x 10% Jmol™' for Reaction 1. As such this reaction is
kinetically unfavourable, hence H, and CO are not produced. From this
analysis, the optimal solution of RN1 at this temperature adheres to the
reaction scheme of Reaction 1.

As RN1 does not produce accurate predictions and fails to produce
many of the species present in the experimental data, RN2 was opti-
mised. The results for optimised RN2 are presented in Fig. 2. As with
RN1 the results relate to the “best” total objective function value, see
Table 2 for the optimised parameters for this solution.

Fig. 2(a) shows that RN2 with optimised parameters fails to predict
DMC decomposition at reaction temperatures of 180°C and 240°C,
similar to RN1. However, at 300°C RN2 accurately predicts the decom-
position of DMC with a mole ratio of 0.6 verses an experimental value
of 0.58 at the final time point, unlike RN1 with a predicted mole ratio
of 0.7 at the same time. Along with the accurate predictions of DMC de-
composition, Fig. 2(b) shows that the optimised RN2 network produces
accurate predictions of species generation over the time investigated
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objective function in reaction network 2..

Source: Experimental results from Ref. [32].

at a reaction temperature of 300°C. From Fig. 2(c) we see that RN2
predicts the generation of all species except CH;OH, unlike RN1 which
only predict CH;0CH; and CO,. Further, we see that the difference
between the experimental and predicted mole ratios of CO,, H, and
CO are less than 0.02 in all cases. While there is an under prediction of
CH;0CH; (mole ratio of 0.03 predicted vs. experimental of 0.09) and
an over prediction of CH, presumably due to the (indirect) conversion
of CH;OCH; to CH,, H, and CO.

Although the generation of CH;OH is not predicted in the “best”
optimisation solution of RN2, the network does lead to the production
of CH;0H in many cases at various scales (as does CH;OCOH). This can
be seen from the values of the objective functions from the optimisation
procedure in Fig. 2(d). Looking at the solution where the objective
function for the CH;OH species is minimal, see Fig. 3, it can be seen that
the decomposition of DMC is complete. Further, there are significant
differences in the mole ratios of the products species. From this, it is
clear that there are competing schemes within the network (RN2) for
the minimisation of the error of all species.

To compare the overall performance of the optimised networks of
RN1 and RN2 the objective function values (calculated over the three
experimental temperatures) of the “best” solutions are compared in
Table 3. From this, it can be seen that for RN2 the decomposition
of DMC and the generation of the products is predicted better, with
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Fig. 4. Net rate analysis of RN2 at the point that DMC has decomposed to a mole fraction of 0.9. The rates of reaction in molL~!' s~! are given for reaction temperatures of 280°C,
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Table 3
Comparison of objective function values calculated over the three experimental temperatures for the “best” cases.
DMC CH;OCH; CO, CH;0H H, CH;O0COH CH, Cco Sum
RN1 0.0264 0.0213 0.0143 0.0309 0.0003 0.0072 0.0365 0.0639 0.2008
RN2 0.0258 0.0178 0.0140 0.0149 0.0003 0.0273 0.0182 0.0483 0.1666

lower objective functions throughout, than RN1. Note that the value
of the fitness function of CH;OCOH is greater in RN2. However, as
the objective function aim is effectively zero for this species and the
predicted values are effectively zero, the changes are insignificant.
Overall error in RN2 is reduced by 17% compared to RN1.

As is shown above, the additional reactions in RN2 are necessary
for the prediction of DMC decomposition and its off-gas species at
300°C. As such RN2 is further analysed to determine the importance
of individual reactions, and in turn, those that may have no influence
on the solution. This is discussed in the following section, Section 3.2.

3.2. Reaction network analysis

3.2.1. Net rate analysis

The results of the net rate analysis are presented in Fig. 4 for
three reaction temperatures at the point DMC has decomposed by
10%. To reduce the complexity, Fig. 4 only shows the most important
reactions with net rates of an order of 1 x 10-'2molL~'s~! or greater
(referenced against the initial net rate analysis at 300°C). Also, for
clarity not all interlinks between species are shown. Hence, species CH;,
CH;0, CH;0COH and CH, are not shown to be accurately generated/
consumed in the figure. However, by looking at the arrows or the
reaction list one can see that these species are produced/ consumed
elsewhere in the network. For example, we can see CH; is consumed
by R18 through the arrows depiction of + CH;.

Fig. 4 indicates the greatest rate of CO, production is via R1 on an
order of 1x 10~*molL~! s~!, then also via the sequence R18, R21 and
R22 on the order of 1x10~7 mol L~! s~!. R3 and R20 show a limited rate
towards CO, production, while R9, R16 and R20 have rates lower than
1 x 1072 mol L~! s~!. The only reaction towards CH;OCH; production
is R1. The net rates towards CH;OH production show reaction R4,

R12 and R13 to be negligible, while R2, R3 and R10 are on the order
of 1 x 107 molL~!s7! to 1 x 1072 molL~!s~!. In which R10 is in
favour of the reverse direction. The rate towards CH;OH production
is dominated by R34 on the order of 1 x 10®molL~'s~!. For the
production of H, only reaction R19, R24 and R27 are present in the
net rate analysis of Fig. 4. In which R19 consumes H, at a rate on the
order of 1x107®mol L~! s~!, while reactions R24 and R30 produce CO,
on the order of 1x10~*mol L~! s~ and 1x10~® mol L~! s~!, respectively.
CH, is produced via R18, R25 and R28 with a rate on the order of 1 x
107" mol L™ s7!, 1x10™> mol L~ s~! and 1x10~* mol L~! s~! respectively.
While it is consumed by R34 at a net rate of 1x107% mol L~! s~!. Finally,
CO is produced at a rate on the order of 1 x 10~*molL~'s~! via R29,
but is consumed at a rate on the order of 1 x 10 mol L~ s=! by R23.

From this, and referring back to Fig. 2(c), it is clear that the
generation of CH;0CH; and CO, is dominated by R1. However, radical
reactions are also important in the generation of CO,. Also, it is only via
pathways involving radical reactions that CH;OCH; decomposes and
leads to CO, CH, and H,, and for CH;OH generation.

As is expected, there is a decrease/increase of the reactions rates
for the lower (280°C) and higher (320°C) temperatures, respectively.
However, there is no significant change in network dynamics between
the three cases; hence, the conclusions made above hold for these
temperatures as well.

3.2.2. Degree of rate control analysis

The DRC of each reaction was calculated according the methods
in Section 2.5.2. While the DRC was calculated at all time points,
analysis is carried out at the first instance of the simulation (specifically
5 x 107*5s). The results of the DRC analysis are presented in Table 4.
From this we can see that R17, the removal of a CH; radical from
DMC, is the most rate controlling with a DRC value of 18.37. This
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Source: Experimental results from Ref. [32].

is followed by R21, R1 and R18, with DRC values on the scale of 6,
and are the reactions of CH;OCOOCH, decomposing to CH;OCO, the
direct decomposition of DMC to dimethyl ether and CO,, and finally
the reaction of DMC with a methyl radical, respectively.

Comparing the reactions of greatest DRC (R17, R21, R1, R18) to the
net rate analysis in Fig. 4, we see that R1 has the greatest net rate on the
scale of 1x10~*molL~!s~! (at 300°C) compared to 1 x10~'2 mol L' s~!
and 1x10~" mol L' s~! for R17 and R18 respectively. While the greatest
rate of decomposition is via R1, DRC shows that R17 and R18 are
critical for the overall decomposition of DMC.

The results of Table 4 are also used to identify which reactions are
least controlling and in-turn negligible on prediction output, such that
they can be omitted from the reaction network (RN2). By consecutively
and accumulatively removing reactions from the network, from least
rate controlling upwards, a reduced network of RN2 is determined. In
this way it is shown that reactions 3, 8, 9, 10, 11, 12, 13, 14, 16, 22, 30
and 31 can be removed with negligible effect on the output, i.e. there is
only a difference of 0.48% between the full and reduced network, see
Fig. 5. Further removal of reactions 34, 7, 5 and 6 leads to a difference
between the full and reduced network of 6.61%, 6.36% 7.03%, and
6.32% respectively. Comparing the reactions that have been removed
to the net rate analysis in Fig. 4, we can see that only reaction R3 and
R22 are present in the figure. As such there is a clear corroboration of
the analysis methods to identify redundant reactions.

Further to this, the DRC and the assessment of the reduced network
at the same temperatures as in the net rate analysis, i.e 280°C and
320°C, is also investigated. At all three temperature, DRC identifies
reactions 8, 9, 10, 11, 12, 14, 16, 30 and 31 to have negligible rate
control. Compared to 300°C, which also identifies reactions 3, 13 and
22 to be negligible, at 280°C its reactions 6, 7 and 34, and at 320°C
it is reactions 5, 5 and 22 that are also negligible. At 280°C and
320°C, using the reduced network determined via DRC analysis at
300°C, the difference between the full and reduced networks is 0% and
1.22%, respectively. Indicating the reduced model is appropriate for
temperatures away from that used for the main DRC analysis. Further,
to determine the upper reaction temperature that the reduced model
can be used a comparison is made at 600°C. Here, the difference
between the full and reduced model is 4.36%, as such there is a limit
to the accuracy of the reduced model above 600°C. A table of the
DRC analysis and figures for the comparison at these temperatures is
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Table 4

The DRC for each reaction (R Ne) summed over all products, )’ | X,.,|, at the start of the
simulation (+ = 5x 107*s) for a reaction temperature of 300°C. Reactions are ordered
from most the least rate determining.

R Ne DRC R Ne DRC R Ne DRC
17 18.37 29 1.46 22 0.17
21 6.66 33 1.18 3 0.00
1 6.38 35 1.00 10 0.00
18 6.05 4 1.00 8 0.00
2 3.40 15 0.59 9 0.00
26 3.19 20 0.58 11 0.00
19 2.15 27 0.56 12 0.00
25 2.08 6 0.56 14 0.00
23 1.84 7 0.56 16 0.00
32 1.73 5 0.56 30 0.00
28 1.55 34 0.56 31 0.00
24 1.48 13 0.41

supplied in Supplementary Material A, Table Al and figures Figure Al
to Figure A3.

Comparing reactions with a large change in kinetic parameter val-
ues due to optimisation (see Table 2) to the degree of rate control
analysis it can be seen that the large change in parameters for reactions
8, 10, 16, 22, 30 and 31 correspond to reactions with a limited degree
of control. Hence, the changes in these reaction parameters during
optimisation probably carried little weight to the optimised solution.

The limit of DMC decomposition onset is determined by simulating
a linear increase in temperate, see Fig. 6(a). From this it can be see that
decomposition begins in the range of 250°C to 300°C. While the model
does not fully address the behaviour seen in the experimental tests by
[32] used in this work, it identifies that decomposition can occur at
relatively low temperatures and that the lack of decomposition in the
experimental by [28] needs to be further understood.

Also from Fig. 6(a) we plot a parity plot of the DMC decomposition
between the full and reduced reaction networks in Fig. 6(b). From the
we can see the straight line fit of the plot has a high R? value (0.99995),
and that the deviation of parity points away from the y = x line is less
than 5% at most. Hence, the reduced model can be used across the
entire temperature range DMC decomposition occurs.

4. Conclusion

Although an essential energy storage device, LIBs are hazardous as
they can undergo the complex chemical process of thermal runaway
due to the decomposition of the cell’s components. Modelling of this
process aids the understanding of its behaviours and the design of
safer batteries. However, the models that are currently implemented
do not consider the fundamental reactions taking place, and as such
do not allow for the prediction of off-gas species. As such we have
applied micro-kinetic modelling to be able to simulate the mechanistic
behaviour of Li-ion battery thermal runaway.

We focused on producing a micro-kinetic model for the thermal
decomposition of DMC, an important electrolyte component. For this,
two reaction networks were investigated, the first did not involve
radical pathways, while the second involved radicals driven by the
formation of CH; from DMC and H from CH;0. Through optimisation of
kinetic parameters where initial conditions were determined from DFT
calculations, it was shown the first reaction network did not predict the
decomposition of DMC accurately nor accurately predicted the off-gas
species’. However, the second network improved predictions of off-
gas species’, and reduced the error by 17%. Further, degree of rate
control analysis was applied the second network to determine the rate
controlling and negligible steps. With this, the second reaction network
was reduced as 12 of the reactions were determined to have minimal
effect on the system.
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Fig. 6. (a) Decomposition of DMC given a linear increase in temperature. Predicted according to the full RN2 and the reduced RN2 models. (b) Parity plot of DMC decomposition

from (a) where 0 is no decomposition and 1 is full decomposition.

This work makes it possible to predict the production of hazardous References

species and the causal pathways of individual species, enabling the
design of safer Li-ion cells from a mechanistic level. It also allows (]
for quantities such as lower flammability limit and heat generation to
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