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A B S T R A C T

This article examines the three-way relationship between right coherency of a monoid $S$, solutions of equations over $S$-acts, and injectivity properties of $S$-acts. A monoid $S$ is right coherent if every finitely generated subact of every finitely presented (right) $S$-act itself has a finite presentation. Purity properties of an $S$-act $A$ may either be expressed in terms of solutions in $A$ of certain consistent sets of equations over $A$, or in terms of injectivity properties. For example, an $S$-act $A$ is absolutely pure (almost pure) if every finite consistent set of equations over $A$ (in one variable) has a solution in $A$. Equivalently, $A$ is absolutely pure (almost pure) if it is injective with respect to inclusions of finitely generated subacts into finitely presented (monogenic finitely presented) $S$-acts.
Our first main result shows that for a right coherent monoid $S$ the classes of almost pure and absolutely pure $S$-acts coincide. Our second main result is that a monoid $S$ is right coherent if and only if the classes of mfp-pure and absolutely pure $S$-acts coincide: an $S$-act is mfp-pure if it is injective with respect to inclusions of finitely presented subacts into monogenic finitely presented $S$-acts. We give specific examples of monoids $S$ that are not right coherent yet are such that the classes of almost pure and absolutely pure $S$-acts coincide. Finally we give a

[^0]condition on a monoid $S$ for all almost pure $S$-acts to be absolutely pure in terms of finitely presented $S$-acts, their finitely generated subacts, and certain canonical extensions.
© 2023 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http:// creativecommons.org/licenses/by/4.0/).

## 1. Introduction and preliminaries

This article is a contribution to the study of coherency for monoids. Specifically, it concerns the relationship between coherency of a monoid and purity properties of its acts. Let $S$ be a monoid with identity 1 . Coherency of $S$ may be defined in terms of its $S$-acts. A right $S$-act is a set $A$ together with a map $A \times S \rightarrow A$, where $(a, s) \mapsto a s$, such that for all $a \in A$ and $s, t \in S$ we have $a 1=a$ and $a(s t)=(a s) t$. Left $S$-acts are defined dually; by ' $S$-act' we will mean by default 'right $S$-act', with the corresponding convention for $R$-modules over a ring $R$. An $S$-act is a representation of $S$ by mappings of a set, analogously to the way in which an $R$-module is a representation of a ring $R$ by homomorphisms of an abelian group. The theory of $S$-acts both intertwines with that of $R$-modules, and pulls apart from it, a phenomenon emphasised by this article.

A monoid $S$ is right coherent if every finitely generated subact of every finitely presented $S$-act is finitely presented. This definition is analogous to that for a ring $R$, where the notion of $S$-act is replaced by that of $R$-module. For both monoids and rings, right coherency is an important finitary condition, that is, one certainly satisfied by all finite monoids or rings, and is strictly weaker than that of being right noetherian [18,19]. In fact, a ring $R$ is right coherent if and only if every finitely generated right ideal of $R$ has a finite presentation [3]. The corresponding statement is not true for $S$-acts, the free inverse monoid providing a counter-example [11]. Essentially this split in the theories is due to the fact that for $S$-acts, congruences are not determined by subacts. Moreover, right coherency of $R$ is equivalent to the property that products of flat left $R$-modules are flat [3]. Again, we do not have that tool to use for $S$-acts, although some partial results are known [8]. Here [2,20] are also relevant, since they consider closure properties of the classes of flat left $S$-acts, and use this to define a related notion of coherency.

Although a very natural property, it transpires that right coherency for monoids is difficult to pin down. Even with the aid of a Chase-type condition as in Theorem 2.5, it can be hard to ascertain whether or not a given monoid is right coherent. Nevertheless, right coherency (or not) of monoids in a number of important classes has been determined [ $8,10,11]$. The interaction between coherency and standard algebraic properties is subtle [5].

Coherency for both monoids and rings is related to the model theory of their acts and modules. In 1976 Wheeler [22] defined a coherent theory for a first order language. A theory of $S$-acts or $R$-modules is coherent in Wheeler's sense if and only if $S$ or $R$ is right coherent in our sense, and this is equivalent to their classes of existentially closed $S$-acts or $R$-modules being first order axiomatisable [7,22]. Existential closure refers to
the existence of solutions of finite consistent sets of equations and inequations. In this article we will be examining the relationship between right coherency and equations, the latter providing one approach to the properties we refer to as purity properties.

Given an $S$-act $A$ an equation over $A$ has one of the following three forms: $x s=$ $x t, x s=y t$ or $x s=a$ where $x, y$ are variables, $s, t \in S$ and $a \in A$ is a constant. We will set up our notation for equations over $A$ more formally in Section 3. A set $\Sigma$ of equations over $A$ is consistent if $\Sigma$ has a solution in some $S$-act $B$ containing $A$. We are concerned with the question of when a consistent set $\Sigma$ of equations over $A$, of a particular form, has a solution in $A$. This leads us to so-called purity notions for an $S$-act. We now outline the main ones of our concern.

An $S$-act $A$ is absolutely pure if every finite consistent set of equations with constants from $A$ has a solution in $A$. An $S$-act $A$ is almost pure if every finite consistent set of equations in one variable with constants from $A$ has a solution in $A$. These and other notions of purity may equivalently be phrased in terms of completion of diagrams, as weak versions of injectivity, whence the terminology arises.

We recall that an $S$-act $A$ is injective if any diagram of $S$-acts and $S$-morphisms of the form on the left

may be completed via an $S$-morphism $\bar{\theta}$ as on the right. It is known that an $S$-act $A$ is absolutely pure (almost pure) if and only if any diagram on the left, where $C$ is finitely presented (and monogenic) and $B$ is finitely generated, can be completed as on the right (see [6, Proposition 3.8] and [9, Proposition 3.2 ${ }^{1}$ ). By imposing the condition that $B$ and $C$ are finitely presented and $C$ is monogenic we obtain the notion we call mfp-purity. We explain in Section 3 how mfp-purity may be correspondingly phrased in terms of equations. Analogous notions and similar observations are true for $R$-modules (see, for example, [21,17], and also [16]).

We denote by $\mathcal{A}_{S}^{f p}(1), \mathcal{A}_{S}(1)$ and by $\mathcal{A}_{S}\left(\aleph_{0}\right)$ the classes of mfp-pure, almost pure and absolutely pure $S$-acts, respectively. Clearly, any absolutely pure $S$-act is almost pure and any almost pure $S$-act is mfp-pure, that is,

$$
\mathcal{A}_{S}\left(\aleph_{0}\right) \subseteq \mathcal{A}_{S}(1) \subseteq \mathcal{A}_{S}^{f p}(1)
$$

The question of the converse inclusions motivates much of this paper; we demonstrate that the answers are intimately related to the notion of right coherency.

[^1]Question 1.1. For which monoids $S$ is:
(1) $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)$ ?
(2) $\mathcal{A}_{S}(1)=\mathcal{A}_{S}^{f p}(1)$ ?
(3) $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}^{f p}(1)$ ?

It is pertinent to pose Question 1.1, for the following reasons. Concerning (1), we know that if all $S$-acts are almost pure, then all $S$-acts are absolutely pure [9]. Second, an $S$-act $A$ is injective if and only if all consistent sets of equations over $A$ have a solution in $A$ [6, Proposition 3.10] and by the Skornjakov-Baer Criterion [13], this is equivalent to all consistent sets of equations in one variable over $A$ having a solution in $A$. However, the proof of the Skornjakov-Baer Criterion uses arguments that do not work in our case of finite sets of equations. From the proof of [17, Theorem 4], for a right coherent ring any almost pure module is absolutely pure. However, the full solution to the corresponding question to (1) is still open for $R$-modules, as well as for $S$-acts. It is worth noting that for some other classes of algebras, with very different signatures, (1) has a positive answer. In particular, if a group $G$ has the property that any finite consistent set of equations in one variable with constants from $G$ has a solution in $G$, then it has the property that any finite consistent set of equations in any (finite) number of variables with constants from $G$ has a solution in $G$; the same is true for semigroups [14,15]. These results for semigroups and groups use a property of extensions that does not hold for $S$-acts in general.

Concerning (2) and (3), by very definition, a right coherent monoid is such that $\mathcal{A}_{S}(1)=\mathcal{A}_{S}^{f p}(1)$. The situation for rings gives us some pointers to the conjecture that only right coherent monoids will give this equality. The article [16] demonstrates that all IFP-injective $R$-modules are absolutely pure if and only if $R$ is right coherent. Here the property of being IFP-injective is closely analogous to mfp-purity. We note that the classical work for rings, as may be found in $[21,17,16]$, and other articles, use ring theoretic techniques and results, including the correspondence with flatness properties, that are not valid for monoids.

We do not fully answer Question 1.1(1) but we are able to show the class of monoids $S$ such that $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)$ properly contains the class of right coherent monoids. It follows that the property of a monoid that $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)$ is a finitary property, that is, one satisfied by all finite monoids. On the other hand we fully answer Question 1.1(2) and (3), with the classes in question being precisely that of right coherent monoids. To prove our results, we establish and utilise two pieces of machinery. One enables us to pass smoothly between the equational approach to purity and weak injectivity properties. The other involves constructing, for any $S$-act $A$ and a given purity property, a canonical extension of $A$ having that property.

We proceed as follows. In Section 2 we set up our notation and give preliminary results that will be used throughout. In Section 3 we introduce the notion of a frame $\mathcal{F}$ of a set of equations, of a frame set $\mathscr{F}$, and of $\mathscr{F}$-purity. This allows us to build the
aforementioned machinery to fully delineate the passage between purity properties of an $S$-act, and weak injectivity. The results above for almost and absolutely pure $S$-acts are special cases.

Section 4 contains our first main result, motivated by Question 1.1(1).
Result 1.2. (cf. Theorem 4.1). Let $S$ be a right coherent monoid. Then $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)$.

To answer Question 1.1(2) in Section 5 we build, for a frame set $\mathscr{F}$ and an $S$-act $A$, an $\mathscr{F}$-pure extension $A(\mathscr{F})$ of $A$ that is canonical in the sense $A$ is $\mathscr{F}$-pure if and only if $A$ is a retract of $A(\mathscr{F})$. This is our second promised piece of machinery. In Section 6 it is utilised to prove our second main result, which completely answers Questions 1.1(2) and (3).

Result 1.3. (cf. Theorem 6.1). A monoid $S$ is right coherent if and only if $\mathcal{A}_{S}(1)=\mathcal{A}_{S}^{f p}(1)$ if and only if $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}^{f p}(1)$.

An immediate question is whether or not right coherency is a necessary condition for $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)$ ? The answer is no. It is easy to see that if $S$ has the property that every finitely generated $S$-act embeds into a monogenic act, then again $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)$. Such monoids are somewhat special; in particular, they cannot have zeros. Our next result, in Section 7, hangs on delicate analysis of a particular monoid, named the Fountain monoid.

Result 1.4. (cf. Theorem 7.5) There exists a monoid $S$ that is not right coherent, is such that not every finitely generated $S$-act embeds into a monogenic act, but $\mathcal{A}_{S}\left(\aleph_{0}\right)=$ $\mathcal{A}_{S}(1)$.

We believe our example is one of a broader class, and we pose the corresponding problem at the end of Section 7.

Finally, in Section 8, we use the machinery developed in Section 5 to give a condition on $S$ for $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)$ in terms of finitely presented $S$-acts, their finitely generated $S$ subacts, and their canonical extensions. The question of whether or not $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)$ for all monoids $S$ is still open, as it is for $R$-modules, although we conjecture the answer will be negative.

We attempt to keep this paper as self-contained as possible. For further details we refer the reader to [12] for background in semigroup theory, and to [13] for information on monoid acts.

## 2. Preliminaries

The aim of this section is to set up notation and then proceed to preliminary results, which will be used throughout the article.

### 2.1. The category of $S$-acts

Let $S$ be a monoid with identity 1 . We recall that a right $S$-act is a set $A$ together with a map

$$
A \times S \rightarrow A,(a, s) \mapsto a s
$$

such that for all $a \in A$ and $s, t \in S$ we have $a 1=a$ and $a(s t)=(a s) t$. Naturally, we may define left $S$-acts in a dual manner, but in this article all $S$-acts will be right $S$-acts, and for convenience we will refer to them simply as $S$-acts. Note that we allow $A=\emptyset$. If $A$ is an $S$-act, then there is a monoid morphism from $S$ to the full transformation monoid $\mathcal{T}_{A}$ on $A$, taking $s$ to $\rho_{s}$, where $a \rho_{s}=a s$. Conversely, any morphism $\varphi$ from $S$ to the full transformation monoid $\mathcal{T}_{B}$ on a set $B$ makes $B$ into an $S$-act by setting $b s:=b(s \varphi)$. The study of $S$-acts is, therefore, that of representations of the monoid $S$ by mappings of sets. Not surprisingly, in view of the natural way in which they arise, $S$-acts come under a plethora of names ( $S$-sets, $S$-polygons, $S$-systems, to name a few). We note that any unary algebra may be regarded as an act, for example, over the free monogenic monoid.

For any monoid $S$ the class of all $S$-acts forms a variety of universal algebras, where the basic operations are the unary operations $\left\{\rho_{s}: s \in S\right\}$. We refer to an algebra morphism in this variety as an $S$-morphism. It follows that a function $\phi: A \rightarrow B$, where $A$ and $B$ are $S$-acts, is an $S$-morphism if $(a s) \phi=(a \phi) s$ for all $a \in A, s \in S$. In the standard way we have a category, the objects of which are $S$-acts and the morphisms of which are $S$-morphisms. A subset $B$ of an $S$-act $A$ is a subact if $b s \in B$ for all $b \in B, s \in S$. An $S$-morphism $\varphi: A \rightarrow B$, where $B$ is a subact of $A$, is a retraction if $\left.\varphi\right|_{B}$ is the identity map $1_{B}$ of $B$; the subact $B$ is then called a retract of $A$. The set of subacts of $A$ is well behaved in the sense it is closed under unions and intersections. In fact, a disjoint union of any $S$-acts is again an $S$-act in an obvious way. Any right ideal of $S$ is a right $S$-act so $S$ itself is a right $S$-act. That $S$ is the free monogenic (i.e. single generated, or cyclic) $S$-act follows from the below.

An $S$-act $F$ is free on a set $X$ if there is a map $\iota: X \rightarrow F$ such that for any $S$-act $A$ and map $f: X \rightarrow A$ there is a unique $S$-morphism $\varphi: F \rightarrow A$ such that $\iota \varphi=f$. Since $S$-acts form a variety the free $S$-act on $X$ exists. It has a transparent structure, which we now describe. Put

$$
F_{S}(X)=X \times S:=\bigcup_{x \in X} x s
$$

where we make the (convenient) identifications $(x, s):=x s$ and $(x, 1):=x$. Define an action of $S$ on $F_{S}(X)$ by $(x s) t=x(s t)$. It is easily seen that $F_{S}(X)$ is the free $S$-act on $X$ where $x \iota=x$. Note that for any $s, t \in S$ and $x, y \in X$, we have that $x s=y t$ if and only if $x=y$ and $s=t$.

Morphic images of $S$-acts are obtained by factoring out by the appropriate notion of congruence. Let $A$ be an $S$-act. A congruence $\rho$ on $A$ is an equivalence relation such that
for any $a, b \in A$ with $a \rho b$ and any $s \in S$ we have as $\rho b s$. We refer to a congruence on $S$ regarded as an $S$-act as a right congruence on $S$. Denoting the equivalence class of $a \in A$ by [a] we have

$$
A / \rho=\{[a]: a \in A\}
$$

is an $S$-act under the action $[a] s=[a s]$. It is called the quotient of $A$ by $\rho$. The map $\nu: A \rightarrow A / \rho$ is then the natural $S$-morphism with kernel $\rho$. For $H \subseteq A \times A$ the congruence generated by $H$, denoted by $\langle H\rangle$, is the least congruence on $A$ containing $H$. Without further remark we assume that $H$ is always symmetric. An explicit formula for $\langle H\rangle$ is obtained as follows.

Lemma 2.1. [12] Let $A$ be an $S$-act and let $H \subseteq A \times A$. Then for any $a, b \in A$ we have $a\langle H\rangle b$ if and only if $a=b$ or there exists a sequence

$$
a=c_{1} t_{1}, d_{1} t_{1}=c_{2} t_{2}, \cdots, d_{n} t_{n}=b
$$

where $t_{i} \in S$ and $\left(c_{i}, d_{i}\right) \in H$ for all $1 \leq i \leq n$.

A sequence as above will be referred to as an $H$-sequence of length $n$. We interpret $a=b$ as belonging to an $H$-sequence of length 0 .

The next definitions are merely the translations of general algebraic notions to our context.

Definition 2.2. An $S$-act $A$ is finitely generated if $A$ is isomorphic to $F_{S}(X) / \rho$ for some finite set $X$ and congruence $\rho$ on $F_{S}(X)$.

It is clear that a non-empty act $A$ is finitely generated if and only if for some $n \in \mathbb{N}$ and $a_{i} \in A, 1 \leq i \leq n$, we have $A=a_{1} S \cup \cdots \cup a_{n} S$. Similarly, $A$ is monogenic if and only if $A=a S$ for some $a \in S$.

Definition 2.3. An $S$-act $A$ is finitely presented if $A$ is isomorphic to $F_{S}(X) / \rho$ for some finite set $X$ and finitely generated congruence $\rho$ on $F_{S}(X)$.

We remark that being finitely presented is not dependent on the chosen set of generators.

### 2.2. Right coherency

The notion of coherency is a central one to this article. We recall from Section 1:

Definition 2.4. A monoid $S$ is right coherent if every finitely generated subact of any finitely presented $S$-act is itself finitely presented.

To test whether a specific monoid is right coherent we usually make use of the following, which is reminiscent of the result of Chase for rings [3].

Theorem 2.5. [8] The following are equivalent for a monoid $S$ :
(i) $S$ is right coherent;
(ii) any finitely generated subact of $S / \rho$, where $\rho$ is a finitely generated right congruence on $S$, is finitely presented;
(iii) for any finitely generated right congruence $\rho$ on $S$ and any $s, t \in S$ :
(1) the subact $(s \rho) S \cap(t \rho) S$ of the right $S$-act $S / \rho$ is finitely generated;
(2) the annihilator

$$
\mathbf{r}(s \rho)=\{(u, v) \in S \times S: s u \rho s v\}
$$

is a finitely generated right congruence on $S$;
(iv) for any finite set $X$ and finitely generated right congruence $\rho$ on $F_{S}(X)$ and any $a, b \in F_{S}(X):$
(1) the subact $(a \rho) S \cap(b \rho) S$ of $F_{S}(X) / \rho$ is finitely generated;
(2) the annihilator

$$
\mathbf{r}(a \rho)=\{(u, v) \in S \times S: a u \rho a v\}
$$

is a finitely generated right congruence on $S$.
It is known that groups, monoid semilattices (regarded as commutative monoids of idempotents), Clifford monoids (monoid semilattices of groups), free commutative and free monoids are all (right) coherent $[8,10]$. Regular monoids for which every right ideal is finitely generated are right coherent [10], where a monoid $S$ is regular if for all $a \in S$ there exists $x \in S$ such that $a=a x a$. A monoid is inverse if it is regular and its idempotents commute. Groups, semilattices, and Clifford monoids are all inverse, but not all inverse monoids are right coherent; for example, the free inverse monoid on a set with more than one generator is not right coherent [11].

## 3. Equations over $S$-acts

As promised in Section 1, we now formally set up our notation for equations. We then build machinery that will allow us to pass between solutions of consistent sets of equations and weak injectivity properties of an act. In order that our techniques have the widest application, we take care over the exact forms of equations, introducing the notions of equation form, frame, and frame set.

In what follows $X$ is a non-empty set, but we do not always mention $X$ explicitly. The reason is that elements of $X$ will ultimately correspond to variables, the exact labelling of which is usually unimportant.

Definition 3.1. An equation form (with variables from $X$ ) is an element $f=f_{S}(X)$ of

$$
\left(F_{S}(X) \times F_{S}(X)\right) \cup F_{S}(X)
$$

If $f \in F_{S}(X) \times F_{S}(X)$ then we say $f$ has type 2 ; if $f \in F_{S}(X)$ then we say $f$ has type 1 .
Definition 3.2. Let $A$ be an $S$-act and let $f=f_{S}(X)$ be an equation form. An equation over $A$ with equation form $f$ (and variables from $X$ ) is an expression

$$
\begin{aligned}
& x s=y t \text { if } f \text { is }(x s, y t) \\
& x s=a \quad \text { where } a \in A \text { if } f \text { is } x s .
\end{aligned}
$$

Notice that an equation form of type 2 corresponds to a single equation, whereas a form of type 1 corresponds to different equations, which depend on a choice of an $S$-act $A$ and $a \in A$. It is also worth emphasising that equations over $A$ essentially come in three types:

$$
x s=y t, x s=x t \text { or } x s=a
$$

where $x \neq y \in X, s \in S$ and $a \in A$. In expressions of this kind the roles of $x, y, s, t, a$ etc. will be implicit. Note that at one and the same time we may regard $x \in X$ as an element of the free $S$-act $F_{S}(X)$ and as a variable to be substituted by an element of an $S$-act.

If $\Sigma=\Sigma(X)$ is a set of equations over an $S$-act $A$ then we do not insist that every element of $X$ appears in at least one equation, but this does not affect whether or not the set has a solution. We denote by $c(\Sigma)$ the subset of $X$ consisting of the variables appearing in equations in $\Sigma$.

Definition 3.3. Let $\Sigma=\Sigma(X)$ be a set of equations over an $S$-act $A$. A solution $\left(b_{x}\right)_{x \in X}$ of $\Sigma(X)$ in $B$ consists of a subset $\left\{b_{x}: x \in X\right\}$ of $B$, where $A$ is a subact of $B$, such that $b_{x} s=b_{y} t$ for all $x s=y t \in \Sigma$ and $b_{x} s=a$ for all $x s=a \in \Sigma$.

In the above, if $X=\left\{x_{1}, \ldots, x_{n}\right\}$ then we may denote $\left(b_{x_{i}}=b_{i}\right)_{1 \leq i \leq n}$ by $\left(b_{1}, \ldots, b_{n}\right)$, and say $\left(b_{1}, \ldots, b_{n}\right)$ is a solution of $\Sigma$ or $\Sigma\left(b_{1}, \ldots, b_{n}\right)$ holds. Since we are only interested in when equations have solutions, we freely identify $x s=y t$ with $y t=x s$ and $x s=a$ with $a=x s$.

The following is essentially a result of universal algebra, but it is convenient to make it explicit. The proof is routine.

Lemma 3.4. Let $\Sigma=\Sigma(X)$ be a set of equations over an $S$-act $A$ and let

$$
\kappa_{\Sigma}=\{(x s, y t),(z u, a): x s=y t, z u=a \in \Sigma\}
$$

A solution $\left(b_{x}\right)_{x \in X}$ of $\Sigma$ in $A$ corresponds exactly to a retraction $\varphi: A \dot{\cup} F_{S}(X) \rightarrow A$ such that $\kappa_{\Sigma} \subseteq \operatorname{ker} \varphi$ and $b_{x}=x \varphi$ for each $x \in X$.

Let $\Sigma=\Sigma(X)$ be a set of equations over an $S$-act $A$. If $A$ is a subact of $B$ then we may regard $\Sigma$ as a set of equations over $B$. As a consequence of Lemma 3.4 we have the following.

Lemma 3.5. Let $\Sigma$ be a set of equations over $A$, where $A$ is a retract of an $S$-act $B$. If $\Sigma$ has a solution in $B$, then $\Sigma$ has a solution in $A$.

We now formally define consistency for a set of equations.
Definition 3.6. A set of equations $\Sigma$ over an $S$-act $A$ is consistent if it has a solution in some $S$-act $B$ containing $A$.

We return to the form of equations, to establish the notions of purity we are concerned with in this article.

Definition 3.7. A frame (with variables from $X$ ) is a non-empty set $\mathcal{F}=\mathcal{F}_{S}(X)$ of equation forms. For a frame $\mathcal{F}$ we let

$$
\mathcal{F}^{2}=\mathcal{F}_{S}^{2}(X)=\mathcal{F}_{S}(X) \cap\left(F_{S}(X) \times F_{S}(X)\right) \text { and } \mathcal{F}^{1}=\mathcal{F}_{S}^{1}(X)=\mathcal{F}_{S}(X) \cap F_{S}(X)
$$

A frame set (with variables from $X$ ) is a set of frames $\mathscr{F}=\mathscr{F}_{S}(X)$.
In Definition 3.8 we use the notion of a multimap. If $U$ and $V$ are sets, then by a multimap $\phi: U \rightarrow V$ we mean a subset $\phi$ of $U \times V$, such that the projection onto the first co-ordinate is onto. This notion is chosen for convenience: if $U=\emptyset$, then $\phi=\emptyset$, but if $U \neq \emptyset$, then $u \phi:=\{v:(u, v) \in \phi\} \neq \emptyset$.

Definition 3.8. Let $\mathcal{F}$ be a frame, let $A$ be an $S$-act and let $\phi: \mathcal{F}^{1} \rightarrow A$ be a multimap. Then

$$
\Sigma=\Sigma(\mathcal{F}, \phi)=\left\{x s=y t, z u=(z u) \phi:(x s, y t) \in \mathcal{F}^{2}, z u \in \mathcal{F}^{1}\right\}
$$

is the set of equations over $A$ with frame $\mathcal{F}$ and assignment $\phi$.
Notice that a frame $\mathcal{F}$ with $\mathcal{F}^{1} \neq \emptyset$ can give rise to different sets of equations, depending on the choice of $A$ and $\phi$.

Definition 3.9. Let $\Sigma$ be a set of equations over an $S$-act $A$. Then the frame $\mathcal{F}(\Sigma)$ of $\Sigma$ is defined by

$$
\mathcal{F}(\Sigma)=\{(x s, y t), z u: x s=y t, z u=a \in \Sigma, a \in A\}
$$

The multimap $\phi=\phi(\Sigma)$ where $\phi: \mathcal{F}^{1} \rightarrow A$ is defined by

$$
(z u) \phi=a, \text { where } z u=a \in \Sigma .
$$

If $\Sigma$ is a set of equations over an $S$-act $A$ and $\mathcal{F}=\mathcal{F}(\Sigma)$ and $\phi=\phi(\Sigma)$ are defined as above, then $\Sigma=\Sigma(\mathcal{F}, \phi)$. If $\Sigma=\Sigma(\mathcal{F}, \phi)$ is consistent, then it can contain at most one equation with equation form $x s$ for any $x s \in F_{S}(X)$; this corresponds to $\phi$ being a map (with possibly empty domain). Since we are almost always concerned with consistent sets of equations, almost always our multimaps will be maps.

Definition 3.10. Let $\mathscr{F}$ be a frame set. An $S$-act is $\mathscr{F}$-pure if every consistent set of equations $\Sigma$ over $A$ with $\mathcal{F}(\Sigma) \in \mathscr{F}$ has a solution in $A$.

There are some important special kinds of frame sets $\mathscr{F}$, resulting in important special kinds of $\mathscr{F}$-purity; we give the examples we need in this article in Definition 3.16 below.

Proposition 3.11. Let $A$ be an $S$-act. Suppose that $A$ is a retract of an $\mathscr{F}$-pure $S$-act. Then $A$ is $\mathscr{F}$-pure.

Proof. Let $B$ be $\mathscr{F}$-pure and let $\varphi: B \rightarrow A$ be a retraction. Let $\Sigma=\Sigma(X)$ be a consistent set of equations over $A$ with $\mathcal{F}(\Sigma) \in \mathscr{F}$. Given that unions of $S$-acts are $S$-acts, it is easy to see that $\Sigma$ may be regarded as a consistent set of equations over $B$, so has a solution $\left(b_{x}\right)_{x \in X}$ in $B$. Since $A$ is a retract of $B,\left(b_{x} \varphi\right)_{x \in X}$ is a solution of $\Sigma$ in $A$. Hence $A$ is $\mathscr{F}$-pure.

Much of what we do is to build towards a converse of Proposition 3.11 - for this we need to construct specific extensions of $A$ of which $A$ is a retract. We are interested in conditions on $A$ such that a given set $\Sigma$ of equations has a solution in $A$. We remark that it is irrelevant how the variables of such a $\Sigma$ are labelled; for example, $\left(b_{1}, \ldots, b_{n}\right)$ is a solution of $\Sigma\left(x_{1}, \ldots, x_{n}\right)$ if and only if it is a solution of $\Sigma\left(y_{1}, \ldots, y_{n}\right)$. To prevent complete explosion of notational complexity, we may change the labelling of the variables in a set $\Sigma$ without comment.

One reason why equations over $S$-acts are amenable to study is that we have a criterion for consistency of a set of equations: this is such that, if $S$ is finite, then it is decidable whether a set of equations is consistent. We now outline the relevant ideas, which will be useful throughout this article.

To any frame $\mathcal{F}=\mathcal{F}_{S}(X)$ we let

$$
H(\mathcal{F})=\mathcal{F}^{2}, \rho_{\mathcal{F}}=\langle H(\mathcal{F})\rangle, C(\mathcal{F})=F_{S}(X) / \rho_{\mathcal{F}} \text { and } B(\mathcal{F})=\cup_{x s \in \mathcal{F}^{1}}[x s] S
$$

If $\mathcal{F}^{1}=\emptyset$ then $B(\mathcal{F})=\emptyset$. Correspondingly, if $\Sigma=\Sigma(X)=\Sigma(\mathcal{F}, \phi)$ is a set of equations over $A$ we let

$$
H(\Sigma)=H(\mathcal{F}), \rho_{\Sigma}=\rho_{\mathcal{F}}, C(\Sigma)=C(\mathcal{F}) \text { and } B(\Sigma)=B(\mathcal{F})
$$

In addition, we define

$$
K(\Sigma)=\{(x s, a): x s=a \in \Sigma\}
$$

so that the congruence $\kappa_{\Sigma}$ on $A \dot{\cup} F_{S}(X)$ may be defined by

$$
\kappa_{\Sigma}=\langle H(\Sigma) \cup K(\Sigma)\rangle .
$$

Continuing, we define

$$
A(\Sigma)=\left(A \dot{\cup} F_{S}(X)\right) / \kappa_{\Sigma}
$$

and let

$$
\tau_{\Sigma}: A \dot{\cup} F_{S}(X) \rightarrow A(\Sigma)
$$

be the natural map, with restriction denoted by

$$
\nu_{\Sigma}=\left.\tau_{\Sigma}\right|_{A}: A \rightarrow A(\Sigma)
$$

so that $a \tau_{\Sigma}=a \nu_{\Sigma}=[a]$. The set of equations which we obtain from $\Sigma$ by replacing each equation of the form $x s=a$ by $x s=[a]$ has a solution in $A(\Sigma)$. Finally, we let

$$
\theta_{\Sigma}: B(\Sigma) \rightarrow A
$$

be defined by

$$
([x s] u) \theta_{\Sigma}=a u, \text { where } a=(x s) \phi, \text { that is, } x s=a \in \Sigma .
$$

Notice that at this stage we are not claiming that $\theta_{\Sigma}$ is well defined.
The following three propositions, which we use frequently in our arguments, are implicit in [7, Lemma 2.3], although not always stated there in full. For completeness we state the results in the form required here and provide outline proofs.

Proposition 3.12. Let $\Sigma(X)$ be a consistent set of equations over an $S$-act $A$ with solution $\left(b_{y}\right)_{y \in X}$. Then for all $y s, z t \in F_{S}(X)$ we have

$$
y s \rho_{\Sigma} z t \Rightarrow b_{y} s=b_{z} t .
$$

Proof. Suppose that ys $\rho_{\Sigma} z t$. There exists an $H(\Sigma)$-sequence

$$
y s=c_{1} t_{1}, d_{1} t_{1}=c_{2} t_{2}, \cdots, d_{n} t_{n}=z t
$$

where $n \in \mathbb{N}^{0}, t_{i} \in S$ and $\left(c_{i}, d_{i}\right) \in H(\Sigma)$ for all $1 \leq i \leq n$. Notice that the equalities are in the free $S$-act $F_{S}(X)$. If $n=0$ then $y s=z t$ so that $y=z, s=t$ and $b_{y} s=b_{z} t$.

If $n \geq 1$ then we have $\left(c_{1}, d_{1}\right)=(y h, w k) \in H(\Sigma)$ so that $y h=w k$ is an equation in $\Sigma$. Then as $s=h t_{1}$ we have $b_{y} s=b_{y} h t_{1}=b_{w} k t_{1}$ and

$$
w\left(k t_{1}\right)=c_{2} t_{2}, \cdots, d_{n} t_{n}=z t
$$

is an $H(\Sigma)$-sequence of length $n-1$ joining $w\left(k t_{1}\right)$ to $z t$. Induction now yields the result.

Proposition 3.13. Let $\Sigma=\Sigma(X)$ be a set of equations over $A$. Then the following conditions are equivalent:
(1) $\Sigma$ is consistent;
(2) for all $x s=a, y t=b \in \Sigma$ and $v, w \in S$,

$$
x s v \rho_{\Sigma} y t w \Rightarrow a v=b w
$$

(3) $\theta_{\Sigma}: B(\Sigma) \rightarrow A$ is well-defined (and is an $S$-morphism);
(4) $\nu_{\Sigma}$ is an embedding of $A$ into $A(\Sigma)$.

If any of these conditions hold, then $([x])_{x \in X}$ is a solution of $\Sigma$ in $A(\Sigma)$.
Proof. Suppose that (1) holds and $\left(b_{x}\right)_{x \in X}$ is a solution of $\Sigma$. If $x s=a, y t=b \in \Sigma$ with $x s v \rho_{\Sigma} y t w$, then from Proposition 3.12 we have

$$
a v=b_{x} s v=b_{y} t w=b w
$$

giving that (2) holds.
Suppose that (2) holds and $[a]=[b]$ for $a, b \in A$ : we show that $a=b$. We either have this immediately, or else there exists an $H(\Sigma) \cup K(\Sigma)$-sequence

$$
a=\alpha_{1} t_{1}, \beta_{1} t_{1}=\alpha_{2} t_{2}, \cdots, \beta_{n} t_{n}=b
$$

where $t_{i} \in S$ and $\left(\alpha_{i}, \beta_{i}\right) \in H(\Sigma) \cup K(\Sigma)$ for all $1 \leq i \leq n$. Here we must have $\alpha_{1}, \beta_{n} \in A$ and so $\left(\alpha_{1}, \beta_{1}\right)=(c, x s)$ and $\left(\alpha_{n}, \beta_{n}\right)=(y t, d)$ where $c=x s, y t=d \in \Sigma$. Assume that $\left(\alpha_{i}, \beta_{i}\right) \in H(\Sigma)$ for all $2 \leq i \leq n-1$. We then have that $\beta_{1} t_{1}=x s t_{1}$ and $\alpha_{n} t_{n}=y t t_{n}$. By (2) we have that $c t_{1}=d t_{n}$ and so $a=c t_{1}=d t_{n}=b$. Induction allows us to conclude that (4) holds.

If (4) holds then, given an earlier remark, identifying $A \kappa_{\Sigma}$ with $A$ yields (1). Finally, (2) and (3) are essentially reformulations of each other.

Notice that, in the above, if $B=\emptyset$, which corresponds to there being no equations with constants, or equivalently $\mathcal{F}^{1}=\emptyset$, then any such set of equations is consistent.

Indeed, any such set has a solution $o$ in $A \dot{\cup}\{o\}$ where $\{o\}$ is a trivial (one-element) $S$-act.

If $\Sigma$ is consistent, then in general, as above, it is convenient to identify $A$ with $A \nu_{\Sigma}$.

Proposition 3.14. Let $\Sigma=\Sigma(X)$ be a consistent set of equations over $A$. Then the following conditions are equivalent:
(1) $\Sigma$ has a solution in $A$;
(2) $A$ is a retract of $A(\Sigma)$;
(3) the $S$-morphism $\theta_{\Sigma}: B(\Sigma) \rightarrow A$ lifts to an $S$-morphism $\overline{\theta_{\Sigma}}: C(\Sigma) \rightarrow A$.

Proof. If $\Sigma$ has a solution in $A$, then by Lemma 3.4 there is a retraction $\varphi: A \dot{\cup} F_{S}(X) \rightarrow$ $A$ such that $\kappa_{\Sigma} \subseteq \operatorname{ker} \varphi$. We may now define an $S$-morphism $\bar{\varphi}: A(\Sigma) \rightarrow A$ by $[t] \bar{\varphi}=t \varphi$ which, since $\Sigma$ is consistent, is a retraction by Proposition 3.13.

Conversely, if $A$ is a retract of $A(\Sigma)$ then as $\Sigma(X)$ has a solution in $A(X)$ it must have a solution in $A$. Therefore, (1) and (2) are equivalent.

To show (1) implies (3), we define a map $\theta_{\Sigma}^{\prime}: F_{S}(X) \rightarrow A$ by $y \theta_{\Sigma}^{\prime}=b_{y}$ where $\left(b_{y}\right)_{y \in X}$ is a solution of $\Sigma$ in $A$. Clearly, $H(\Sigma) \subseteq \operatorname{ker} \theta_{\Sigma}^{\prime}$, and so $\overline{\theta_{\Sigma}}: C(\Sigma) \rightarrow A$ defined by $[t] \overline{\theta_{\Sigma}}=t \theta_{\Sigma}^{\prime}$ is a well-defined morphism. Further, it is easy to check that $\left.\overline{\theta_{\Sigma}}\right|_{B(\Sigma)}=\theta_{\Sigma}$. Conversely, suppose that (3) holds. Then $\left([y] \overline{\theta_{\Sigma}}\right)_{y \in X}$ is a solution of $\Sigma$ in $A$. Therefore, (1) and (3) are equivalent.

We now give the promised connections between $\mathscr{F}$-purity and weak injectivity properties.

Theorem 3.15. Let $\mathscr{F}$ be a frame set and let $A$ be an $S$-act. Then $A$ is $\mathscr{F}$-pure if and only if every diagram of the form on the left, where $\mathcal{F} \in \mathscr{F}$ and $\theta$ is an $S$-morphism,

can be completed as in the diagram on the right, where $\bar{\theta}$ is an $S$-morphism.
Proof. Suppose first that $A$ is $\mathscr{F}$-pure and $\mathcal{F} \in \mathscr{F}$ is such that $\theta$ exists as given. For $x s \in \mathcal{F}^{1}$ we have $[x s] \in B(\mathcal{F})$; put $a_{x s}=[x s] \theta$ and $(x s) \phi=[x s] \theta$. Now let $\Sigma=\Sigma(\mathcal{F}, \phi)$. Then $\theta=\theta_{\Sigma}$ is certainly well-defined, so by Proposition 3.13 we have that $\Sigma$ is consistent. By assumption, $\Sigma$ has a solution $\left(b_{x}\right)_{x \in X}$ in $A$. By the proof of Proposition 3.14, $\bar{\theta}=$ $\overline{\theta_{\Sigma}}: C(\mathcal{F}) \rightarrow A$ given by $[x s] \bar{\theta}=b_{x} s$ is a well-defined $S$-morphism extending $\theta$.

Conversely, suppose that any diagram of the given form can be completed. Let $\Sigma=$ $\Sigma(\mathcal{F}, \phi)$ be a consistent set of equations over $A$ with $\mathcal{F} \in \mathscr{F}$ and let $\theta=\theta_{\Sigma}: B(\mathcal{F}) \rightarrow A$. By Proposition 3.13, $\theta$ is a well-defined $S$-morphism. By assumption, $\theta: B(\Sigma) \rightarrow A$ lifts to an $S$-morphism $\bar{\theta}: C(\Sigma) \rightarrow A$. The result now follows from Proposition 3.14.

In the above, where $B(\mathcal{F})=\emptyset$, that is, $\mathcal{F}^{1}=\emptyset$, completion of the diagram is interpreted as meaning the existence of a morphism $C(\mathcal{F}) \rightarrow A$.

We now define the various special frames and frame sets in which we will be interested.

## Definition 3.16.

(1) A frame $\mathcal{F}=\mathcal{F}_{S}(X)$ is an fp-frame if $\mathcal{F}$ is finite and $B(\mathcal{F})$ has a finite presentation. If $\mathscr{F}$ is the frame set of all fp-frames, then we refer to an $\mathscr{F}$-pure act as being $f p$-pure.
(2) A frame $\mathcal{F}=\mathcal{F}_{S}(X)$ is an $m f p$-frame if $|X|=1$ and it is an fp-frame. If $\mathscr{F}$ is the frame set of all mfp-frames, then we refer to an $\mathscr{F}$-pure act as being mfp-pure.
(3) A frame $\mathcal{F}=\mathcal{F}_{S}(X)$ is an $n$-frame if $\mathcal{F}$ is finite and $|X| \leq n$. If $\mathscr{F}$ is the frame set of all $n$-frames, then we refer to an $\mathscr{F}$-pure act as being $n$-absolutely pure.
(4) If $\mathscr{F}$ is the frame set of all 1-frames over $X$, then we refer to an $\mathscr{F}$-pure act as being almost pure.
(5) If $\mathscr{F}$ is the frame set of all finite frames over $X$, then we refer to an $\mathscr{F}$-pure act as being absolutely pure.

Applying Theorem 3.15 to the frame sets in Definition 3.16 we have the following, which was known in the case of (4) and (5) [6, Proposition 3.8].

Corollary 3.17. Let $A$ be an $S$-act. Then
(1) $A$ is fp-pure if and only if it is injective with respect to inclusions of finitely presented subacts of finitely presented $S$-acts;
(2) A is mfp-pure if and only if it is injective with respect to inclusions of finitely presented subacts of finitely presented monogenic $S$-acts;
(3) $A$ is n-absolutely pure if and only if it is injective with respect to inclusions of finitely generated subacts of finitely presented $S$-acts having no more than n generators;
(4) $A$ is almost pure if and only if it is injective with respect to inclusions of finitely generated subacts of finitely presented monogenic $S$-acts;
(5) $A$ is absolutely pure if and only if it is injective with respect to inclusions of finitely generated subacts of finitely presented $S$-acts.

Considering the frame set of all frames we immediately have:

Corollary 3.18. [6, Proposition 3.10] Let $A$ be an $S$-act. Then $A$ is injective if and only if every consistent set of equations over $A$ has a solution in $A$.

Definition 3.19. We denote by $\mathcal{A}_{S}^{f p}(1), \mathcal{A}_{S}(1)$ and $\mathcal{A}_{S}\left(\aleph_{0}\right)$ the classes of mfp-pure, almost pure and absolutely pure $S$-acts, respectively.

Our terminology, referring to purity, comes from the completion of diagrams. Alternative terminology, focusing on the equations, is $n$-algebraically closed (for $n$-absolutely pure) and algebraically closed (for absolutely pure).

Sets of equations without any constants are rather special. In this regard we need the following definition.

Definition 3.20. Let $A$ be an $S$-act. Then $A$ has local zeros if for any finite set $T \subseteq S$ there is a $a=a_{T} \in A$ such that $a=a t$ for each $t \in T$.

Clearly, if $A$ has local zeros, then any finite set of equations without constants is consistent over $A$ and indeed has a solution in $A$. For a converse we have the following, which can be extracted from earlier works, for example [9], but which for convenience we prove explicitly.

Proposition 3.21. Let $A$ be an $\mathscr{F}$-pure $S$-act where $\mathscr{F}$ contains all finite frames in one variable contained in $F_{S}(X) \times F_{S}(X)$. Then $A$ has local zeros.

Proof. Let $T \subseteq S$ be finite and consider the set of equations $\Sigma(x)=\{x=x t: t \in T\}$. As remarked earlier, $\Sigma(x)$ has a solution in $A \dot{\cup}\{o\}$. Since $A$ is $\mathscr{F}$-pure and $\mathcal{F}(\Sigma) \in \mathscr{F}$, we have that $\Sigma(x)$ has a solution, say $a \in A$. Clearly $a=a t$ for each $t \in T$.

## 4. Purity of $S$-acts over right coherent monoids

The aim of this section is to show that for any right coherent monoid $S$ all almost pure $S$-acts must be absolutely pure, that is, $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)$. The very fact that $S$ is right coherent, then yields that for such $S$ it follows that $\mathcal{A}_{S}\left(\aleph_{0}\right)=\mathcal{A}_{S}(1)=\mathcal{A}_{S}^{f p}(1)$. As finite monoids are right coherent, we deduce that the condition that $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$ is a finitary property for monoids.

Theorem 4.1. Let $S$ be a right coherent monoid. Then an $S$-act $A$ is almost pure if and only if it is absolutely pure.

Proof. Let $\Sigma=\Sigma(X)$ be a finite consistent set of equations over $A$. If $|X|=1$, then, as $A$ is almost pure, $\Sigma$ has a solution in $A$. Proceeding by induction, we suppose that $|X|=n \geq 2$ and every finite consistent set of equations over $A$ in at most $n-1$ variables has a solution in $A$.

From Proposition $3.21 A$ has local zeros. Thus, if $\Sigma$ contains no equations with constants, we can construct a solution to $\Sigma$ in $A$, as commented before that proposition.

Suppose therefore that $\Sigma$ contains at least one equation with a constant; suppose that the variable for that equation is $x$. Let $\left(b_{y}\right)_{y \in X}$ be a solution for $\Sigma$ and for ease let $b_{x}=b$.

Let $F_{S}(X)$ be the free $S$-act on $X$ and let $\rho_{\Sigma}$ be defined as in Section 3.
We use Theorem 2.5 to build a new consistent set of equations $\Pi(x)$ in the single variable $x$.

Step (a) For each $x s \in F_{S}(X)$, consider

$$
\mathbf{r}([x s])=\left\{(u, v) \in S \times S: x s u \rho_{\Sigma} x s v\right\} .
$$

Since $S$ is right coherent, Theorem 2.5 gives that $\mathbf{r}([x s])$ is a finitely generated right congruence on $S$. We use $H(x s)$ to denote a fixed finite generating set of $\mathbf{r}([x s])$. Notice that for all $(u, v) \in H(x s)$, or more generally, $(u, v) \in \mathbf{r}([x s])$, we have $x s u \rho_{\Sigma} x s v$ and so, by Proposition 3.12, bsu $=b s v$.

Step (b) For each pair of equations $x s=y t, z u=d \in \Sigma(X)$ with $y \neq x$ such that $[x s] S \cap[z u] S \neq \emptyset$, then, again as $S$ is right coherent, Theorem 2.5 yields $[x s] S \cap[z u] S$ is finitely generated as a subact of $F_{S}(X) / \rho_{\Sigma}$. Let $K=K(x s=y t, z u=d)$ denote a fixed finite subset of $S$ such that

$$
[x s] S \cap[z u] S=\underset{k \in K}{\cup}[x] k S
$$

For each $k \in K$, we use $k_{x s}$ and $k_{z u}$ to denote some fixed elements in $S$ such that $[x k]=$ $\left[x s k_{x s}\right]=\left[z u k_{z u}\right]$. Then we have $x k \rho_{\Sigma} x s k_{x s} \rho_{\Sigma} z u k_{z u}$, so that $b k=b s k_{x s}=b_{z} u k_{z u}$ by Proposition 3.12. Notice that $b_{z} u=d \in A$, so that certainly $b_{z} u k_{z u} \in A$.

Step (c) For each pair of equations $x s=y t, x u=z v \in \Sigma(X)$ with $y, z \neq x$ such that $[x s] S \cap[x u] S \neq \emptyset$, let $L=L(x s=y t, x u=z v)$ be a fixed finite subset of $S$ such that

$$
[x s] S \cap[x u] S=\underset{l \in L}{\cup}[x] l S
$$

For each $l \in L$, let $l_{x s}, l_{x u} \in S$ be fixed elements in $S$ such that $[x l]=\left[x s l_{x s}\right]=\left[x u l_{x u}\right]$. Then $x l \rho_{\Sigma} x s l_{x s} \rho_{\Sigma} x u l_{x u}$ and so $b l=b s l_{x s}=b u l_{x u}$ by Proposition 3.12.

Let $\Sigma(x)$ be the set of all equations of $\Sigma(X)$ in which the only variable that occurs is $x$. Define

$$
\Pi(x)=\Sigma(x) \cup \Sigma_{1}(x) \cup \Sigma_{2}(x) \cup \Sigma_{3}(x)
$$

where

$$
\begin{array}{r}
\Sigma_{1}(x)=\{x s u=x s v: x s=y t \in \Sigma(X),(u, v) \in H(x s), y \neq x\}, \\
\Sigma_{2}(x)=\left\{x s k_{x s}=b_{z} u k_{z u}: x s=y t, z u=d \in \Sigma(X),[x s] S \cap[z u] S \neq \emptyset,\right. \\
\quad y, z \neq x, k \in K(x s=y t, z u=d)\}, \\
\Sigma_{3}(x)=\left\{x s l_{x s}=x u l_{x u}: x s=y t, x u=z v \in \Sigma(X),[x s] S \cap[x u] S \neq \emptyset,\right. \\
y, z \neq x, l \in L(x s=y t, x u=z v)\} .
\end{array}
$$

It follows from the above Steps (a), (b) and (c) that $\Pi(x)$ is a finite consistent set of equations with a solution $b$. As $A$ is almost pure, $\Pi(x)$ has a solution $c$ in $A$. Notice
that for $x s=y t \in \Sigma(X)$ with $x \neq y$ and $(u, v) \in H(x s)$, we have $c s u=c s v$ by the construction of $\Sigma_{1}(x)$. Let $(g, h) \in \mathbf{r}([x s])$. Then $g=h$, so that $c s g=c s h$, or there exists an $H(x s)$-sequence

$$
g=u_{1} t_{1}, v_{1} t_{1}=u_{2} t_{2}, \cdots, v_{m} t_{m}=h
$$

where $\left(u_{i}, v_{i}\right) \in H(x s)$ and $t_{i} \in S$ for all $1 \leq i \leq m$. In this latter case, $c s u_{i}=c s v_{i}$ for all $1 \leq i \leq m$, giving

$$
c s g=c s u_{1} t_{1}=c s v_{1} t_{1}=c s u_{2} t_{2}=\cdots=c s v_{m} t_{m}=c s h .
$$

Now let $\Sigma^{\prime}(x)$ be the set of all equations of $\Sigma(X)$ in which $x$ appears, so that

$$
\Sigma^{\prime}(x)=\Sigma(x) \cup\{x s=y t: x s=y t \in \Sigma(X), x \neq y\}
$$

Let $Y=X \backslash\{x\}$. Define

$$
\bar{\Sigma}=\Sigma(Y)=\left(\Sigma(X) \backslash \Sigma^{\prime}(x)\right) \cup\{c s=y t: x s=y t \in \Sigma(X), y \neq x\}
$$

We claim that $\bar{\Sigma}$ is consistent. To this end, let $F_{S}(Y)$ be the free $S$-act on $Y$. Then

$$
\rho_{\bar{\Sigma}}=\langle(y t, z u): y t=z u \in \Sigma(Y)\rangle \subseteq \rho_{\Sigma} .
$$

Let $y t=a, z u=d \in \Sigma(Y)$ with $y t g \rho_{\bar{\Sigma}} z u h$ for some $g, h \in S$. We must show that $a g=d h$. We consider the following three cases.

Case (i) $y t=a, z u=d \in \Sigma(X)$ with $y, z \neq x$. Then $a g=d h$ by the consistency of $\Sigma(X)$.

Case (ii) $y t=x s, z u=d \in \Sigma(X)$ with $y, z \neq x, a=c s$. We have

$$
x s g \rho_{\Sigma} y t g \rho_{\Sigma} z u h
$$

so that $b s g=b_{y} t g=b_{z} u h$ and also $[x s] S \cap[z u] S \neq \emptyset$. Then for all $k \in K$ we have $x s k_{x s}=b_{z} u k_{z u} \in \Sigma_{2}(x)$ and so

$$
c s k_{x s}=b_{z} u k_{z u}
$$

Further, since

$$
[z u h] \in[x s] S \cap[z u] S=\underset{k \in K}{\cup}[x k] S=\underset{k \in K}{\cup}\left[x s k_{x s}\right] S=\cup_{k \in K}\left[z u k_{z u}\right] S
$$

there exists $k \in K$ and $p \in S$ such that
giving $x s g \rho_{\Sigma} x s k_{x s} p$, and so $\left(g, k_{x s} p\right) \in \mathbf{r}([x s])$. Now we have

$$
a g=c s g=c s k_{x s} p=b_{z} u k_{z u} p=b_{z} u h=d h .
$$

Case (iii) $x s=y t, x v=z u \in \Sigma(X)$ with $y, z \neq x, a=c s, d=c v$. We have

$$
x s g \rho_{\Sigma} y t g \rho_{\Sigma} z u h \rho_{\Sigma} x v h
$$

giving $[x s] S \cap[x v] S \neq \emptyset$. Then for all $l \in L$ we have $x s l_{x s}=x v l_{x v} \in \Sigma_{3}(x)$, and so

$$
c s l_{x s}=c v l_{x v}
$$

Further, since

$$
[x s g] \in[x s] S \cap[x v] S=\cup_{l \in L}[x] l S=\cup_{l \in L}\left[x s l_{x s}\right] S=\cup_{l \in L}\left[x v l_{x v}\right] S
$$

there exists $l \in L$ and $q \in S$ such that

$$
x v h \rho_{\Sigma} x s g \rho_{\Sigma} x l q \rho_{\Sigma} x s l_{x s} q \rho_{\Sigma} x v l_{x v} q .
$$

Notice that $\left(h, l_{x v} q\right) \in \mathbf{r}\left([(x v)]\right.$ and $\left(g, l_{x s} q\right) \in \mathbf{r}([(x s)]$, so we have

$$
a g=c s g=c s l_{x s} q=c v l_{x v} q=c v h=d h .
$$

Therefore we have that $\Sigma(Y)$ is a finite consistent set of equations in $|Y|=n-1$ variables over $A$, so by our inductive hypothesis, $\Sigma(Y)$ has a solution $\left(c_{y}\right)_{y \in Y}$ in $A$. Putting $c_{x}=c$ it is easy to see that $\left(c_{y}\right)_{y \in X}$ is a solution to $\Sigma(X)$. This completes the proof.

As shown in Theorem 7.5, the converse of Theorem 4.1 is not true, in general.
The next corollary confirms that $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$ is indeed a finitary property for monoids. It follows from the fact that right coherency is a finitary property, and Theorem 4.1.

Corollary 4.2. Let $S$ be a finite monoid. Then every almost pure $S$-act is absolutely pure.

## 5. Canonical constructions

It is clear from Theorem 4.1 and its proof that right coherency of $S$ is strongly related to the property that $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$. The main results of the remaining sections,

Theorem 6.1 and Theorem 8.2, add to this evidence. The purpose of the current section is to provide the machinery to prove these theorems. Building on techniques established in Section 3, for any frame set $\mathscr{F}$, we construct a canonical $\mathscr{F}$-pure extension $A(\mathscr{F})$ of an arbitrary $S$-act $A$. Where $\mathscr{F}$ is the set of all mfp-frames (1-frames, finite frames) then we denote $A(\mathscr{F})$ by $A(1)^{f p}\left(A(1), A\left(\aleph_{0}\right)\right)$, so that these are canonical mfp-pure (almost pure, absolutely pure) extensions of $A$. In Section 6 we use $A(1)^{f p}$ to prove Theorem 6.1, which states that all mfp-pure acts are almost pure, that is, $\mathcal{A}_{S}^{f p}(1)=\mathcal{A}_{S}(1)$, if and only if $S$ is right coherent. In Section 8 we explicitly use $A(1)$ and $A\left(\aleph_{0}\right)$ to establish Theorem 8.2, which gives conditions for all almost pure $S$-acts to be absolutely pure, that is, $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$, in terms of finitely presented $S$-acts, their finitely generated $S$-subacts and their canonical extensions.

The $S$-acts that we build are constructed from infinite towers of extensions of $A$ : strictly speaking we cannot merely take their union as we do not have a universal $S$ act of which they are all subacts. Rather, we are taking a direct limit where we are suppressing explicit notation for the embedding of one subact into another.

In what follows, it is convenient to say that $\Sigma$ is a set of $\mathscr{F}$-equations if $\mathcal{F}(\Sigma) \in \mathscr{F}$.
Definition 5.1. Let $A$ be a subact of an $S$-act $B$. We say $B$ is $\mathscr{F}$-built from $A=A_{0}$ if for some ordinal $\xi$ we have

$$
B=\bigcup_{0 \leq i \leq \xi} A_{i}
$$

where:
(i) for each $0 \leq i<\xi$, the subact $A_{i+1}=A_{i}\left(\Sigma_{i}\right)$ for some consistent set $\Sigma_{i}$ of $\mathscr{F}$-equations over $A_{i}$;
(ii) if $\zeta$ is a limit ordinal, then $A_{\zeta}=\bigcup_{0 \leq i<\zeta} A_{i}$.

For our next result we require a pair of technical lemmas.
Lemma 5.2. Let $A$ be a subact of an $S$-act $B$. Suppose that $\theta: B \rightarrow A$ is an $S$-morphism. Let $\Sigma=\Sigma(X)$ be a consistent set of $\mathscr{F}$-equations over $B$. Then $\Sigma_{\theta}$, where $\Sigma_{\theta}$ is obtained from $\Sigma$ by replacing each constant $c$ by $c \theta$, is consistent over $A$ and is a set of $\mathscr{F}$ equations. Further, $\bar{\theta}: B(\Sigma) \rightarrow A\left(\Sigma_{\theta}\right)$ given by

$$
[x] \bar{\theta}=[x] \text { and } b \bar{\theta}=b \theta,
$$

for $x \in X$ and $b \in B$ (with appropriate interpretation of equivalence classes) is an $S$-morphism extending $\theta$.

Proof. By Proposition 3.13 the set $\Sigma_{\theta}$ is consistent; it follows from the definition that if $\Sigma$ has frame in $\mathscr{F}$, then so does $\Sigma_{\theta}$. Again from their definitions, with an application of the first isomorphism theorem, it is easy to see that there is an $S$-morphism $\bar{\theta}: B(\Sigma) \rightarrow$ $A\left(\Sigma_{\theta}\right)$ with the required properties.

Lemma 5.3. Let $A$ be a subact of an $S$-act $B$. Suppose that $\theta: B \rightarrow A$ is an $S$-morphism. Let $\Sigma=\Sigma(X)$ be a consistent set of $\mathscr{F}$-equations over $B$. Then if $A$ is $\mathscr{F}$-pure there is an $S$-morphism from $B(\Sigma)$ to $A$ extending $\theta$ which is a retraction if $\theta$ is a retraction.

Proof. Following the notation and conclusion of Lemma 5.2 we have an $S$-morphism $\bar{\theta}: B(\Sigma) \rightarrow A\left(\Sigma_{\theta}\right)$ such that $[x] \bar{\theta}=[x]$ and $b \bar{\theta}=b \theta$. Since $A$ is $\mathscr{F}$-pure, Proposition 3.14 says there is a retraction $\psi: A\left(\Sigma_{\theta}\right) \rightarrow A$, so that certainly $\bar{\theta} \psi: B(\Sigma) \rightarrow A$ is an $S$-morphism extending $\theta$. The final statement is then clear.

Proposition 5.4. Let $A$ be an $\mathscr{F}$-pure $S$-act, and let $B$ be $\mathscr{F}$-built from $A$. Then $A$ is a retract of $B$.

Proof. We show by transfinite induction that for each $0 \leq i \leq \xi$ there is a retraction $\varphi_{i}: A_{i} \rightarrow A$, such that for $i<j$ we have $\left.\varphi_{j}\right|_{A_{i}}=\varphi_{i}$. This is clearly true for $i=0$.

Suppose that $\varphi_{j}$ has been defined with the required property for all $0 \leq j<\mu$. If $\mu$ is a limit ordinal we simply define $b \varphi_{\mu}=b \varphi_{i}$ where $b \in A_{i}$ and $0<i<\mu$. On the other hand, if $\mu=i+1$ then we have that $A_{i+1}=A_{i}\left(\Sigma_{i}\right)$ for some consistent set $\Sigma_{i}$ of $\mathscr{F}$-equations over $A_{i}$. We apply Lemma 5.3 to construct the required $\varphi_{i+1}$.

It is immediate that $\varphi: B \rightarrow A$ given by $b \varphi=b \varphi_{i}$, where $b \in A_{i}$, is a retraction.

We now proceed to build the promised canonical constructions. They are essentially based on the standard way to build an algebraically or existentially closed structure extending a given one, in any class closed under unions of chains. However, to use our constructions to extract results, a little care is required.

For any set of equations $\Sigma=\Sigma(X)$, and any set $Y_{X}=\left\{y_{x}: x \in X\right\}$ of new symbols, we have another set of equations $\Sigma\left(Y_{X}\right)$, with precisely the same consistency properties as the original. Our convention in what follows is that for any consistent set of equations $\Sigma$ we choose and fix a set of variables, such that for any two different sets of equations, we choose different variables. The result of this is that if $\left\{\Sigma_{i}: i \in I\right\}$ is a set of consistent sets of equations over $A$, then $\bigcup_{i \in I} A\left(\Sigma_{i}\right)$ is an $S$-act, and for $i \neq j$ we have $A\left(\Sigma_{i}\right) \cap A\left(\Sigma_{j}\right)=$ $A$; in other words, we can amalgamate $\left\{A\left(\Sigma_{i}\right): i \in I\right\}$ over $A$. Here, as elsewhere, we freely identify the image of $A$ in $A(\Sigma)$ with $A$.

Let $A$ be an $S$-act and let $\mathscr{F}$ be a set of frames. Define

$$
\Theta(A, \mathscr{F})=\{\Sigma: \mathcal{F}(\Sigma) \in \mathscr{F}, \Sigma \text { is consistent over } A\}
$$

and then put

$$
\Omega(A, \mathscr{F})=\bigcup_{\Sigma \in \Theta(A, \mathscr{F})} c(\Sigma) .
$$

Now let

$$
A_{1}^{\mathscr{F}}=\left(A \dot{\cup} F_{S}(\Omega(A, \mathscr{F})) / \kappa(A, \mathscr{F})\right.
$$



Fig. 1. Building $A(\mathscr{F})$.
where

$$
\kappa(A, \mathscr{F})=\langle H(\Sigma) \cup K(\Sigma): \Sigma \in \Theta(A, \mathscr{F})\rangle .
$$

The next result relies on a remark above, namely that, due to our labelling of variables, for distinct $\Sigma, \Sigma^{\prime} \in \Theta(A, \mathscr{F})$ we have $A(\Sigma) \cap A\left(\Sigma^{\prime}\right)=A$.

Lemma 5.5. Let $A$ be an $S$-act and let $\mathscr{F}$ and $\mathscr{G}$ be frame sets with $\mathscr{F} \subseteq \mathscr{G}$. Then
(1) The $S$-act $A_{1}^{\mathscr{F}}$ is the amalgamation of the $S$-acts $A(\Sigma)$ where $\Sigma \in \Theta(A, \mathscr{F})$ over $A$, in particular, $A$ is embedded in $A_{1}^{\mathscr{F}}$;
(2) $A_{1}^{\mathscr{F}} \subseteq A_{1}^{\mathscr{G}}$;
(3) every consistent set of $\mathscr{F}$-equations over $A$ has a solution in $A_{1}^{\mathscr{Y}}$ and hence in $A_{1}^{\mathscr{G}}$;
(4) $A$ is $\mathscr{F}$-pure if and only if it is a retract of $A_{1}^{\mathscr{F}}$.

Proof. (1)-(3) are clear, given our careful labelling of variables in sets of equations; (4) follows from Proposition 3.14.

We cannot say, for example, that if $\mathscr{F}$ is the frame set of all finite frames, then $A_{1}^{\mathscr{F}}$ is absolutely pure, since we have not considered consistent sets of equations with constants in $A_{1}^{\mathscr{F}} \backslash A$. We need to iterate our construction to achieve the desired canonical extensions of $A$. Fig. 1 gives an illustration.

Again, let $\mathscr{F}$ be a frame set and put $A=A_{0}^{\mathscr{F}}$. Suppose that for $1 \leq i$ we have constructed the $S$-acts $A_{i-1}^{\mathscr{F}}$. We now let $A_{i}^{\mathscr{F}}=\left(A_{i-1}\right)_{1}^{\mathscr{F}}$, where at each stage, in each set of equations, we always choose distinct variables. This gives us a sequence

$$
A_{0}^{\mathscr{F}} \subseteq A_{1}^{\mathscr{F}} \subseteq A_{2}^{\mathscr{F}} \subseteq \ldots
$$

We let

$$
A(\mathscr{F})=\bigcup_{i \in \mathbb{N}^{0}} A_{i}^{\mathscr{F}} .
$$

Given the way we have labelled our variables, and our conventions on identification, we also have that, for any frame sets $\mathscr{F}$ and $\mathscr{G}$ with $\mathscr{F} \subseteq \mathscr{G}$, and any $i, j \in \mathbb{N}^{0}$ with $i \leq j$,

$$
A_{i}^{\mathscr{F}} \subseteq A_{j}^{\mathscr{G}}
$$

and consequently,

$$
A(\mathscr{F}) \subseteq A(\mathscr{G})
$$

To avoid technical considerations of cardinality, we restrict our attention in Theorem 5.6 to finite frames. Indeed, for ease of application, we have in some sense been over generous with the nature of our extensions, so that what we have constructed for the set of all frames is not the injective hull [1].

Theorem 5.6. Let $A$ be an $S$-act and let $\mathscr{F}$ be a set of finite frames. Then $A(\mathscr{F})$ is $\mathscr{F}$-pure. Further, $A$ is $\mathscr{F}$-pure if and only if $A$ is a retract of $A(\mathscr{F})$.

Proof. The first statement follows from the usual finiteness arguments: any finite consistent set of equations over $A(\mathscr{F})$ must be consistent over $A_{m}^{\mathscr{F}}$ for some $m$ and hence have a solution in $A_{m+1}^{\mathscr{F}} \subseteq A(\mathscr{F})$.

If $A$ is a retract of $A(\mathscr{F})$, then Lemma 3.5 gives that $A$ is $\mathscr{F}$-pure. For the converse, we apply Proposition 5.4.

## 6. A new characterisation of coherency

The aim of this section is to provide a so-called homological characterisation of coherency. That is, we characterise coherency of a monoid $S$ in terms of two classes of $S$-acts (each defined using completion of diagrams) coinciding.

Before stating our result we set up some notation. Let $\mathscr{F}$ be the frame set of all mfpframes and let $A$ be an $S$-act. We say an element $\epsilon$ of $A(\mathscr{F})$ has level $L(\epsilon)=n$, where $n \in \mathbb{N}^{0}$, if $\epsilon \in A_{n}^{\mathscr{F}} \backslash A_{n-1}^{\mathscr{F}}$ and $A_{-1}^{\mathscr{F}}$ in interpreted as $\emptyset$.

We now state the main result of this section, and devote the remainder of the section to its proof.

Theorem 6.1. The following are equivalent for monoid $S$ :
(1) $S$ is right coherent;
(2) every mfp-pure $S$-act is almost pure;
(3) every mfp-pure $S$-act is absolutely pure.

Proof. If $S$ is right coherent, then every mfp-pure act is almost pure, since the right coherency of $S$ gives us by definition that every finitely generated subact of every finitely
presented monogenic $S$-act has a finite presentation. Thus (1) implies (2) and clearly, (3) implies (2). We show that (2) implies (1). The result that (2) implies (3) then follows from Theorem 4.1.

Assume that (2) holds. Let $D$ be a finitely generated subact of a finitely presented and monogenic $S$-act $C$. By definition, we have that $C=S / \rho$ where $\rho$ is a finitely generated right congruence on $S$, so that $\rho=\langle H\rangle$ where $H \subseteq S \times S$ is finite. We aim to show that $D$ has a finite presentation and then call upon Theorem 2.5 to deduce that $S$ is right coherent.

Without loss of generality we may assume that $D \neq \emptyset$, so that

$$
D=\bigcup_{b \in I}[b] S \subseteq S / \rho=C
$$

where $I \neq \emptyset$ is finite and $[u]$ denotes the $\rho$-class of $u \in S$. Let $Z=\left\{z_{b}: b \in I\right\}$ be a set of symbols in bijective correspondence with $I$ and consider $\psi: F_{S}(Z) \rightarrow D$ given by

$$
z_{b} \psi=[b] .
$$

To show that $D$ is finitely presented, we must show that the congruence ker $\psi$ on $F_{S}(Z)$ is finitely generated.

As in Section 5 we build the mfp-pure extension $D^{f p}(1)$ of $D$. Since $D$ is embedded in both $C$ and $B^{f p}(1)$, and by assumption $D^{f p}(1)$ is almost pure, the inclusion map $\iota: D \rightarrow D^{f p}(1)$ extends to an $S$-morphism $\bar{\iota}: C \rightarrow D^{f p}(1)$.

Lemma 6.2. Let $\gamma \in D^{f p}(1)$ have level $n$. Then $\gamma$ lies in a subact of $D^{f p}(1)$ built from finitely many $\mathscr{F}$-extensions, starting with $D$ as the base $S$-act.

Proof. We proceed by induction. If $\gamma \in D$ the result is clear. Suppose now that $\gamma \in$ $D^{f p}(1)_{n} \backslash D^{f p}(1)_{n-1}$. Then $\gamma=(x s)$ where $(x s)$ denotes the equivalence class of $x s$ in $\left(D^{f p}(1)_{n-1} \cup x S\right) / \rho_{\Sigma}$ for some finite consistent set of equations $\Sigma=\Sigma(\mathcal{F}, \phi)$ in one variable. Since $\Sigma$ is finite, it certainly includes only finitely many equations with the form $x t=t \phi$. Since the level of each $t \phi$ is strictly less than $n$, induction gives that the elements $t \phi$ each lie in subacts of $D^{f p}(1)$ built from finitely many $\mathscr{F}$-extensions of $D$. The union of all those subacts gives a subact $A$ such that $\gamma$ lies in the extension of $A(\Sigma)$ of $A$. The result follows by induction.

Corollary 6.3. The element $[1] \bar{\iota}$ lies in $\bar{D}$, where $\bar{D}$ is a subact of $D^{f p}(1)$ built from finitely many $\mathscr{F}$-extensions of $D$.

Let $\mathcal{S}$ denote the finite set of finite consistent sets of equations $\Sigma$ used in building $\bar{D}$ from $D$. We note that each $\Sigma$ has a single variable, and all the variables are distinct. As much as possible, we suppress mention of the variable. In fact, we may in many cases omit it altogether in the sense that, for a set of equations $\Sigma=\Sigma(x)$ in one variable
we may identify the congruence $\rho_{\Sigma}$ on $F_{S}(x)$ with a right congruence $\rho$ on $S$. For each $\Sigma \in \mathcal{S}$ we have by definition of $\bar{D}$ that $B(\Sigma)$ is finitely presented. Since $B(\Sigma)$ is a subact of $C(\Sigma)=x S / \rho_{\Sigma}$, we may drop mention of $x$ and consider $B(\Sigma)$ to be a subact of $C=S / \rho_{\Sigma}$.

For $\Sigma \in \mathcal{S}$ choose and fix a set of symbols $\left\{z_{t}^{\Sigma}: t \in \mathcal{F}^{1}\right\}$ and let

$$
\psi_{\Sigma}: \bigcup_{t \in \mathcal{F}^{1}} z_{t}^{\Sigma} \rightarrow \bigcup_{t \in \mathcal{F}^{1}}(t)
$$

where $(u)$ is the $\rho_{\Sigma^{-}}$-class of $u \in S$, be given by

$$
z_{t} \psi_{\Sigma}=(t)
$$

Now let

$$
\operatorname{ker} \psi_{\Sigma}=\langle J(\Sigma)\rangle
$$

where $J(\Sigma)$ is finite by virtue of $B(\Sigma)$ being finitely presented.
Lemma 6.4. Let $C$ be an $S$-act and let $\Sigma=\Sigma(\mathcal{F}, \phi)$ be a finite consistent set of equations in one variable over $C$. For an element $(x u)$ of

$$
C(\Sigma)=(C \cup x S) / \kappa_{\Sigma},
$$

where (xu) denotes the $\kappa_{\Sigma}$-class of $x u$, we have that $(x u)=(c)$ for some $c \in C$ if and only if $x u \rho_{\Sigma} x v \ell$ for some $x v \in \mathcal{F}^{1}$ and $\ell \in S$.

Proof. Let $c \in C$. We have that $(x u)=(c)$ if and only if $x u \kappa_{\Sigma} c$. Since $x u \neq c$ that would necessitate an $H(\Sigma) \cup K(\Sigma)$-sequence

$$
x u=\alpha_{1} t_{1}, \beta_{1} t_{1}=\alpha_{2} t_{2}, \cdots, \beta_{n} t_{n}=c
$$

for some $n \in \mathbb{N},\left(\alpha_{i}, \beta_{i}\right) \in H(\Sigma) \cup K(\Sigma)$ and $t_{i} \in S$, for $1 \leq i \leq n$. Clearly $\left(\alpha_{n}, \beta_{n}\right) \in$ $K(\Sigma)$; let $k$ be the least such that $\left(\alpha_{k}, \beta_{k}\right) \in K(\Sigma)$. Then $\left(\alpha_{k}, \beta_{k}\right)=(x v, v \phi)$ for some $x v \in \mathcal{F}^{1}$, and $x u \rho_{\Sigma} x v t_{k}$, completing the argument.

We now suppress the mention of the variables in our sets of equations. A widget is a pair $(\gamma, h)$ where $\gamma \in \bar{D}$ and $h \in S$; the level of a widget $L=L(\gamma, h)$ is the level $L(\gamma)$ of its first co-ordinate. If $(\gamma, h)$ is a level $n$ widget, where $n \in \mathbb{N}^{0}$, then $\gamma h$ has level $m$ for some $0 \leq m \leq n$. We say that a widget $(\gamma, h)$ is stable if $\gamma$ has the same level as $\gamma h$. If $(\gamma, h)$ is not stable, then from Lemma 6.4 we must have that $\gamma=(c)$, where $(c)$ is the $\rho_{\Sigma}$-class of some $\Sigma=\Sigma(\mathcal{F}, \phi) \in \mathcal{S}$, and ch $\rho_{\Sigma} v k$ for some $v \in \mathcal{F}^{1}$ and $k \in S$. Putting $\delta=v \phi$ we note that $(\delta, k)$ is itself a widget and in $\bar{D}$ we have $\gamma h=\delta k$. We say that the
widget $(\gamma, h)$ descends to the widget $(\delta, k)$ and write $(\gamma, h) \rightarrow(\delta, k)$. A widget descent is a finite sequence of descents

$$
\left(\gamma_{1}, h_{1}\right) \rightarrow\left(\gamma_{2}, h_{2}\right) \rightarrow \cdots \rightarrow\left(\gamma_{\ell}, h_{\ell}\right)
$$

where $\left(\gamma_{\ell}, h_{\ell}\right)$ is stable. Notice that each widget has a widget descent. We choose and fix a widget descent for each widget. Starting from level 0 widgets, we may do this in such a way that if

$$
\left(\gamma_{1}, h_{1}\right) \rightarrow\left(\gamma_{2}, h_{2}\right) \rightarrow \cdots \rightarrow\left(\gamma_{\ell}, h_{\ell}\right)
$$

is the fixed widget descent for $\left(\gamma_{1}, h_{1}\right)$, then for any $2 \leq i \leq \ell$ we have that

$$
\left(\gamma_{i}, h_{i}\right) \rightarrow\left(\gamma_{i+1}, h_{i+1}\right) \rightarrow \cdots \rightarrow\left(\gamma_{\ell}, h_{\ell}\right)
$$

is the fixed widget descent for $\left(\gamma_{i}, h_{i}\right)$.
We now define a finite set of widgets $\mathcal{W}$ which will be used to construct a set of generators of ker $\psi$. We do this by adding finitely many elements, in finitely many stages, to $\mathcal{W}$, starting with the empty set.

Let $\sigma=[1]$. For each $(u, v) \in H$ and $b \in I$ we put

$$
(\sigma, u),(\sigma, v),(\sigma, b) \text { into } \mathcal{W}
$$

For each $\Sigma=\Sigma(\mathcal{F}, \phi) \in \mathcal{S}$ and each $\left(z_{t}^{\Sigma} h, z_{u}^{\Sigma} k\right) \in J(\Sigma)$ we let

$$
(t \phi, h),(u \phi, k) \in \mathcal{W}
$$

For each of the widgets $(\gamma, h)$ we have added to $\mathcal{W}$, we now add to $\mathcal{W}$ all the widgets in the fixed, chosen, widget descent of $(\gamma, h)$. This yields a finite set of widgets $\mathcal{W}$. Let $\mathcal{W}_{0}$ be the set of level 0 widgets in $\mathcal{W}$. For $\gamma \in D$ we let

$$
\gamma=\left[s(\gamma) q_{\gamma}\right]
$$

where $s(\gamma) \in I$ and $q_{\gamma} \in S$.
Let

$$
\mathcal{V}_{1}=\left\{\left(z_{s(\gamma)} q_{\gamma} h, z_{s(\delta)} q_{\delta} k\right):(\gamma, h),(\delta, k) \in \mathcal{W}_{0}, \gamma h=\delta k\right\} .
$$

For any $b \in I$ we have the fixed widget descent starting from $(\sigma, b)$. Since

$$
\sigma b=[1] \bar{\iota} b=[b] \bar{\iota}=[b] \iota=[b] \in D,
$$

the widget $(\sigma, b)$ has a widget descent terminating in a stable widget $(\gamma(b), p(b))$. In particular, $[b]=\sigma b=\gamma(b) p(b)$. We now let

$$
\mathcal{V}_{2}=\left\{\left(z_{b}, z_{s(\gamma(b))} q_{\gamma(b)} p(b)\right): b \in I\right\}
$$

and let

$$
\mathcal{V}=\mathcal{V}_{1} \cup \mathcal{V}_{2}
$$

Lemma 6.5. We have that $\mathcal{V} \subseteq \operatorname{ker} \psi$.
Proof. Let $\left(z_{s(\gamma)} q_{\gamma} h, z_{s(\delta)} q_{\delta} k\right) \in \mathcal{V}_{1}$ be such that $(\gamma, h),(\delta, k) \in \mathcal{W}_{0}$ and $\gamma h=\delta k$. Then

$$
\left(z_{s(\gamma)} q_{\gamma} h\right) \psi=\left(z_{s(\gamma)} q_{\gamma}\right) \psi h=\left[s(\gamma) q_{\gamma}\right] h=\gamma h
$$

and similarly,

$$
\left(z_{s(\delta)} q_{\delta} k\right) \psi=\left(z_{s(\delta)} q_{\delta}\right) \psi k=\left[s(\delta) q_{\delta}\right] k=\delta k
$$

As $\gamma h=\delta k$, we have $\left(z_{s(\gamma)} q_{\gamma} h, z_{s(\delta)} q_{\delta} k\right) \in \operatorname{ker} \psi$, so that $\mathcal{V}_{1} \subseteq \operatorname{ker} \psi$.
To show $\mathcal{V}_{2} \subseteq \operatorname{ker} \psi$, we let $\left(z_{b}, z_{s(\gamma(b))} q_{\gamma(b)} p(b)\right) \in \mathcal{V}_{2}$ with $b \in I$. Then

$$
\left(z_{s(\gamma(b))} q_{\gamma(b)} p(b)\right) \psi=\left[s(\gamma(b)) q_{\gamma(b)}\right] p(b)=\gamma(b) p(b)=[b]=\left(z_{b}\right) \psi
$$

implying $\left(z_{b}, z_{s(\gamma(b))} q_{\gamma(b)} p(b)\right) \in \operatorname{ker} \psi$, so that $\mathcal{V}_{2} \subseteq \operatorname{ker} \psi$. Therefore, $\mathcal{V} \subseteq \operatorname{ker} \psi$, as required.

Our aim now is to show the converse to Lemma 6.5, namely that ker $\psi \subseteq\langle\mathcal{V}\rangle$. To this end we need some further terminology.

Definition 6.6. Let $n \in \mathbb{N}^{0}$. A $\mathcal{W}$-widget sequence connecting

$$
\left(\delta_{0}, k_{0} s_{0}\right) \text { to }\left(\gamma_{n+1}, h_{n+1} s_{n+1}\right)
$$

is a sequence

$$
\left(\delta_{0}, k_{0} s_{0}\right)=\left(\gamma_{1}, h_{1} s_{1}\right),\left(\delta_{1}, k_{1} s_{1}\right)=\left(\gamma_{2}, h_{2} s_{2}\right), \cdots,\left(\delta_{n}, k_{n} s_{n}\right)=\left(\gamma_{n+1}, h_{n+1} s_{n+1}\right)
$$

where:

$$
\begin{array}{ll}
\left(\delta_{i}, k_{i}\right) & \text { are widgets in } \mathcal{W}, 0 \leq i \leq n \\
\left(\gamma_{j}, h_{j}\right) & \text { are widgets in } \mathcal{W}, 1 \leq j \leq n+1 \\
\delta_{0} k_{0}, \gamma_{n+1} h_{n+1} & \text { are elements of } D \\
\gamma_{i} h_{i}=\delta_{i} k_{i} & 1 \leq i \leq n
\end{array}
$$

The level $L$ of a $\mathcal{W}$-widget sequence is the level of the greatest $\delta_{i}$ (where $0 \leq i \leq n$ ) and the value of a $\mathcal{W}$-widget sequence is $(L, \ell)$, where $L$ is the level, and $\ell$ is the number indices $i \in\{0, \cdots, n\}$ such that $\delta_{i}$ has level $L$.


Fig. 2. Reducing the value of a widget sequence.

In what follows, values of $\mathcal{W}$-widget sequences are ordered lexicographically.
Lemma 6.7. Let $\left(\delta_{0}, k_{0} s_{0}\right)$ and $\left(\gamma_{n+1}, h_{n+1} s_{n+1}\right)$ be connected via a $\mathcal{W}$-widget sequence as in Definition 6.6. Suppose that the level of this sequence is strictly greater than 0 . Then there is a $\mathcal{W}$-widget sequence of lower value connecting $\left(\delta_{0}^{\prime}, k_{0}^{\prime} s_{0}\right)$ and $\left(\gamma_{n+1}^{\prime}, h_{n+1}^{\prime} s_{n+1}\right)$, where $\left(\delta_{0}^{\prime}, k_{0}^{\prime}\right)$ is in the fixed descent of the widget $\left(\delta_{0}, k_{0}\right)$ and $\left(\gamma_{n+1}^{\prime}, h_{n+1}^{\prime}\right)$ is in the fixed descent of the widget $\left(\gamma_{n+1}, h_{n+1}\right)$ (including the possibility they are unchanged).

We begin by outlining the strategy of the proof. Let us abbreviate our $\mathcal{W}$-widget sequence as

$$
w_{0}, w_{1}, \cdots, w_{n}
$$

where

$$
w_{i}=\left(\delta_{i}, k_{i} s_{i}\right)=\left(\gamma_{i+1}, h_{i+1} s_{i+1}\right),
$$

for $1 \leq i \leq n$. We pick an $i \leq j$ such that $w_{i}, w_{i+1}, \cdots, w_{j}$ have highest level, and either $w_{i-1}$ has lower level, or $i=0$, and either $w_{j+1}$ has lower level, or $j=n$. We then 'pull down' the subsequence $w_{i}, \cdots, w_{j}$ to a sequence of widgets $w_{i}^{\prime}=v_{\ell}, v_{\ell+1}, \cdots, v_{m}=w_{j}^{\prime}$ such that we have a new $\mathcal{W}$-widget sequence

$$
w_{0}, w_{1}, \cdots, w_{i-1}, w_{i}^{\prime}=v_{\ell}, v_{\ell+1}, \cdots, v_{m}=w_{j}^{\prime}, w_{j+1}, \cdots, w_{n}
$$

with lower value. This is illustrated in Fig. 2.
Proof. Let $L$ be the greatest level of $\delta_{l}$ occurring in the $\mathcal{W}$-widget sequence: by assumption, $L>0$. Let $i$, where $0 \leq i \leq n$, be the smallest such that the level of $\delta_{i}$ is $L$. We will construct a new $\mathcal{W}$-widget sequence where, in particular, $\left(\delta_{i}, k_{i}\right)$ is replaced by a new
widget in its fixed descent, and where we involve no new elements of $\bar{D}$ of level higher than $L-1$.

Consider $\gamma_{i+1} h_{i+1}$. Since $\delta_{i}=\gamma_{i+1}$, we have $L\left(\gamma_{i+1}\right)=L$ so that $L\left(\gamma_{i+1} h_{i+1}\right)=$ $L\left(\delta_{i+1} k_{i+1}\right) \leq L$. If $L\left(\gamma_{i+1} h_{i+1}\right)=L$, then we are forced to have $L\left(\delta_{i+1}\right)=L\left(\gamma_{i+2}\right)=L$. Continuing in this manner, since $L\left(\gamma_{n+1} h_{n+1}\right)=0$, we arrive at $j$ where $i+1 \leq j \leq n+1$ such that

$$
L=L\left(\gamma_{l}\right)=L\left(\gamma_{l} h_{l}\right)=L\left(\delta_{l}\right)=L\left(\delta_{l} k_{l}\right)
$$

for $i+1 \leq l<j$ but

$$
L\left(\gamma_{j} h_{j}\right)<L=L\left(\gamma_{j}\right)
$$

We remark that in the degenerate case where $n=0$ and so $\left(\delta_{0}, k_{0} s_{0}\right)=\left(\gamma_{1}, h_{1} s_{1}\right)$, then as $L\left(\delta_{0}\right)=L\left(\gamma_{1}\right)=L>0$, and $L\left(\delta_{0} k_{0}\right)=L\left(\gamma_{1} h_{1}\right)=0$, in this case, $i=0$ and $j=1$.

From above, we have that $\gamma_{i+1}$, together with

$$
\gamma_{i+1}, \delta_{i+1}=\gamma_{i+2}, \cdots, \delta_{j-1}=\gamma_{j}
$$

and if $i+1<j$

$$
\gamma_{i+1} h_{i+1}=\delta_{i+1} k_{i+1}, \cdots, \gamma_{j-1} h_{j-1}=\delta_{j-1} k_{j-1}
$$

all have level $L$. Given the equalities, and the construction of $D^{f p}(1)$, this can only happen if

$$
\gamma_{a}=\left(c_{a}\right), i+1 \leq a \leq j
$$

and

$$
\delta_{b}=\left(d_{b}\right), i+1 \leq b \leq j-1,
$$

where $(u)$ denotes the $\rho_{\Sigma}$-class of $u \in S$ for some $\Sigma=\Sigma(\mathcal{F}, \phi) \in \mathcal{S}$. It follows that

$$
c_{a} h_{a} \rho_{\Sigma} d_{a} k_{a}, i+1 \leq a \leq j-1
$$

and then, using the definition of a $\mathcal{W}$-widget sequence,

$$
c_{i+1} h_{i+1} s_{i+1} \rho_{\Sigma} d_{i+1} k_{i+1} s_{i+1} \rho_{\Sigma} c_{i+2} h_{i+2} s_{i+2} \rho_{\Sigma} d_{j-1} k_{j-1} s_{j-1}
$$

If $i>0$ then we notice that $L\left(\delta_{i-1}\right)=L\left(\gamma_{i}\right)<L$ and so $L\left(\delta_{i} k_{i}\right)=L\left(\gamma_{i} h_{i}\right)<L$. Clearly $0=L\left(\delta_{i} k_{i}\right)<L$ is immediately true if $i=0$, by our assumptions on the end points of the $\mathcal{W}$-sequence. Now from the fact $L\left(\delta_{i} k_{i}\right)<L\left(\delta_{i}\right)=L$ and $L\left(\gamma_{j} h_{j}\right)<L=L\left(\gamma_{j}\right)$, we have widget descents, as the first steps in our fixed, chosen, widget descents

$$
\left(\delta_{i}, k_{i}\right) \rightarrow\left(\delta_{i}^{\prime}, k_{i}^{\prime}\right) \text { and }\left(\gamma_{j}, h_{j}\right) \rightarrow\left(\gamma_{j}^{\prime}, h_{j}^{\prime}\right)
$$

The construction of $\mathcal{W}$ tells us that $\left(\delta_{i}^{\prime}, k_{i}^{\prime}\right),\left(\gamma_{j}^{\prime}, h_{j}^{\prime}\right) \in \mathcal{W}$. By choice of our descent sequences, $\left(\delta_{i}^{\prime}, k_{i}^{\prime}\right)$ and $\left(\gamma_{j}^{\prime}, h_{j}^{\prime}\right)$ are obtained from

$$
d_{i} k_{i} \rho_{\Sigma} v k_{i}^{\prime} \text { and } c_{j} h_{j} \rho_{\Sigma} w h_{j}^{\prime}
$$

where $v \phi=\delta_{i}^{\prime}$ and $w \phi=\gamma_{j}^{\prime}$ for some $v, w \in \mathcal{F}^{1}$. This now gives us, together with earlier statements, that

$$
v k_{i}^{\prime} s_{i} \rho_{\Sigma} d_{i} k_{i} s_{i} \rho_{\Sigma} c_{i+1} h_{i+1} s_{i+1} \rho_{\Sigma} d_{j-1} k_{j-1} s_{j-1} \rho_{\Sigma} c_{j} h_{j} s_{j} \rho_{\Sigma} w h_{j}^{\prime} s_{j}
$$

A consequence of this is that

$$
\left(z_{v}^{\Sigma} k_{i}^{\prime} s_{i}\right) \psi_{\Sigma}=\left(z_{w}^{\Sigma} h_{j}^{\prime} s_{j}\right) \psi_{\Sigma}
$$

and so there is a $J(\Sigma)$-sequence

$$
z_{v}^{\Sigma} k_{i}^{\prime} s_{i}=U_{1} t_{1}, V_{1} t_{1}=U_{2} t_{2}, \cdots, V_{m} t_{m}=z_{w}^{\Sigma} h_{j}^{\prime} s_{j}
$$

where $m \in \mathbb{N}^{0},\left(U_{i}, V_{i}\right)=\left(z_{u(i)}^{\Sigma} u_{i}, z_{v(i)}^{\Sigma} v_{i}\right) \in J(\Sigma)$ and $t_{i} \in S$ for $1 \leq i \leq m$. Notice that from our choice of $\mathcal{W}$, we have that $\left(u(i) \phi, u_{i}\right),\left(v(i) \phi, v_{i}\right) \in \mathcal{W}$ for $1 \leq i \leq m$, and these widgets all have level strictly less than $L$. If $m=0$ we immediately have that $v=w$ and $k_{i}^{\prime} s_{i}=h_{j}^{\prime} s_{j}$. If $m \geq 0$ we have the following sequences of equalities:

$$
v=u(1), v(1)=u(2), \cdots, v(m)=w
$$

and

$$
k_{i}^{\prime} s_{i}=u_{1} t_{1}, v_{1} t_{1}=u_{2} t_{2}, \cdots, v_{m} t_{m}=h_{j}^{\prime} s_{j}
$$

Finally, since $\left(U_{i}, V_{i}\right) \in J(\Sigma)$ we have

$$
u(i) u_{i} \rho_{\Sigma} v(i) v_{i}
$$

so that Proposition 3.12 gives us that

$$
u(i) \phi u_{i}=v(i) \phi v_{i}
$$

for $1 \leq i \leq m$.
We observe that if $m=0$, then $\delta_{i}^{\prime}=v \phi=w \phi=\gamma_{j}^{\prime}$, and otherwise, $\delta_{i}^{\prime}=v \phi=u(1) \phi$ and $v(m) \phi=w \phi=\gamma_{j}^{\prime}$. We can now write down our new $\mathcal{W}$-widget sequence:

$$
\left(\delta_{0}, k_{0} s_{0}\right)=\left(\gamma_{1}, h_{1} s_{1}\right),\left(\delta_{1}, k_{1} s_{1}\right)=\left(\gamma_{2}, h_{2} s_{2}\right), \cdots,\left(\delta_{i-1}, k_{i-1} s_{i-1}\right)=\left(\gamma_{i}, h_{i} s_{i}\right)
$$

$$
\begin{aligned}
\left(\delta_{i}^{\prime}, k_{i}^{\prime} s_{i}\right)= & \left(u(1) \phi, u_{1} t_{1}\right),\left(v(1) \phi, v_{1} t_{1}\right)=\left(u(2) \phi, u_{2} t_{2}\right), \cdots,\left(v(m) \phi, v_{m} t_{m}\right)=\left(\gamma_{j}^{\prime}, h_{j}^{\prime} s_{j}\right), \\
& \left(\delta_{j}, k_{j} s_{j}\right)=\left(\gamma_{j+1}, h_{j+1} s_{j+1}\right), \cdots,\left(\delta_{n}, k_{n} s_{n}\right)=\left(\gamma_{n+1}, h_{n+1} s_{n+1}\right)
\end{aligned}
$$

If $i=0$ or $j=n+1$, then we have changed the end-points in the prescribed way. Notice that our new $\mathcal{W}$-widget sequence has value strictly less than the original.

Induction now yields the following.
Corollary 6.8. Let $\left(\delta_{0}, k_{0} s_{0}\right)$ and $\left(\gamma_{n+1}, h_{n+1} s_{n+1}\right)$ be connected via a $\mathcal{W}$-widget sequence as in Definition 6.6. Suppose that the level of this sequence is strictly greater than 0 . Then there is a $\mathcal{W}$-widget sequence of level 0 connecting $\left(\delta_{0}^{\prime \prime}, k_{0}^{\prime \prime} s_{0}\right)$ and $\left(\gamma_{n+1}^{\prime \prime}, h_{n+1}^{\prime \prime} s_{n+1}\right)$, where $\left(\delta_{0}^{\prime \prime}, k_{0}^{\prime \prime}\right)$ is the final term of the fixed descent of the widget $\left(\delta_{0}, k_{0}\right)$ and $\left(\gamma_{n+1}^{\prime \prime}, h_{n+1}^{\prime \prime}\right)$ is the final term of the fixed descent of the widget $\left(\gamma_{n+1}, h_{n+1}\right)$.

Proof. We begin by removing the widgets of highest level, until they are all removed. To lower the value of the sequence further, we must remove the widgets of the next highest value. We continue until the level of the $\mathcal{W}$-widget sequence is 0 . At that stage the endpoints have the required form.

Lemma 6.9. We have that $\operatorname{ker} \psi=\langle\mathcal{V}\rangle$.
Proof. By Lemma 6.5, it only remains to show that $\operatorname{ker} \psi \subseteq\langle\mathcal{V}\rangle$. Let $\left(z_{b} r\right) \psi=\left(z_{c} t\right) \psi$ where $b, c \in I$. Then $[b r]=[c t]$, so that br $\rho c t$ and there exists $H$-sequence

$$
b r=u_{1} s_{1}, v_{1} s_{1}=u_{2} s_{2}, \cdots, v_{n} s_{n}=c t
$$

where $n \in \mathbb{N}^{0},\left(u_{i}, v_{i}\right) \in H$ and $t_{i} \in S$ for all $1 \leq i \leq n$. Recall that $\sigma=[1] \bar{\iota}$ and $(\sigma, b),(\sigma, c),\left(\sigma, u_{i}\right)$ and $\left(\sigma, v_{i}\right) \in \mathcal{W}$ for $1 \leq i \leq n$. Observe that for $1 \leq i \leq n$ we have that

$$
\sigma u_{i}=[1] \bar{\iota} u_{i}=\left[u_{i}\right] \bar{\iota}=\left[v_{i}\right] \bar{\iota}=[1] \bar{\iota} v_{i}=\sigma v_{i} .
$$

We therefore have the following $\mathcal{W}$-widget sequence

$$
(\sigma, b r)=\left(\sigma, u_{1} s_{1}\right),\left(\sigma, v_{1} s_{1}\right)=\left(\sigma, u_{2} s_{2}\right), \cdots,\left(\sigma, v_{n} s_{n}\right)=(\sigma, c t) .
$$

By induction, there exists a $\mathcal{W}$-sequence

$$
(\gamma(b), p(b) r)=\left(\gamma_{1}, h_{1} s_{1}\right),\left(\delta_{1}, k_{1} s_{1}\right)=\left(\gamma_{2}, h_{2} s_{2}\right), \cdots,\left(\delta_{n}, k_{n} s_{n}\right)=(\gamma(c), p(c) t)
$$

Then

$$
\begin{gathered}
z_{b} r\langle\mathcal{V}\rangle z_{s(\gamma(b))} q_{\gamma(b)} p(b) r=z_{s\left(\gamma_{1}\right)} q_{\gamma_{1}} h_{1} s_{1}\langle\mathcal{V}\rangle z_{s\left(\delta_{1}\right)} q_{\delta_{1}} k_{1} s_{1}=z_{s\left(\gamma_{2}\right)} q_{\gamma_{2}} h_{2} s_{2}\langle\mathcal{V}\rangle \\
\ldots\langle\mathcal{V}\rangle z_{s\left(\delta_{n}\right)} q_{\delta_{n}} k_{n} s_{n}=z_{s(\gamma(c))} q_{\gamma(c)} p(c) t\langle\mathcal{V}\rangle z_{c} t .
\end{gathered}
$$

We now have completed proof of Theorem 6.1.

Conjecture 6.10. We conjecture that a further equivalent conditions could be added to Theorem 6.1, namely that the classes of fp-pure $S$-acts and absolutely pure $S$-acts coincide.

## 7. Monoids $S$ that are not right coherent such that $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$

In light of Theorem 4.1, in particular the construction of its proof, one might wonder whether right coherency is necessary for $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$. However, this is not the case.

### 7.1. Monoids with the fem-property

Definition 7.1. A monoid $S$ satisfies the fem-property if every finitely generated $S$-act embeds into a monogenic act.

We begin with an easy observation. Note that the strategy is, in some sense, reminiscent of that of $[14,15]$.

Proposition 7.2. Let $S$ satisfy the fem-property. Then $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$.

Proof. Let $\Sigma=\Sigma(X)$ be a finite consistent set of equations over an almost pure $S$-act $A$. Let $A^{\prime}$ be the subact of $A$ generated by the constants appearing in the equations of $\Sigma$. Certainly $\Sigma$ has a solution $\left(b_{x}\right)_{x \in X}$ in some $S$-act $B$ containing $A$ and hence $A^{\prime}$. Let $B^{\prime}$ be the subact of $B$ generated by $A^{\prime}$ and $\left\{b_{x}: x \in X\right\}$. By assumption $B^{\prime}$ is a subact of a monogenic $S$-act $C=c S$. Let $b_{x}=c s_{x}$ for each $x \in X$ and let $\Pi=\Pi(w)$ be the set of equations in a single variable $w$ obtained by replacing each $x s=y t \in \Sigma$ by $w s_{x} s=w s_{y} t$ and each $z u=a \in \Sigma$ by $w s_{z} u=a$. Then $c \in C$ is a solution to $\Pi$. We may amalgamate $A$ and $C$ over $A^{\prime}$; call the amalgamation $D$. So, we can regard $\Pi$ as a set of equations in one variable over $A$ with a solution in $D$. Since $A$ is almost pure, $\Pi$ has a solution $d \in A$. Clearly $\left(d s_{x}\right)_{x \in X}$ is a solution to $\Sigma$ in $A$.

There are examples of right coherent monoids both with and without the fem-property. First, we characterise those monoids satisfying the fem-property.

Theorem 7.3. The following are equivalent for a monoid $S$ :
(1) $S$ satisfies the fem-property;
(2) every 2-generated $S$-act embeds into a monogenic $S$-act;
(3) $F_{S}(X)$ embeds into a monogenic $S$-act, where $|X|=2$;
(4) $F_{S}(X)$ embeds into $S$, where $|X|=2$;
(5) there exist left cancellable elements $s, t \in S$ such that $s S \cap t S=\emptyset$.

Proof. It is clear that (1) and (2) are equivalent, that (2) implies (3), and that (4) and (5) are equivalent.

Suppose that (3) holds. Let $X=\{x, y\}$ and $F_{S}(X)=x S \cup y S$ such that there is an injective $S$-morphism $\theta: F_{S}(X) \rightarrow c S$ for some monogenic $S$-act $c S$. Consider $\psi: S \rightarrow c S$, where $1 \psi=c$. If $D=(x S \cup y S) \theta$, then it is easy to see that $D \psi^{-1}=x^{\prime} S \cup y^{\prime} S$, where $x \theta=x^{\prime} \psi$ and $y \theta=y^{\prime} \psi$, is a subact of $S$ isomorphic to $F_{S}(X)$. Thus (4) holds.

Finally, suppose that (5) holds and $A=a S \cup b S$ is a 2 -generated $S$-act. Let $\theta$ : $s S \cup t S \rightarrow A$ be such that $s \theta=a$ and $t \theta=b$. Let $\kappa=\operatorname{ker} \theta \cup \iota_{S}$ where $\iota_{S}$ is the identity relation on $S$. It is clear that $\kappa$ is a right congruence on $S$, and $A$ embeds into $S / \kappa$. Hence (2) holds.

It is clear from Theorem 7.3, by a simple counting argument, that if $S$ is a finite monoid then $S$ does not have the fem-property. Moreover, if $S$ is any monoid for which the intersection of two principal right ideals is non-empty, then again $S$ does not have the fem-property. Examples of monoids of the latter type are monoids with zero, and inverse monoids.

From [5, Corollary 5.6], a monoid is right coherent if and only if the monoid obtained by adjoining a zero has the same property. Thus, having a zero, or not, is not significant for coherency.

On the other hand, there are examples of monoids that are not right coherent monoid such that every finitely generated act embeds into a monogenic one. From [5] we know that if $S=F_{3} \times F_{3}$ where $F_{3}$ is the free monoid on 3 generators, then $S$ is not right coherent. Further, since $F_{3} \times F_{3}$ is cancellative, any two principal right ideals are isomorphic. It is then easy to see that $S$ has property (4) in Theorem 7.3. For, if $F_{3}$ is generated by $\{a, b\}$, we have $(a, 1) S \cap(b, 1) S=\emptyset$.

### 7.2. Almost pure acts over the Fountain monoid

The main result of this section, Theorem 7.5 , gives an example of a monoid that is not right coherent, does not have the fem-property, yet nevertheless $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$. In fact, our example is almost as far from the fem-property as possible, in that it is a chain of length 5 of principal (right) ideals.

In choosing our example, we did not have a great deal of scope. As commented, many well-behaved monoids are known to be right coherent and, for those that are not, understanding the congruences on their finitely generated free acts would be hard. As mentioned above, it is known from [11] that free inverse monoids on more than one generator are not right coherent, but a full description of their right congruences is lacking. With this in mind we choose the following specific example, taken from [8] and due to Fountain: we present it in a slightly different way.

Example 7.4. [8] Let $G$ be an abelian group which is not finitely generated. Let $N=$ $\left\{1, \alpha, \alpha^{2}, \alpha^{3}, \alpha^{4}=0\right\}$ be a 5 -element monogenic monoid (with $\alpha$ having index 4 and
period 1). Let $P=G \times N$ and define the relation $\sim$ on $P$ to be the union of equality with

$$
\left\{\left(\left(g, \alpha^{k}\right),\left(h, \alpha^{k}\right)\right): g, h \in G, k \in\{3,4\}\right\} .
$$

Notice that $\sim$ is a congruence on $P$. We let $S=P / \sim$. For convenience, we may denote $\left(g, \alpha^{k}\right)$ by $g \alpha^{k}$ or $\alpha^{k} g$. We will also use Greek letters to denote elements of $S$, for example, $\beta=\alpha^{3} g=\alpha^{3}$. The element $\alpha^{4}$ is a zero for $S$ and we will usually denote this by 0 .

We call the monoid in Example 7.4 the Fountain monoid. As shown in [8], the Fountain monoid is not right coherent. However, it is easy to see that its only (right) ideals are:

$$
\{0\} \subset \alpha^{3} S=\left\{0, \alpha^{3}\right\} \subset \alpha^{2} S \subset \alpha S \subset S
$$

We define two maps

$$
\psi: S \backslash\left\{0, \alpha^{3}\right\} \rightarrow\{0,1,2\} \text { and } \phi: S \backslash\left\{0, \alpha^{3}\right\} \rightarrow G
$$

by

$$
\beta \psi=i \text { and } \beta \phi=g, \text { where } \beta=\alpha^{i} g \in S \backslash\left\{0, \alpha^{3}\right\} .
$$

For each $\beta \in S \backslash\left\{0, \alpha^{3}\right\}$, we therefore have $\beta=\alpha^{\beta \psi} \beta \phi$. Effectively, $\psi$ and $\phi$ are restrictions of the projection maps to the part of $S$ consisting of singleton equivalence classes, and will behave as morphisms provided products do not fall into the ideal $\alpha^{3} S$.

Theorem 7.5. Let $A$ be an $S$-act over the Fountain monoid $S$. Then $A$ is almost pure if and only if it is absolutely pure.

Proof. Let $A$ be an almost pure $S$-act and let $\Sigma=\Sigma(X)$ be a finite consistent set of equations over $A$. We must show that $\Sigma$ has a solution in $A$.

We proceed by induction. If $|X|=1$, then $\Sigma$ has a solution in $A$, since $A$ is almost pure. We suppose that $|X|=n \geq 2$ and every consistent set of equations over $A$ in at most $n-1$ variables has a solution in $A$.

The first part of our strategy is to reduce the question of solubility in $A$ of $\Sigma$ to that of some 'simpler' sets of equations obtained from $\Sigma$. Suppose that $\Sigma(X)$ is not connected, that is, we can write $\Sigma(X)$ as $\Sigma(Y) \cup \Sigma(Z)$ where $Y, Z$ are non-empty subsets of $X$ such that $X=Y \dot{\cup} Z$ (so that also $\Sigma(Y) \cap \Sigma(Z)=\emptyset$ ). In this case, we could immediately call upon our inductive assumption to obtain a solution in $A$ to $\Sigma(Y)$ and $\Sigma(Z)$ and hence to $\Sigma(X)$. Thus, at any stage, we may assume our sets of equations are connected.

Let $(\bar{y})_{y \in X}$ be a solution to $\Sigma(X)$ in some $S$-act $B$ containing $A$. For each $x \in X$, let

$$
K(\bar{x})=\{\gamma \in S: \bar{x} \gamma \in A\}
$$

Notice that $K(\bar{x})$ is either empty or an ideal of $S$. Let $L=\{x \in X: K(\bar{x}) \neq \emptyset\}$. Since each ideal of $S$ is principal, for each $x \in L$ we may fix some $\tau(x) \in S$ and $a(x) \in A$ such that $K(\bar{x})=\tau(x) S$ and $\bar{x} \tau(x)=a(x)$. It follows that $\bar{x} S \cap A=a(x) S$. In the rest of the proof, we will always take $\tau(x)$ to be a power of $\alpha$.

Let $\Sigma_{c}(X)$ be the set of all equations of $\Sigma(X)$ involving constants, and $\Sigma_{n c}=$ $\Sigma(X) \backslash \Sigma_{c}(X)$. We put

$$
\Sigma^{\prime}(X)=\Sigma_{n c}(X) \cup\{x \tau(x)=a(x): x \in L\}
$$

Certainly $\Sigma^{\prime}(X)$ is finite and consistent with a solution $(\bar{y})_{y \in X}$ in $B$. We claim that any solution to $\Sigma^{\prime}(X)$ will be a solution to $\Sigma(X)$. Suppose that $\left(y^{*}\right)_{y \in X}$ is a solution to $\Sigma^{\prime}(X)$. Notice first that for each $x \mu=b \in \Sigma(X)$, we have $\bar{x} \mu=b$ so that $K(\bar{x}) \neq \emptyset$ and then $x \in L$. Thus, $\tau(x)$ and $a(x)$ exist with $\bar{x} \tau(x)=a(x)$ and $\mu=\tau(x) \nu$ for some $\nu \in S$. As $\left(y^{*}\right)_{y \in X}$ is a solution of $\Sigma^{\prime}(X)$ we have $x^{*} \tau(x)=a(x)$ and so

$$
b=\bar{x} \mu=\bar{x} \tau(x) \nu=a(x) \nu=x^{*} \tau(x) \nu=x^{*} \mu,
$$

as required. We therefore focus on finding a solution for $\Sigma^{\prime}(X)$; relabelling $\Sigma^{\prime}(X)$ by $\Sigma(X)$.

We proceed to eliminate some forms of $\Sigma(X)$ that are easy to handle.
Suppose that $\Sigma(X)$ contains no equations with constants. Since $A$ is almost pure, it has local zeros, and so from a comment following Definition 3.20, $\Sigma(X)$ has a solution in $A$. We suppose therefore that $\Sigma(X)$ contains at least one equation with a constant.

Suppose that $\Sigma(X)$ contains an equation of the form $x g=a$ for some $g \in G$. Then $\bar{x}=a g^{-1} \in A$ and $K(\bar{x})=S$. Replacing every $x$ in $\Sigma(X)$ by $\bar{x}$ gives a finite consistent set of equations over $A$ in $n-1$ variables with a solution $(\bar{y})_{y \in Y}$, where $Y=X \backslash\{x\}$, so, by our inductive hypothesis, it has a solution $(\overline{\bar{y}})_{y \in Y}$ in $A$. Putting $\overline{\bar{x}}=\bar{x}=a g^{-1}$, we have that $(\overline{\bar{y}})_{y \in X}$ is a solution to $\Sigma(X)$ in $A$.

On the other hand, suppose that there exists $y g=z \gamma \in \Sigma(X)$ for some $y, z \in X$ with $y \neq z, g \in G$ and $\gamma \in S$. Then $\bar{y}=\bar{z} h g^{-1}$; replacing every $y$ in $\Sigma(X)$ by $z h g^{-1}$ yields a consistent set of equations over $A$ in $n-1$ variables with a solution $(\bar{y})_{y \in Z}$ where $Z=X \backslash\{y\}$. Again, by induction, it has a solution $(\overline{\bar{y}})_{y \in Z}$ in $A$. Putting $\overline{\bar{y}}=\overline{\bar{z}} h g^{-1}$, we obtain a solution $(\overline{\bar{y}})_{y \in X}$ to $\Sigma(X)$ in $A$.

We assume therefore that $\Sigma(X)$ contains at least one equation with a constant and there are no equations in $\Sigma(X)$ with form $x g=a$ or $x g=y \gamma$ for any $g \in G, \gamma \in S, a \in A$ and $x \neq y \in X$. Clearly, with such assumption, $K(\bar{x}) \neq S$ for each $x \in X$. For use in the later parts of the proof, we define three disjoint copies of $X$ as follows:

$$
X^{0}=\left\{x^{0}: x \in X\right\}, X^{1}=\left\{x^{1}: x \in X\right\}, X^{2}=\left\{x^{2}: x \in X\right\}
$$

and put $Z=X^{0} \cup X^{1} \cup X^{2}$.

Assume that for any $x \in X$ with $x \tau(x)=a(x) \in \Sigma(X)$, we have $a(x) 0=a(x)$. Let $x \tau(x)=a(x), y \tau(y)=a(y) \in \Sigma(X)$ for some $x, y \in X$. Since $\Sigma(X)$ is connected, it follows that $x 0 \rho_{\Sigma} y 0$ so that $\bar{x} \mu=\bar{y} \nu$. Then

$$
a(x)=a(x) 0=\bar{x} \tau(x) 0=\bar{x} 0=\bar{y} 0=\bar{y} \tau(y) 0=a(y) 0=a(y)
$$

Hence all constants appearing in $\Sigma(X)$ are equal. Let $a(x)$ be one such constant. Since $a(x) t=a(x)$ for all $t \in S$, we deduce that $(\overline{\bar{y}})_{y \in X}$ is a solution to $\Sigma(X)$ where $\overline{\bar{y}}=a(x)$ for all $y \in X$.

Suppose from now on that there exists some $y \tau(y)=a(y) \in \Sigma(X)$ where $a(y) 0 \neq a(y)$. Let

$$
W=\{x \in X: K(\bar{x}) \neq 0, a(x) 0 \neq a(x)\} .
$$

Pick $x \in W$ such that $K(\bar{x})=\tau(x) S$ is the largest ideal within all ideals $K(\bar{y})$ where $y \in W$. Notice that $\tau(x) \neq 0$ for all $x \in K$, for, if it did, then $x 0=a(x)$ would give $a(x)=a(x)$, a contradiction. Further, $\tau(x) \neq 0$ and $\tau(x) \neq 1$. We therefore consider the following three cases determined by the choice of $\tau(x)$, which themselves will require delicate argument. To simplify notation we let $\rho=\rho_{\Sigma(X)}$.

Case $\tau(x)=\alpha^{3}$. We therefore have $x \alpha^{3}=a(x) \in \Sigma(X)$ with $a(x) 0 \neq a(x)$. We first point out some forbidden patterns.

We cannot have

$$
\begin{equation*}
x \alpha^{2} g \rho y \alpha h, x \alpha^{3} \rho y \alpha^{2} h \text { or } x \alpha^{3} \rho y \alpha h \tag{7.1}
\end{equation*}
$$

for any $y \in X, g, h \in G$. For, if we did, then we would have

$$
\bar{x} \alpha^{2} g=\bar{y} \alpha h, \bar{x} \alpha^{3}=\bar{y} \alpha^{2} h \text { or } \bar{x} \alpha^{3}=\bar{y} \alpha h
$$

But this would give in the first two cases that $a(x)=\bar{x} \alpha^{3}=\bar{y} \alpha^{2}$ and in the third that $a(x)=\bar{x} \alpha^{3}=\bar{y} \alpha$. If $a(x)=\bar{x} \alpha^{3}=\bar{y} \alpha^{2}$, then $\tau(y)=\alpha$ or $\alpha^{2}$, and if $a(x)=\bar{x} \alpha^{3}=\bar{y} \alpha$ then $\tau(y)=\alpha$. Since $K(\bar{x}) \subset K(\bar{y})$ we must have $a(y) 0=a(y)$. But, in addition, either $a(x)=a(y)$ or $a(x)=a(y) \alpha$, so that we obtain $a(x) 0=a(x)$, a contradiction.

On the other hand, we cannot have

$$
\begin{equation*}
x \alpha^{i} g \rho y \alpha^{i+j} h \tag{7.2}
\end{equation*}
$$

for $y \in X$, where $0 \leq i \leq 3,1 \leq j \leq 4-i, g, h \in G$. Otherwise,

$$
x \alpha^{3}=x \alpha^{i} \alpha^{3-i} g \rho y \alpha^{i+j} h \alpha^{3-i}=y 0
$$

and so $a(x)=\bar{x} \alpha^{3}=\bar{y} 0$, implying $a(x) 0=a(x)$, a contraction.

From the above forbidden patterns, we deduce that the equations in $\Sigma(X)$ involving $x$ must have one of the following forms:

$$
\begin{gathered}
x \alpha g=y \alpha h, x \alpha^{2} g=y \alpha^{2} h, x \alpha^{3}=y \alpha^{3}, x 0=y \gamma \\
x g=x h, x \alpha g=x \alpha h, x \alpha^{2} g=x \alpha^{2} h
\end{gathered}
$$

where $g, h \in G, \gamma \in S$ and $x \neq y \in X$.
Let $Y=X \backslash\{x\}$, and let $\Sigma(x)$ be the set of all equations in $\Sigma(X)$ just involving $x$ and $\Sigma(Y)$ the set of all equations in $\Sigma(X)$ just involving variables in $Y$.

Suppose that the equations involving $x$ and $y \neq x \in X$ only have forms $x \alpha^{3}=$ $y \alpha^{3}, x 0=y \gamma$, where $\gamma \in S$. As $\Sigma(\bar{x})$ holds, it has a solution $\overline{\bar{x}}$ in $A$ by assumption. Consider

$$
\Pi(Y)=\Sigma(Y) \cup\left\{y \alpha^{3}=\overline{\bar{x}} \alpha^{3}, y \gamma=\overline{\bar{x}} 0: y \alpha^{3}=x \alpha^{3}, y \gamma=x 0 \in \Sigma(X)\right\}
$$

For all $y \alpha^{3}=x \alpha^{3}, y \gamma=x 0 \in \Sigma(X)$,

$$
\bar{y} \alpha^{3}=\bar{x} \alpha^{3}=a(x)=\overline{\bar{x}} \alpha^{3}
$$

and

$$
\bar{y} \gamma=\bar{x} 0=\bar{x} \alpha^{3} 0=a(x) 0=\overline{\bar{x}} \alpha^{3} 0=\overline{\bar{x}} 0 .
$$

Thus, $(\bar{y})_{y \in Y}$ is a solution to $\Pi(Y)$, and so it has a solution $(\overline{\bar{y}})_{y \in Y}$ in $A$. It is easy to see that $(\overline{\bar{y}})_{y \in X}$ is a solution of $\Sigma(X)$ in $A$.

Suppose therefore that there exist equations in $\Sigma(X)$ having form $x \alpha g=y \alpha h$ or $x \alpha^{2} g=y \alpha^{2} h$ for some $g, h \in G$ and $y \neq x \in X$.

Let $F_{S}(Z)$ be the free $S$-act over $Z$, where $Z$ consists of three disjoint copies of $X$, as defined earlier. We proceed by defining three binary relations $H_{1}, H_{2}$ and $H_{3}$ on $F_{S}(Z)$ as follows:

$$
\begin{aligned}
& H_{1}=\left\{\left(y^{0} u, y^{0} v\right),\left(y^{1} u, y^{1} v\right),\left(y^{2} u, y^{2} v\right): y u=y v \in \Sigma(X), y \in X, u, v \in G\right\}, \\
& H_{2}=\left\{\left(y^{1} u, z^{1} v\right),\left(y^{2} u, z^{2} v\right): y \alpha u=z \alpha v \in \Sigma(X), y, z \in X, u, v \in G\right\}, \\
& H_{3}=\left\{\left(y^{2} u, z^{2} v\right): y \alpha^{2} u=z \alpha^{2} v \in \Sigma(X), y, z \in X, u, v \in G\right\} .
\end{aligned}
$$

Let $H=H_{1} \cup H_{2} \cup H_{3}$ and $\bar{\sigma}=\langle H\rangle$. Since $G$ is coherent by [8],

$$
\mathbf{r}\left(\left[x^{1}\right]\right)=\left\{(u, v) \in G \times G: x^{1} u \bar{\sigma} x^{1} v\right\}=\left\langle W_{1}\right\rangle
$$

and

$$
\mathbf{r}\left(\left[x^{2}\right]\right)=\left\{(u, v) \in G \times G: x^{2} u \bar{\sigma} x^{2} v\right\}=\left\langle W_{2}\right\rangle
$$

where $W_{1}, W_{2}$ are two finite sets.
We now claim that $\bar{x} \alpha u=\bar{x} \alpha v$ for any $(u, v) \in W_{1}$. For this purpose, we define

$$
\theta: Z \longrightarrow B
$$

by

$$
y^{0} \theta=\bar{y}, y^{1} \theta=\bar{y} \alpha, y^{2} \theta=\bar{y} \alpha^{2}, \text { for all } y \in X
$$

It is easy to check that $H \subseteq \operatorname{ker} \theta$, and so there exists

$$
\bar{\theta}: F_{S}(Z) / \bar{\sigma} \longrightarrow B
$$

defined by

$$
\left[y^{0}\right] \bar{\theta}=\bar{y},\left[y^{1}\right] \bar{\theta}=\bar{y} \alpha \text { and }\left[y^{2}\right] \bar{\theta}=\bar{y} \alpha^{2} \text { for all } y \in X
$$

Let $(u, v) \in W_{1}$. Then $x^{1} u \bar{\sigma} x^{1} v$, so that

$$
\bar{x} \alpha u=\left(x^{1} u\right) \bar{\theta}=\left(x^{1} v\right) \bar{\theta}=\bar{x} \alpha v .
$$

Similarly, we can show $\bar{x} \alpha^{2} p=\bar{x} \alpha^{2} q$ for any $(p, q) \in W_{2}$.
To find a solution to $\Sigma(X)$ in $A$, we now construct two finite sets of equations $\Pi(x)$ and $\Pi(Y)$ as follows. Let

$$
\Pi(x)=\Sigma(x) \cup\left\{x \alpha u=x \alpha v:(u, v) \in W_{1}\right\} \cup\left\{\left(x \alpha^{2} u=x \alpha^{2} v:(u, v) \in W_{2}\right)\right\}
$$

Then $\Pi(\bar{x})$ holds, so that $\Pi(x)$ has a solution $\overline{\bar{x}}$ in $A$. Let

$$
\Pi(Y)=\Sigma(Y) \cup\{y \gamma=\overline{\bar{x}} \delta: y \gamma=x \delta \in \Sigma(X), y \neq x\}
$$

Let $\rho^{\prime}=\rho_{\Sigma(Y)}$, and so $\rho^{\prime}=\rho_{\Sigma(Y)} \subseteq \rho_{\Sigma(X)}=\rho$.
We now show that $\Pi(Y)$ is consistent by considering the following cases.
Subcase (i) $y \mu=\overline{\bar{x}} \kappa, z \nu=\overline{\bar{x}} \eta \in \Pi(Y)$ with $y \mu=x \kappa, z \nu=x \eta \in \Sigma(X)$. Suppose that $y \mu \delta \rho^{\prime} z \nu \varepsilon$ for some $\delta, \varepsilon \in S$. Then $x \kappa \delta \rho y \mu \delta \rho z \nu \varepsilon \rho x \eta \varepsilon$. We consider the following subcases.

Subcase (i)(a) $\kappa \delta \in G$. This implies $\kappa \in G$, a contradiction.
Subcase (i)(b) $\kappa \delta \in \alpha G$. By the forbidden patterns (4.1) and (4.2), we deduce $\eta \varepsilon \in \alpha G$. Let $\kappa \delta=\alpha g$ and $\eta \varepsilon=\alpha h$ for some $g, h \in G$. Then $x \alpha g \rho x \alpha h$, so that there exists $n \in \mathbb{N}$ and an $H(\Sigma)$-sequence

$$
x \alpha g=y_{1} u_{1} t_{1}, z_{1} v_{1} t_{1}=y_{2} u_{2} t_{2}, \cdots, z_{n} v_{n} t_{n}=x \alpha h
$$

where $t_{1}, \cdots, t_{n} \in S$ and

$$
y_{1} u_{1}=z_{1} v_{1}, \cdots, y_{n} u_{n}=z_{n} v_{n} \in \Sigma(X)
$$

Again, by the forbidden patterns 4.1 and 4.2 , we have $u_{i} t_{i}, v_{i} t_{i} \in \alpha G$ for all $1 \leq i \leq n$, so that $u_{i}, v_{i} \in G$ or $u_{i}, v_{i} \in \alpha G$. Notice that $u_{i}, v_{i} \in G$ happens only if $y_{i}=z_{i}$ by assumption. Therefore, we have $\left(y_{i}^{1}\left(u_{i}\right) \phi, z_{i}^{1}\left(v_{i}\right) \phi\right) \in H_{1} \cup H_{2}$, implying

$$
\left(y_{i}^{1}\left(u_{i}\right) \phi\left(t_{i}\right) \phi, z_{i}^{1}\left(v_{i}\right) \phi\left(t_{i}\right) \phi\right) \in \bar{\sigma}
$$

and so $\left(y_{i}^{1}\left(u_{i} t_{i}\right) \phi, z_{i}^{1}\left(v_{i} t_{i}\right) \phi\right) \in \bar{\sigma}$.
On the other hand, since the identities involving in the above $H(\Sigma)$-sequence holds in $F_{S}(Z)$, we have

$$
x^{1} g=y_{1}^{1}\left(u_{1} t_{1}\right) \phi, z_{1}^{1}\left(v_{1} t_{1}\right) \phi=y_{2}^{1}\left(u_{2} t_{2}\right) \phi, \cdots, z_{n}^{1}\left(v_{n} t_{n}\right) \phi=x^{1} h
$$

in $F_{S}(Z)$. Therefore, $x^{1} g \bar{\sigma} x^{1} h$ and so $(g, h) \in \mathbf{r}\left(\left[x^{1}\right]\right)$. Then there exists $n \in \mathbb{N}$ and a $W_{1}$-sequence such that

$$
g=p_{1} s_{1}, q_{1} s_{1}=p_{2} s_{2}, \cdots, q_{n} s_{n}=h
$$

where $s_{1}, \cdots, s_{n} \in G$ and $\left(p_{i}, q_{i}\right) \in W_{1}$ for all $1 \leq i \leq n$. By the construction of $\Pi(x)$, we have $\overline{\bar{x}} \alpha p_{i}=\overline{\bar{x}} \alpha q_{i}$ for all $1 \leq i \leq n$, so that

$$
\overline{\bar{x}} \alpha g=\overline{\bar{x}} \alpha p_{1} s_{1}=\overline{\bar{x}} \alpha q_{1} s_{1}=\cdots=\overline{\bar{x}} \alpha q_{n} s_{n}=\overline{\bar{x}} \alpha h
$$

and so

$$
\overline{\bar{x}} \kappa \delta=\overline{\bar{x}} \alpha g=\overline{\bar{x}} \alpha h=\overline{\bar{x}} \eta \varepsilon
$$

as required.
Subcase (i)(c) $\kappa \delta \in \alpha^{2} G$. In this case, we must have $\eta \varepsilon \in \alpha^{2} G$. Let $\kappa \delta=\alpha^{2} g$ and $\eta \varepsilon=\alpha^{2} h$ for some $g, h \in G$. By similar argument to that of Subcase (i)(b), this time using the construction of $\sigma_{2}$ and the fact that $\overline{\bar{x}} \alpha^{2} u=\overline{\bar{x}} \alpha^{2} v$ for all $(u, v) \in W_{2}$, we can show that $\overline{\bar{x}} \kappa \delta=\overline{\bar{x}} \alpha^{2} g=\overline{\bar{x}} \alpha^{2} h=\overline{\bar{x}} \eta \varepsilon$.

Subcase (i)(d) $\kappa \delta=\eta \varepsilon=\alpha^{3}$ or $\kappa \delta=\eta \varepsilon=0$. As $\kappa \delta=\eta \varepsilon$, $\overline{\bar{x}} \kappa \delta=\overline{\bar{x}} \eta \varepsilon$.
Subcase (ii) $z \nu=c \in \Sigma(Y)$ and $y \mu=\overline{\bar{x}} \kappa \in \Pi(Y)$ with $y \mu=x \kappa \in \Sigma(X)$. Suppose that $y \mu \delta \rho^{\prime} z \nu \varepsilon$, and so $x \kappa \delta \rho y \mu \delta \rho z \nu \varepsilon$. Then $\bar{x} \kappa \delta=\bar{z} \nu \varepsilon=c \varepsilon$, so that $\kappa \delta=\tau(x) \gamma$ for some $\gamma \in S$. Notice that $x \tau(x)=a(x) \in \Sigma(x)$, so that $\bar{x} \tau(x)=a(x)=\overline{\bar{x}} \tau(x)$, and hence

$$
c \varepsilon=\bar{x} \kappa \delta=\bar{x} \tau(x) \gamma=\overline{\bar{x}} \tau(x) \gamma=\overline{\bar{x}} \kappa \delta .
$$

Subcase (iii) $y \mu=b, z \nu=c \in \Sigma(Y)$. Let $y \mu \delta \rho^{\prime} z \nu \varepsilon$ for some $\delta, \varepsilon \in S$. Then $y \mu \delta \rho z \nu \varepsilon$, and so $b \delta=c \varepsilon$ by Proposition 3.13.

Therefore, $\Pi(Y)$ is consistent, so that it has a solution $(\overline{\bar{y}})_{y \in Y}$ in $A$ by induction, and hence $(\overline{\bar{y}})_{y \in X}$ is a solution to $\Sigma(X)$ in $A$.

Case $\tau(x)=\alpha^{2}$. We therefore have $x \alpha^{2}=a(x) \in \Sigma(X)$ with $a(x) 0 \neq a(x)$. We first point out some forbidden patterns.

We cannot have

$$
\begin{equation*}
x \alpha^{i} g \rho x \alpha^{i+j} h \tag{7.3}
\end{equation*}
$$

for any $0 \leq i \leq 2$ and any $1 \leq j$. For, if we did, then multiplying by a suitable power of $\alpha$ would give

$$
x \alpha^{2} g \rho x \alpha^{2+j} h .
$$

But then it follows that

$$
x \alpha^{2} g \rho x \alpha^{2+k j} h\left(g^{-1} h\right)^{k-1}
$$

for any $0 \leq k$. It follows that $x \alpha^{2} \rho x 0$, giving the contradiction that $a(x) 0=a(x)$. Hence any equations of $\Sigma(x)$ must have one of the following forms

$$
x g=x h, x \alpha g=x \alpha h, x \alpha^{2} g=x \alpha^{2} h, x \alpha^{3}=x 0 .
$$

For $y \neq x$ we cannot have

$$
\begin{equation*}
x \alpha g \rho y \alpha^{3}, x \alpha g \rho y 0, x \alpha^{2} g \rho y 0 \tag{7.4}
\end{equation*}
$$

for any $g \in G$, as it would give $x \alpha^{2} g \rho y 0$ and then

$$
a(x)=\bar{x} \alpha^{2}=\bar{x} \alpha^{2} g g^{-1}=\bar{y} 0
$$

and so $a(x) 0=a(x)$, a contradiction.
We cannot have any of the following:

$$
\begin{equation*}
x \alpha g \rho y h \rho y \alpha s, x \alpha g \rho y h \rho y \alpha^{2} s \text { or } x \alpha g \rho y \alpha h \rho y \alpha^{2} s \tag{7.5}
\end{equation*}
$$

or

$$
\begin{equation*}
x \alpha^{2} g \rho y h \rho y \alpha s, x \alpha^{2} g \rho y h \rho y \alpha^{2} s \text { or } x \alpha^{2} g \rho y \alpha h \rho y \alpha^{2} s \tag{7.6}
\end{equation*}
$$

for some $g, h, s \in G$, as any of these would give $x \alpha^{2} \rho x 0$, yielding the contradiction that $a(x) 0=a(x)$. However, notice that we are not ruling out $x \alpha^{2} g \rho y \alpha^{3}$ for some $g \in G$.

We now define 4 binary relations on $F_{S}(Z)$ as follows:

$$
\begin{aligned}
& P_{1}=\left\{\left(y^{0} g, y^{0} h\right),\left(y^{1} g, y^{1} h\right),\left(y^{2} g, y^{2} h\right): y g=y h \in \Sigma(X), g, h \in G\right\}, \\
& P_{2}=\left\{\left(y^{1} g, z^{1} h\right),\left(y^{2} g, z^{2} h\right): y \alpha g=z \alpha h \in \Sigma(X), y, z \in X, g, h \in G\right\}, \\
& P_{3}=\left\{\left(y^{1} g, z^{2} h\right): y \alpha g=z \alpha^{2} h \in \Sigma(X), y, z \in X, g, h \in G\right\}, \\
& P_{4}=\left\{\left(y^{2} g, z^{2} h\right): y \alpha^{2} g=z \alpha^{2} g \in \Sigma(X), y, z \in X, g, h \in G\right\} .
\end{aligned}
$$

Let $P=P_{1} \cup P_{2} \cup P_{3} \cup P_{4}$ and $\bar{\rho}=\langle P\rangle$. Since $G$ is coherent,

$$
\mathbf{r}\left(\left[x^{1}\right]\right)=\left\{(u, v) \in G \times G: x^{1} u \bar{\rho} x^{1} v\right\}=\left\langle Q_{1}\right\rangle
$$

and

$$
\mathbf{r}\left(\left[x^{2}\right]\right)=\left\{(u, v) \in G \times G: x^{2} u \bar{\rho} x^{2} v\right\}=\left\langle Q_{2}\right\rangle
$$

where $Q_{1}$ and $Q_{2}$ are finite.
We now claim that $\bar{x} \alpha u=\bar{x} \alpha v$ for any $(u, v) \in Q_{1}$ and $\bar{x} \alpha^{2} p=\bar{x} \alpha^{2} q$ for any $(p, q) \in$ $Q_{2}$. Let $\theta$ be the map defined in Case $\tau(x)=\alpha^{3}$. It is easy to check that $P \subseteq \operatorname{ker} \theta$, and so there exists

$$
\bar{\theta}: F_{S}(Z) / \bar{\rho} \longrightarrow B
$$

defined by

$$
\left[y^{0}\right] \bar{\theta}=\bar{y},\left[y^{1}\right] \bar{\theta}=\bar{y} \alpha,\left[y^{2}\right] \bar{\theta}=\bar{y} \alpha^{2}, y \in X .
$$

Let $(u, v) \in Q_{1}$. Then $x^{1} u \bar{\rho} x^{1} v$, so that

$$
\bar{x} \alpha u=\left(x^{1} u\right) \bar{\theta}=\left(x^{1} v\right) \bar{\theta}=\bar{x} \alpha v .
$$

Similarly, we can show that $\bar{x} \alpha^{2} p=\bar{x} \alpha^{2} q$ for any $(p, q) \in Q_{2}$.
Let $Y=X \backslash\{x\}$. Let

$$
\begin{aligned}
\Pi(x)=\Sigma(x) \cup\left\{x \alpha u=x \alpha v:(u, v) \in T_{1}\right\} & \cup\left\{x \alpha^{2} u=x \alpha^{2} v:(u, v) \in T_{2}\right\} \\
\cup & \left\{x \alpha^{3}=x 0: \text { if } \bar{x} \alpha^{3}=\bar{x} 0\right\}
\end{aligned}
$$

Then $\Pi(\bar{x})$ holds, so $\Pi(x)$ has a solution $\overline{\bar{x}}$ in $A$. Let

$$
\Pi(Y)=\Sigma(Y) \cup\{y \gamma=\overline{\bar{x}} \delta: y \gamma=x \delta \in \Sigma(X)\} .
$$

Clearly $\rho^{\prime}=\rho_{\Sigma(Y)} \subseteq \rho_{\Sigma(X)}=\rho$. We now show that $\Pi(Y)$ is consistent.
Subcase (i) $y \mu=\overline{\bar{x}} \kappa, z \nu=\overline{\bar{x}} \eta \in \Pi(Y)$, where $y \mu=x \kappa, z \nu=x \eta \in \Sigma(X)$. Suppose that $y \mu \delta \rho^{\prime} z \nu \varepsilon$ for some $\delta, \varepsilon \in S$. Then $x \kappa \delta \rho$ y $\mu \delta \rho z \nu \varepsilon \rho x \eta \varepsilon$.

Subcase (i)(a) $\kappa \delta \in G$. In this case, we have $\kappa \in G$ and $x \kappa=y \mu \in \Sigma(X)$, contradicting the forms of equations in $\Sigma(X)$.

Subcase (i)(b) $\kappa \delta=\alpha^{3}$. We know that $\eta \varepsilon=\alpha^{3}$ or 0 . If $\eta \varepsilon=\alpha^{3}$ we are done. If $\eta \varepsilon=0$, then $x \alpha^{3} \rho x 0$, so that $\bar{x} \alpha^{3}=\bar{x} 0$, and hence $\overline{\bar{x}} \alpha^{3}=\overline{\bar{x}} 0$ by the definition of $\Pi(x)$.

Subcase (i)(c) If $\kappa \delta=0$. Here $\eta \varepsilon$ must be $\alpha^{3}$ or 0 . Then by a similar argument to that of Subcase (i)(b), we have $\overline{\bar{x}} \alpha^{3}=\overline{\bar{x}} 0$.

Subcase (i)(d) $\kappa \delta \in \alpha G$. In this case, we have $\eta \varepsilon \in \alpha G$. Let $\kappa \delta=\alpha g$ and $\eta \varepsilon=\alpha h$ for some $g, h \in G$. Then $x \kappa \delta \rho x \eta \varepsilon$, so that either $x \kappa \delta=x \eta \varepsilon$, or there exists $n \in \mathbb{N}$ and an $H(\Sigma)$-sequence

$$
x \alpha g=y_{1} u_{1} t_{1}, z_{1} v_{1} t_{1}=y_{2} u_{2} t_{2}, \cdots, z_{n} v_{n} t_{n}=x \alpha h
$$

where $t_{1}, \cdots, t_{n} \in S$ and

$$
y_{1} u_{1}=z_{1} v_{1}, \cdots y_{n} u_{u}=z_{n} v_{n} \in \Sigma(X) .
$$

In the first case, clearly $\kappa \delta=\eta \varepsilon$ so that $\overline{\bar{x}} \kappa \delta=\overline{\bar{x}} \eta \varepsilon$. Suppose therefore we have an $H(\Sigma)$-sequence as given. By the forbidden pattern 4.4, we cannot have $x \alpha g \rho w \alpha^{3}$ and $x \alpha g \rho w 0$ for any $w \in X$, so that $u_{i} t_{i}, v_{i} t_{i} \in S \backslash\left\{0, \alpha^{3}\right\}$ for all $1 \leq i \leq n$. For each $1 \leq i \leq n$, consider $y_{i} u_{i}=z_{i} v_{i} \in \Sigma(X)$. Notice first that $x \alpha g \rho y_{i} u_{i} t_{i} \rho z_{i} v_{i} t_{i}$. If $y_{i}=z_{i}$, then by forbidden patterns 4.4, 4.5 and 4.6 , we know $\left(u_{i}\right) \psi=\left(v_{i}\right) \psi$, so that

$$
\left(y_{i}^{\left(u_{i}\right) \psi}\left(u_{i}\right) \phi, y_{i}^{\left(v_{i}\right) \psi}\left(v_{i}\right) \phi\right) \in P .
$$

Also, as $u_{i} t_{i}, v_{i} t_{i} \in S \backslash\left\{0, \alpha^{3}\right\}$, we deduce

$$
\left(y_{i}^{\left(u_{i} t_{i}\right) \psi}\left(u_{i}\right) \phi, y_{i}^{\left(v_{i} t_{i}\right) \psi}\left(v_{i}\right) \phi\right) \in P
$$

so that

$$
\left(y_{i}^{\left(u_{i} t_{i}\right) \psi}\left(u_{i}\right) \phi\left(t_{i}\right) \phi, y_{i}^{\left(v_{i} t_{i}\right) \psi}\left(v_{i}\right) \phi\left(t_{i}\right) \phi\right) \in \bar{\rho}
$$

If $y_{i} \neq z_{i}$, then neither $\left(u_{i}\right) \psi$ or $\left(v_{i}\right) \psi$ is 0 by our original assumptions on $\Sigma(X)$. By the above analysis, $\left(u_{i}\right) \psi,\left(v_{i}\right) \psi \in\{1,2\}$. Notice that $\left(u_{i}\right) \psi$ and $\left(v_{i}\right) \psi$ may not be equal.

It follows from the construction of $P$ that

$$
\left(y_{i}^{\left(u_{i}\right) \psi}\left(u_{i}\right) \phi, z_{i}^{\left(v_{i}\right) \psi}\left(v_{i}\right) \phi\right) \in P
$$

Also, as $u_{i} t_{i}, v_{i} t_{i} \in S \backslash\left\{0, \alpha^{3}\right\}$, we deduce

$$
\left(y_{i}^{\left(u_{i} t_{i}\right) \psi}\left(u_{i}\right) \phi, z_{i}^{\left(v_{i} t_{i}\right) \psi}\left(v_{i}\right) \phi\right) \in P
$$

so that

$$
\left(y_{i}^{\left(u_{i} t_{i}\right) \psi}\left(u_{i}\right) \phi\left(t_{i}\right) \phi, z_{i}^{\left(v_{i} t_{i}\right) \psi}\left(v_{i}\right) \phi\left(t_{i}\right) \phi\right) \in \bar{\rho} .
$$

On the other hand, as the identities involving in the above $H(\Sigma)$-sequence are from $F_{S}(Z)$,

$$
z_{i}^{\left(v_{i} t_{i}\right) \psi}\left(v_{i}\right) \phi\left(t_{i}\right) \phi=y_{i+1}^{\left(u_{i+1} t_{i+1}\right) \psi}\left(u_{i+1}\right) \phi\left(t_{i+1}\right) \phi
$$

for all $1 \leq i \leq n-1$. Hence

$$
\begin{gathered}
x^{1} g=y_{1}^{\left(u_{1} t_{1}\right) \psi}\left(u_{1}\right) \phi\left(t_{1}\right) \phi \bar{\rho} z_{1}^{\left(v_{1} t_{1}\right) \psi}\left(v_{1}\right) \phi\left(t_{1}\right) \phi=y_{2}^{\left(u_{2} t_{2}\right) \psi}\left(u_{2}\right) \phi\left(t_{2}\right) \phi \\
\bar{\rho} \cdots \bar{\rho} z_{n}^{\left(v_{n} t_{n}\right) \psi}\left(v_{n}\right) \phi\left(t_{n}\right) \phi=x^{1} h
\end{gathered}
$$

giving $(g, h) \in \mathbf{r}\left(\left[x^{1}\right]\right)$. Then either $g=h$ or there exists $n \in \mathbb{N}$ and a $Q_{1}$-sequence such that

$$
g=p_{1} s_{1}, q_{1} s_{1}=p_{2} s_{2}, \cdots, q_{n} s_{n}=h
$$

where $s_{1}, \cdots, s_{n} \in G$ and $\left(p_{i}, q_{i}\right) \in Q_{1}$ for all $1 \leq i \leq n$. Since $\overline{\bar{x}} \alpha p_{i}=\overline{\bar{x}} \alpha q_{i}$ for all $1 \leq i \leq n$, we have

$$
\overline{\bar{x}} \alpha g=\overline{\bar{x}} \alpha p_{1} s_{1}=\overline{\bar{x}} \alpha q_{1} s_{1}=\cdots=\overline{\bar{x}} \alpha q_{n} s_{n}=\overline{\bar{x}} \alpha h
$$

so that $\overline{\bar{x}} \kappa \delta=\overline{\bar{x}} \eta \epsilon$.
Subcase (i) (e) $\kappa \delta \in \alpha^{2} G$. In this case, we must have $\eta \varepsilon \in \alpha^{2} G$. Let $\kappa \delta=\alpha^{2} g$ and $\eta \varepsilon=\alpha^{2} h$ for some $g, h \in G$. Considering $x \kappa \delta \rho x \eta \varepsilon$, if the $H(\Sigma)$-sequence connecting $x \kappa \delta$ to $x \eta \varepsilon$ does not involve any $w \alpha^{3} \in S$ for any $w \in X$, then by a similar discussion to that of Subcase (i)(d), we can show $\overline{\bar{x}} \kappa \delta=\overline{\bar{x}} \eta \varepsilon$. If $x \alpha^{2} g \rho w \alpha^{3}$, then $x \alpha^{2} \rho w \alpha^{3}$ and $\bar{x} \alpha^{2}=a(x)=\bar{w} \alpha^{3}$, and so $a(x) s=a(x)$ for any $s \in G$. Therefore

$$
\overline{\bar{x}} \kappa \delta=\overline{\bar{x}} \alpha^{2} g=a(x) g=a(x)=a(x) h=\overline{\bar{x}} \alpha^{2} h=\overline{\bar{x}} \eta \varepsilon .
$$

Subcase (ii) $y \mu=\overline{\bar{x}} \kappa \in \Pi(Y)$ with $y \mu=x \kappa \in \Sigma(X), z \nu=c \in \Sigma(Y)$. Suppose that $y \mu \delta \rho^{\prime} z \nu \varepsilon$ for some $\delta, \varepsilon \in S$. Then $x \kappa \delta \rho z \nu \varepsilon$, giving $\bar{x} \kappa \delta=c \varepsilon \in A$, so that $\kappa \delta=\alpha^{2} g$ for some $g \in G$. Since $\overline{\bar{x}} \alpha^{2}=a(x)=\bar{x} \alpha^{2}$, we have

$$
c \varepsilon=\bar{x} \kappa \delta=\bar{x} \alpha^{2} g=a(x) g=\overline{\bar{x}} \alpha^{2} g=\overline{\bar{x}} \kappa \delta .
$$

Subcase (iii) $y \mu=b, z \nu=c \in \Sigma(Y)$. If $y \mu \delta \rho^{\prime} z \nu \varepsilon$ for some $\delta, \varepsilon \in S$, then $y \mu \delta \rho z \nu \varepsilon$, giving $b \delta=c \varepsilon$ by Proposition 3.13.

Therefore, $\Pi(Y)$ is consistent. By induction, $\Pi(Y)$ has a solution $(\overline{\bar{y}})_{y \in Y}$ in $A$ and hence $(\overline{\bar{y}})_{y \in X}$ is a solution to $\Sigma(X)$ in $A$.

Case $\tau(x)=\alpha$. We therefore have $x \alpha=a(x) \in \Sigma(X), a(x) 0 \neq a(x)$. Notice that, for any $x \alpha^{i} g \in S$ with $g \in G$ and $i \geq 1$,

$$
\bar{x} \alpha^{i} g=\bar{x} \alpha \alpha^{i-1} g=a(x) \alpha^{i-1} g \in A
$$

Let $Y=X \backslash\{x\}$. By replacing $x$ by $\bar{x}$ in all equations of $\Sigma(X)$ involving $x$, we obtain a finite consistent set of equations $\Sigma(Y)$ with a solution $(\bar{y})_{y \in Y}$, and so it has a solution $(\overline{\bar{y}})_{y \in Y}$ in $A$ by our inductive hypothesis. Further, the set of equations $\Sigma(x)$ of $\Sigma(X)$ which involve only the variable $x$ has a solution $\overline{\bar{x}} \in A$. We claim that $(\overline{\bar{y}})_{y \in X}$ is a solution to $\Sigma(X)$. To this end we need only check equations of the form $x \beta=y \gamma$. By assumption, $\beta=\alpha \delta$ for some $\delta \in S$ and then

$$
\bar{x} \alpha=a(x)=\overline{\bar{x}} \alpha
$$

so that $\overline{\bar{y}} \gamma=\bar{x} \beta=\overline{\bar{x}} \beta$, as required.
This concludes the proof that every almost pure $S$-act over the Fountain monoid is absolutely pure.

Question 7.6. Let $S$ be the monoid obtained by replacing the group $G$ in Example 7.4 with any right coherent monoid $T$ such that the universal right congruence $\omega_{T}$ on $T$ is not finitely generated (for example, any monoid semilattice without a zero [4]). For such an $S$, the same argument as in [8] gives that $S$ is not right coherent. However, can we deduce $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$ ? What if we change the period of $\alpha$ ? More speculatively, are all monoids such that $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$ built in some way from right coherent monoids, and monoids satisfying the fem-property?

## 8. Condition for when almost pure acts are absolutely pure

Let $\mathscr{G}$ be a set of finite frames and let $\mathscr{F} \subseteq \mathscr{G}$. We first give a generic result that tells us when all $\mathscr{F}$-pure acts are $\mathscr{G}$-pure. We then specialise this to Theorem 8.2, which gives a condition for all almost pure $S$-acts to be absolutely pure entirely in terms of finitely presented $S$-acts, their $S$-subacts, and their canonical extensions. Recall that the canonical extensions are obtained via analysis of which sets of equations are consistent, which is itself described in terms of congruences on certain free $S$-acts and a 'base' $S$-act.

Theorem 8.1. Let $S$ be a monoid and let $\mathscr{F} \subseteq \mathscr{G}$, where $\mathscr{G}$ is a set of finite frames. The following are equivalent:
(1) every $\mathscr{F}$-pure $S$-act is $\mathscr{G}$-pure;
(2) every $S$-act of the form $A(\mathscr{F})$ is $\mathscr{G}$-pure;
(3) for any $S$-act $A$, we have that $A(\mathscr{F})$ is a retract of $A(\mathscr{G})$.

Proof. Clearly (1) implies (2). Suppose now that (2) holds. In view of our careful constructions, we may regard $A(\mathscr{G})$ as being built from $A(\mathscr{F})$. For, having constructed $A_{i}^{\mathscr{G}}$
from $A(\mathscr{F})$, obtaining an amalgam $A_{i}^{\mathscr{G}} \cup A(\mathscr{F})$, with $A_{i}^{\mathscr{G}} \cap A(\mathscr{F})=A_{i}^{\mathscr{F}}$, we construct $A_{i+1}^{\mathscr{G}}$ from this amalgam by making only those extensions that add in solutions to finite consistent sets of $\mathscr{G}$-equations with frames in $\mathscr{G} \backslash \mathscr{F}$, or finite consistent sets of $\mathscr{G}$-equations that have constants in $A_{i}^{\mathscr{G}} \cap A(\mathscr{F})$. The way in which we always choose new variables to build our extensions ensures no contradiction arises. Proposition 5.4 now gives that (3) holds.

Finally, suppose that (3) holds and $A$ is an $\mathscr{F}$-pure $S$-act. By Theorem 5.6 we have that $A$ is a retract of $A(\mathscr{F})$, so that by (3), $A$ is a retract of $A(\mathscr{G})$. A second application of Theorem 5.6 yields (1).

Theorem 8.1 is to a certain extent a universal-type result. The following is saying something more, and highlights the connection between finitely generated subacts of finitely presented $S$-acts (hence, coherency), and the question of when every almost pure $S$-act is absolutely pure.

Let $\mathscr{G}$ be the set of all finite frames, and let $\mathscr{F}$ be the set of all finite 1-frames. For an $S$-act $A$ we let $A\left(\aleph_{0}\right):=A(\mathscr{G})$ and $A(1)=: A(\mathscr{F})$.

Theorem 8.2. The following are equivalent for a monoid $S$ :
(1) every almost pure $S$-act is absolutely pure;
(2) every $S$-act of the form $A(1)$ is absolutely pure;
(3) every $S$-act of the form $A(1)$ where $A$ is a finitely generated $S$-subact of a finitely presented $S$-act is absolutely pure;
(4) for any $S$-act $A$ we have that $A(1)$ is a retract of $A\left(\aleph_{0}\right)$;
(5) for any $S$-act $A$, where $A$ is a finitely generated $S$-subact of a finitely presented $S$-act, $A(1)$ is a retract of $A\left(\aleph_{0}\right)$.

Proof. The equivalence of (1), (2) and (4) follows from Theorem 8.1. Clearly (2) implies (3) and (4) implies (5). Proposition 3.11 and Theorem 5.6 give that (5) implies (3).

Suppose that (3) holds. Let $A$ be an almost pure $S$-act and let $\theta: B \rightarrow A$ be an $S$-morphism, where $B$ is a finitely generated $S$-subact of a finitely presented $S$-act $M$. We follow the proof of Lemma 5.3 to obtain an $S$-morphism $\theta_{1}: B_{1}^{1} \rightarrow A$ extending $\theta$. But then we can iterate this process to obtain an $S$-morphism $\varphi: B(1) \rightarrow A$ extending $\theta$.

Now, $B$ is embedded in $M$ where $M$ is finitely presented. Suppose that $M=F_{S}(X) / \rho$ where $X$ is finite and $\rho=\langle H\rangle$ where $H$ is finite. Let $C$ be a set of generators for $B$ and for each generator $c \in C$ pick $x_{c} s_{c} \in F_{S}(X)$ so that $c=\left[x_{c} s_{c}\right]$ and let

$$
\Sigma=\left\{x u=y v, x_{c} s_{c}=c:(x u, y v) \in H, c \in C\right\}
$$

Clearly, $\Sigma$ has a solution in $M$ where we substitute $[x]$ for $x$ for each $x \in X$. Regard $\Sigma$ as a set of equations over $B(1)$. Our assumption is that $B(1)$ is absolutely pure, so
that there exists a solution $\left(c_{x}\right)_{x \in X}$ to $\Sigma$ in $B(1)$. A standard argument then gives that $\psi: M \rightarrow B(1)$ given by $[x] \psi=c_{x}$ is a well defined $S$-morphism. Let $d \in B$, so that $d=c s$ for some $c \in C$. Then

$$
d \psi=(c s) \psi=(c \psi) s=\left[x_{c} s_{c}\right] \psi s=\left[x_{c}\right] \psi s_{c} s=c_{x_{c}} s_{c} s=c s=d .
$$

Now consider $\psi \varphi: M \rightarrow A$. Clearly $\psi \varphi$ is an $S$-morphism, and $d \psi \varphi=d \varphi=d \theta$, for any $d \in B$. It follows from Theorem 3.15 that $A$ is absolutely pure. This completes the proof of (3) implies (1).

Given the results of this article one might ask whether it true that for any monoid $S$ we have $\mathcal{A}_{S}(1)=\mathcal{A}_{S}\left(\aleph_{0}\right)$ ? We conjecture that this is not the case and would hope that Theorem 8.2 would help in constructing a counter-example.
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