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EchoVPR: Echo State Networks for

Visual Place Recognition

Anıl Özdemir1,†, Mark Scerri1,†, Andrew B. Barron2, Andrew Philippides3,

Michael Mangan1,∗, Eleni Vasilaki1,4,∗, and Luca Manneschi1,∗

Abstract—Recognising previously visited locations is an im-
portant, but unsolved, task in autonomous navigation. Current
visual place recognition (VPR) benchmarks typically challenge
models to recover the position of a query image (or images)
from sequential datasets that include both spatial and temporal
components. Recently, Echo State Network (ESN) varieties have
proven particularly powerful at solving machine learning tasks
that require spatio-temporal modelling. These networks are
simple, yet powerful neural architectures that—exhibiting mem-
ory over multiple time-scales and non-linear high-dimensional
representations—can discover temporal relations in the data
while still maintaining linearity in the learning time. In this
paper, we present a series of ESNs and analyse their applicability
to the VPR problem. We report that the addition of ESNs to
pre-processed convolutional neural networks led to a dramatic
boost in performance in comparison to non-recurrent networks in
five out of six standard benchmarks (GardensPoint, SPEDTest,
ESSEX3IN1, Oxford RobotCar, and Nordland), demonstrating
that ESNs are able to capture the temporal structure inherent in
VPR problems. Moreover, we show that models that include ESNs
can outperform class-leading VPR models which also exploit the
sequential dynamics of the data. Finally, our results demonstrate
that ESNs improve generalisation abilities, robustness, and accu-
racy further supporting their suitability to VPR applications.

Index Terms—Vision-Based Navigation; Deep Learning for
Visual Perception; Visual Learning

I. INTRODUCTION

V ISUAL Place Recognition (VPR) challenges algorithms

to recognise previously visited places despite changes

in appearance caused by illuminance, viewpoint, and weather

conditions (for reviews see [1], [2], [3]). Unlike in many

machine learning tasks, typical VPR benchmarks challenge

models to learn image locations following a single route

traversal, which are then compared with data during another
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route traversal. Thus, there are very few examples to learn

from (typically only the images within a few metres of the

correct location) making the task particularly challenging.

One approach is to recognise places based on matching

single views using image processing methods to remove

the variance between datasets. For instance, models have

been developed that use different image descriptors to obtain

meaningful image representations that are robust to visual

change (e.g. DenseVLAD [4], NetVLAD [5], AMOSNet [6],

SuperGlue [7], DELG [8], Patch-NetVLAD [9], and HEAPUtil

[10]). While matching single images is successful in many

scenarios, it can suffer from the effects of aliasing, individual

image corruption, or sampling mismatches between datasets

(e.g. it is challenging to ensure that images sampled along the

same route precisely overlap).

Milford and Wyeth [11] were the first to demonstrate that

such issues could be overcome by matching sequences of

images using a global search to overcome individual image

mismatches. This has led to a family of models that improve

VPR performance by exploiting the temporal relationships

inherent in images sampled along routes [11], [12], [13], [14],

[15], [16], [17]. While achieving state-of-the-art performance

on challenging real-world datasets (e.g. Oxford RobotCar [18],

Extended CMU Seasons [19], Pittsburgh [20], Tokyo24/7 [4],

Nordland [21], Mapillary Street Level Sequences [22]), such

models often include an explicit encoding of non-visual in-

formation to limit the image search space, require a cache of

input images for global searches, and can be computationally

expensive in both learning and deployment phases. Neither

of these features are desirable for autonomous robots that

may have limited computational resources and external sensing

capabilities.

Echo State Networks (ESN) [23] are a class of compu-

tationally efficient recurrent neural networks, ideally suited

to addressing VPR problems without the need for additional

support cues or input data caching (see Fig. 1). ESNs are a

subset of reservoir computing models in which the reservoir

neurons possess fixed, random and recurrent interconnections

that sustain recent memories, i.e. echoes [24], with the practi-

cal benefit that only the output layer weights require training.

ESNs thus act as a temporal kernel [25] over a variety of

time-scales, creating a form of working memory dispensing of

the need for input caching. ESNs have excelled when applied

to problems that involve sequential data including dynamical

system predictions [26], [27], robotic motion and navigation

tasks [28], [29], [30]. Hence, they appear well-suited to the

VPR problem but this hypothesis is yet to be tested. Recently
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ESNs have been augmented by novel techniques e.g., [31],

[32]. Among these, in the present work we focus on SPARCE,

which stands for Sparse Reservoir Computing.

The contributions of this work are:

• a novel approach that combines state-of-the-art image

descriptors augmented with ESNs to exploit temporal

dynamics of image sequences;

• validation of the proposed models in four evaluation

datasets that present different input variances (e.g. in-

door/outdoor, day/night, and viewpoint);

• benchmarking against contemporary single- and

sequential-view based models in challenging, long-range

VPR datasets sampled from moving vehicles across

illumination and seasonal changes;

• assessment of the models’ capacity to recognise routes

from a random start-point (akin to kidnapped robot prob-

lem).

II. METHODS

A. Problem Formulation

VPR algorithms are provided with a sequence of places (in

the form of images) sampled along a route. They are then

asked to correctly match (within an acceptable threshold) the

places by the image key-frames along the same route at a

different time. The input data is composed of videos where

the network has to correctly infer the location, i.e. the image

key-frame that is processed at the considered time. In all

the tasks there are at least two sequences of images, one

used as a training set (i.e. reference) and the other used as

a test set (i.e. query), acquired by visiting the same locations

and following the same path twice. Even though there is a

one-to-one mapping between training and test samples, the

latter is acquired by visiting the locations at different times,

leading to differences in visual appearances, such as seasonal

or illuminance as well as viewpoint changes. Perfect matching

is not always possible, hence, there can be a tolerance term that

allows close matches to be accepted. A match is considered

successful, if ||reference − query|| ≤ tolerance.

In our specific implementation, we consider supervised

learning with the ESNs as a predictor, hence, forming a

classification problem. The number of read-out nodes is equal

to the number of places, and therefore, specific to the given

dataset. The read-out nodes (the final and only learnable layer)

output a probability distribution, Pquery, for each given query

image. The prediction (i.e. key-frame of the query) is the

number of the read-out node, i.e. argmaxPquery.

B. Standard Echo State Networks

An ESN is a reservoir of recurrently connected nodes,

whose temporal dynamics x(t) evolves following [23]:

x(t+ δt) = (1− α)x(t) + αf (h(t)) , (1)

h(t) = γWins(t) + ρWx(t), (2)

where α is the leakage term and defines the rate of integration

of information, f is a non-linear activation function (usually

tanh), s(t) is the input signal, Win is the input connectivity

matrix, which is commonly drawn from a random Gaussian

distribution, and γ is a multiplicative factor of the external

signal. The recurrent connectivity W is a sparse, random

and fixed matrix whose eigenvalues are constrained inside the

unit circle of the imaginary plane, with a hyper-parameter ρ

(usually in the range of [0, 1]) set to further control the spectral

radius. Learning occurs via minimisation of a cost function.

Only the read-out weights Wout that connect the reservoir

neurons x to the output change. Optimisation of Wout can

be accomplished through different techniques such as ridge

regression or iterative gradient descent methods [33]. In our

work, we use exclusively gradient decent methods.

C. Sparse Reservoir Computing

The definition of sparse representations through the

SPARCE model [31] can enhance the capacity of the reser-

voir to learn associations by introducing specialised neurons

through the definition of learnable thresholds. Considering

the representation x from which the read-out is defined, as

in Eq. (1), SPARCE consists of the following normalisation

operation:

x′

i = sign
(

xi

)

ReLU
(

|xi| − θi

)

(3)

θi = Pn

(

|xi|
)

+ θ̄i (4)

where i is the i-th dimension, sign is the sign function and

ReLU is the rectified linear unit. Of course, the new read-out is

defined from x′

i, that is after the transformation given in Eq. (3)

and (4), which leaves the dynamics of the system unaltered

and can be easily applied to any reservoir representation. The

threshold θi is composed of two factors: Pn

(

|xi|
)

, i.e. the

n-th percentile of xi, which stands for the distribution of

activities of dimension i after the presentation of a number

of samples with sufficient statistics, and a learnable part θ̄i,

which is adapted through gradient descent and is initialised

to arbitrarily small values at the beginning of training. The

percentile n can be considered as an additional interpretable

hyper-parameter that controls the sparsity level of the network

at the start of the training phase1.

D. Image Pre-processing

Convolutional neural networks (CNN) are the best perform-

ing architectures for processing images and discovering high-

level features from visual data. However, they are static and

lack temporal dynamics. Thus, after a pre-processing module

composed of NetVLAD [5], a pre-trained CNN, we adopted

a system composed by ESNs. Considering that the reservoir

computing paradigm is more effective when the reservoir

expands the dimensionality of its corresponding input, we first

decreased the dimensionality of NetVLAD output (original

dimension is 4096) by training a feedforward network com-

posed of one hidden layer (with 500 nodes) on the considered

classification task. The hidden layer representation is then

considered as the input to the reservoir computing system.

With NV we denote the full model consisting of NetVLAD, a

1For different methodologies to estimate the percentile operation, see [31]
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Fig. 1: An illustration of EchoVPR framework. Echo State Networks (ESN) incorporate temporality while still maintaining

real-time prediction capability, which is a key feature for a robotic system in real-world applications. Given an input image at

a time (from snowy Nordland [21] in this example), an image descriptor (class-leading NetVLAD [5] via a hidden layer, see

Section II-D) provides a meaningful representation to the ESN to update the fixed reservoir.

hidden layer and an output layer. When NV is combined with

another system, e.g., NV-ESN, it means that we have used the

trained hidden layer as an input representation to the ESN.

E. Proposed Architecture

The reservoir is then trained to distinguish the different

locations, which are processed successively in the natural order

of acquisition by the overall architecture. The two reservoir

computing models we study are summarised below2:

• Echo State Network (ESN), where learning happens on

the output weights only. The critical hyper-parameters of

the system for the cases studied are α, γ, η (leakage term,

input factor, learning rate). The overall architecture that

exploits this reservoir will be named NV-ESN in the rest

of the work.

• Echo State Network with SPARCE (SPARCE-ESN),

where thresholds are applied to the reservoir follow-

ing Eq. (3) and learning occurs on θ̄ and Wout. The

hyper-parameters are the same as the standard ESN with

the addition of the starting percentile Pn of Eq. (4).

For this case, the overall architecture will be named

NV-SPARCE-ESN.

F. Error Functions

Learning of Wout and θ̄ is accomplished through mini-

batches and by minimisation of softmax cross-entropy loss

via gradient descent:

E =

Nbatch
∑

j

∑

i

y
target
ij log

(

exp
(

yij
)

∑

i exp(yij)

)

, (5)

where Nbatch is the minibatch size, y the output of the neural

network, ytarget the target output, and the indices i and j

correspond to the sample number and to the output node

considered. The models are trained for up to 60 epochs, i.e.

each training image is seen 60 times.

2The supplementary material and source-code for the ESN implementations
can be found in https://anilozdemir.github.io/EchoVPR/

For larger datasets, we used the sigmoid cross-entropy loss

as the error function, which led to better performance:

E =

Nbatch
∑

j

∑

i

y
target
ij log

[

σ(yij)
]

+ (1− y
target
ij ) log

[

1− σ(yij)
]

,

(6)

where σ is the sigmoid function and the remaining terms

correspond to the ones of Eq. (5). A description of the datasets

used is provided in Section III-A.

III. EXPERIMENTS

A. Datasets And Metrics

To allow benchmarking of different models across datasets,

the VPR community is converging upon a standardised

methodology [34], [35], [36]. We therefore evaluate model

performance using the recommended metrics: prediction accu-

racy, recall@n and precision-recall area-under-curve (AUC).

Initial analysis was performed on four datasets that chal-

lenge models in a variety of conditions:

• GardensPoint [37] consists of 200 indoor, outdoor and

natural environments with both viewpoint and conditional

changes throughout the dataset. A tolerance of 2 is

accepted.

• ESSEX3IN1 [38] consists of 210 images taken at the

university campus and surroundings, focusing on percep-

tual aliasing and confusing places. There is no tolerance

for this dataset.

• SPEDTest [39] consists of 607 low-quality but high-

depth images collected from CCTV cameras around the

World; it includes environmental changes including vari-

ations in weather, seasonal, and illumination conditions.

There is no tolerance for this dataset.

• Corridor [12] consists of 111 images of an indoor

environment - three traverses of the same corridor.

Models were then evaluated in two larger datasets captured

from moving vehicles that are more representative of the data

that would be presented to an autonomous robot:

• Nordland [9] comprises of images taken at train traver-

sals in four different seasons in Norway; the viewpoint

angle is fixed although there is a high weather, seasonal

and illumination variability. Each traversal consists of
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Fig. 2: ESN performance compared with single view matching algoirthms in evaluation datasets. The utilisation of

reservoir computing models permits the temporal dynamics of the problem to be captured and improves the performance of

CNNs. NV-ESN and NV-SPARCE-ESN are shown in blue-green colours, while the performance of static neural networks

is reported in red-yellow colours. The performance of AMOSNet, DenseVLAD and NetVLAD were taken from [34], where

image matching was achieved by computing distances among the representation. NetVLAD-C and NV correspond to models

in which a simple read-out or a hidden layer with a read-out were trained from the representation of the convolutional network

respectively. This was achieved through the minimisation of Eq. (5) on the specific task considered, similar to the approach

used for ESNs. The bar plots for our method shows average performance over 20 trials.

27592 images. A tolerance of 10 is acceptable—the same

as the models [16], [9], [17] we compare against (see

Section IV-E for more details).

• Oxford RobotCar [40] comprises of images taken from

a car travelling a fixed 10 km route around Oxford, UK at

different times of the day across seasons. Each traversal

consists of roughly 30000 images.

To allow direct comparison of ESNs with different pub-

lished results, we also consider a subset of the Nordland

dataset composed of 1000 images as in [16], and then the full

dataset as in [9]. For the Oxford RobotCar dataset [40], we

used 4599 and 4550 images captured during the day (2015-03-

17-11-08-44) and at night (2014-12-16-18-44-24) sampled at

2m apart for training and testing respectively, with a tolerance

of 20m, in a similar manner to [17].

B. Benchmarking Process

We compared NV-ESN and NV-SPARCE-ESN (see Sec-

tion II-E) on the smaller datasets (GardensPoint, SPEDTest,

ESSEX3IN1) to the following models, taken from the liter-

ature: AMOSNet [6], DenseVLAD [4] and NetVLAD [5].

We also used our own NetVLAD variants, NetVLAD-C,

which consists of NetVLAD with an output layer trained as a

classifier, and NV (see Section II-D).

For the Nordland dataset, we compare our methods with

NetVLAD [5], SuperGlue [7], DELG global [8], DELG lo-

cal [8] and Patch-NetVLAD [9]. The latter uses NetVLAD

in combination with local features (Patch). We were able

to combine our ESNs variants with local features similar to

Patch-NetVLAD. In particular, after classification of the top

100 locations performed by NV-ESN or NV-SPARCE-ESN,

we used such local features to select the final classified

location. For simplicity, we named the resulting models

PatchL-ESN and PatchL-SPARCE-ESN for the case with

or without SPARCE respectively, where L stands for “Light”.

The “Light” model refers to the variant Single-Spatial-Patch-

NetVLAD as defined in [9] which employs a simple spatial

verification method applied on a single patch of size 5 and

512 PCA dimensions. In contrast the results that are reported

from Patch-NetVLAD [9] utilises the variant Multi-RANSAC-

Patch-NetVLAD which employs a more complex spatial scor-

ing method applied on a fusion of multiple patches of sizes

(2, 5 and 8) and 4096 PCA dimensions. This selection process

among the top 100 images is analogous to the one in the

original paper [9].

Again on Nordland, we compared NV-ESN to se-

quential models. More specifically, we considered three

NetVLAD variants (NetVLAD+Smoothing, NetVLAD+Delta

and Netvlad+SeqMatch), SeqNet(S5) and HVPR(S5 to S1).

For the description of all these models see [17]. SeqNet, in

particular, is a recently formulated sequential model where

authors used the images of the Nordland dataset captured

during summer and winter as training set, and then tested

the model on previously unseen locations during Spring and

Fall. In [17], the generalisation on unseen locations is possible

because of the computation of distances among images and of

the minimisation of a triplet loss function. Considering that

we are training a classifier, where each image corresponds to

a different output node similarly to [16], it is difficult to make

a direct comparison. Instead, we formulated a methodology

inspired by the one adopted for SeqNet [17]. We selected

single images or pairs of consecutive images randomly from

the summer and winter datasets and excluded them from the

training. We used these images for validation and images

captured at the same locations, but during Spring and Fall,

for testing. In this way, our models are tested on images for

which training was absent.

For the reduced version of the Nordland dataset, we com-

pared our methods NV-ESN and NV-SPARCE-ESN to Fly-

Net+CANN and FlyNet+RNN. In that case the comparison

was straightforward as all networks are classifiers presuming
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each place is a class.

We also compared NV-ESN, PatchL-ESN,

NV-SPARCE-ESN and PatchL-SPARCE-ESN on the

Oxford RobotCar dataset with NetVLAD and Patch-

NetVLAD, which were not available from the literature. For

these two models, we produced results using the source-code

provided by the authors.

C. Hyper-parameter Tuning On ESNs

The lack of a validation set for the considered tasks makes

hyper-parameter selection challenging. This difficulty is in-

creased by the small number of samples in the training set (i.e.

one sample per place) and by the major statistical differences

between the training and test data. In particular, the seasonal

differences in the acquisition of reference and query data

lead to the possible presence or absence of snow and shifts

in colour intensity. In our preliminary experiments, different

hyper-parameters often reached perfect accuracy (i.e. 100%)

on the training set and had reduced performance on the test

set. For this reason, a validation test was required.

We believe that there is a lack of clarity in previous research

works regarding the definition of a methodology to overcome

the problem of hyper-parameter selection. Wetherefore tuned

the hyper-parameters of the reservoir by using a small per-

centage (i.e. 10%) of samples of the test set as validation. In

other words, while the read-out was always optimised from

training samples, hyper-parameters were optimised through

grid search over the performance achieved on 10% of the

test data. We did not estimate performance on validation data

when computing scores on the test dataset. Being aware of the

limitations of this methodology, we show how it is possible to

use the test set of one task as validation for another task with

little performance loss, demonstrating that the model performs

well if the hyper-parameters were selected to be robust to non-

excessive statistical changes (see Section IV-B).

IV. RESULTS

A. Assessing ESNs On Visual Place Recognition

The performance of the NV-ESN and NV-SPARCE-ESN

models were first evaluated in four datasets (GardensPoint,

SPEDTest, ESSEX3IN1 and Corridor). Fig. 2 shows that

both ESN variants outperform single-view matching models

(including NetVLAD with read-out and hidden layers) in all

four conditions (with the exception of AMOSNet in Corridor).

The NV-ESN achieves mean accuracy scores of 0.75, 0.99,

1.0 and 0.88 and mean AUC scores of 0.9, 1.0, 1.0 and 0.93.

The addition of the NV-SPARCE layer provides additional

improvement with accuracy scores of 0.77, 0.99, 1.0, and 0.91
and mean AUC scores of 0.93, 1.0, 1.0 and 0.93. The ESNs

used N = 1000 reservoir neurons.

B. Robustness Of Hyper-parameters

We also analysed the sensitivity of the ESNs with respect

to hyper-parameter selection. Fig. 3 shows accuracy scores

for hyper-parameters tuned by training the models on Gar-

densPoint and maintaining them when training in SPEDTest,

SPEDTest ESSEX3IN1 Corridor

Fig. 3: Robustness of hyper-parameters. Performance is

maintained despite using the hyper-parameters optimised for

a different dataset (GardensPoint). The two variants of ESN

are well above the accuracy achieved by NetVLAD-C and NV

(horizontal lines). The box plots represent the distribution of

20 trials.

TABLE I: ESNs outperform state-of-the-art single view

matching models in the challenging Nordland and Ox-

ford RobotCar benchmarks. The larger datasets pose a

greater challenge for algorithms with an order of magnitude

more images and extreme variance between training and

test sets (seasonal and day/night). Best results are found for

PatchL-ESN in Nordland, and PatchL-SPARCE-ESN in

Oxford RobotCar.

Nordland Oxford RobotCar
Summer vs Winter Day vs Night

Method R@1 R@5 R@10 R@1 R@5 R@10

NetVLAD [5] 13.0 20.6 25.0 31.2 48.6 58.3
SuperGlue [7] 29.1 33.4 35.0 − − −
DELG global [8] 23.4 35.4 41.7 − − −
DELG local [8] 60.1 63.5 64.6 − − −
Patch-NetVLAD [9] 44.9 50.2 52.2 80.7 84.8 86.4
NV-ESN 47.5 61.0 66.4 44.0 58.1 65.5
NV-SPARCE-ESN 46.7 60.3 65.9 80.4 87.9 91.5
PatchL-ESN 66.4 76.0 78.7 75.9 85.2 87.7
PatchL-SPARCE-ESN 66.3 75.7 78.6 88.8 97.0 98.2

ESSEX3IN1 and Corridor. The reason we chose the hyper-

parameters for GardensPoint is that generalisation is more

likely to occur when the baseline task is more complex than

the new tasks to which it is applied. Indeed, richer and more

difficult datasets can lead neural networks to discover high-

level features that are transferable to simpler datasets, while

the contrary is difficult. Fig. 3 demonstrates how, even with

sub-optimal hyper-parameters, the introduction of ESNs leads

to higher performance in comparison to single-view matching

models: NetVLAD-C and NV. Moreover, the performance

remains above 86% for both accuracy and AUC compared to

the virtually perfect scores achieved when hyper-parameters

were tuned using the same dataset (see Fig 2).

C. Performance On Larger Datasets

To assess the scalability of the ESNs, and to compare

their performance to state-of-the-art models, performance was

analysed in the full Nordland and Oxford RobotCar datasets
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as in [17]. The methodology adopted is the same as in

Section IV, but the number of reservoir nodes in the ESN is

increased to 8000 and 6000 for the Nordland and the Oxford

RobotCar datasets, respectively. Results presented in Table I,

show that best performance was achieved for PatchL-ESN

in the Nordland dataset, when compared with state-of-the-

art single view matching models. We would like to note

that, in our models we have used exclusively the “light”

version of Patch-NetVLAD for computational efficiency, while

the performance reported in Table I of the original Patch-

NetVLAD exploited its most complex version. Considering

the results for Nordland (summer vs winter) and Oxford

RobotCar (day vs night), it is evident that the temporal

features captured by the ESNs cause it to reach competi-

tive performance. NV-ESN reports recall@n that are higher

than the original Patch-NetVLAD for the Nordland dataset,

while NV-SPARCE-ESN is surprisingly successful on the

Oxford RobotCar dataset, with performance that is inferior

only to its more complex variant PatchL-SPARCE-ESN

and comparable to Patch-NetVLAD. The utilisation of the

local features from [9] further improve these results, and

the model PatchL+SPARCE-ESN is the best performing

network overall. Indeed, PatchL+SPARCE-ESN reports the

highest score for Oxford RobotCar and it is only slightly

worse than PatchL-ESN for Nordland. It is likely that these

results might improve by using the complete variant of Patch-

NetVLAD. Here, we chose to keep the model as simple as

possible, given that it still outperforms the other techniques.

Thus, ESNs constitute an addition to other neural architectures

that can lead to considerable performance improvements and

to state-of-the-art results.

D. Robustness With Respect To Start-Point

We investigate if the proposed models satisfy two conditions

that are necessary for a potential implementation on a robot.

First, the model should maintain high performance if we start

from different locations of the input sequence. Second, the

amount of temporal information that needs to be processed

before the system can reach satisfactory results should be low.

Fig. 4 shows the recall@n of an ESN as the number of images

being processed increases from the starting location. The

recall@n are averaged across different possible initial locations

and computed on the test set of the Nordland dataset. The

average performance increases quickly and steadily, showing

that the model needs to process in the order of 50 images

before the trends converge. The fact that the performance of

Fig. 4 is obtained by averaging from various starting points

further demonstrates the robustness of the model with respect

to variation of the initial location.

E. Comparing ESN With Sequential VPR Models

In this section, we benchmark the performance of ESNs

against sequence matching VPR models. The majority of se-

quential models for VPR benchmarks adopt different learning

and testing methodologies, and it is consequently difficult

to make direct comparisons to previously published results.

However, it is possible to directly compare our networks with

Fig. 4: Robustness with respect to start-point. Performance

of NV-ESN as the image number from a starting location

increases. The trends are averaged across 500 different starting

locations of the Winter Nordland datasets.

with two models recently reported to achieve great perfor-

mance [16] in a subset of the Nordland dataset [21] composed

by 1000 images. Both previous models use a bio-inspired feed-

forward neural network (FlyNet) to encode visual information

and either a recurrent neural network (RNN) or a continuous

attractor neural network (CANN) to introduce temporality.

Fig. 5 shows accuracy scores of 0.72 and 0.92 for the standard

NV-ESN and NV-SPARCE-ESN respectively. For the AUC

test, NV-ESN achieves scores of 0.95, with NV-SPARCE-ESN

improving results to 0.98. This compares favourably to both

static view matching models (e.g. NetVLAD+HL) which score

0.24, and sequential models which score 0.21 (FlyNet+RNN)

and 0.91 (FlyNet+CANN). While it is not possible to directly

and fairly compare with models such as SeqNet [17] that use

distances between images, we have devised a methodology

that allows us to provide scores of our methods in classifying

previously unseen data.

The performance obtained for the larger version of the Nord-

land dataset are shown in Table II (summer-winter vs spring-

fall). The two results reported for each recall@n correspond

to the case where single, or consecutive image pairs, were

randomly selected for testing respectively (see Section III-B

for more details). In the latter case, because the connections

to adjacent pairs of output neurons are not trained, the per-

formance degrades. However, even in a learning and testing

paradigm not completely suited to our model, the proposed

networks are able to generalise. This additional comparison

between ESNs and previously published results (Table II)

confirms that the former can achieve high performance in

relation to sequential techniques. Moreover, the memory of

ESNs is solely reliant on the internal dynamics, while the

vast majority of other sequential models rely on a direct

comparison among sequences, which need to be stored in

memory.

V. CONCLUSIONS

Here we have demonstrated the viability of ESNs as a

solution to the VPR problem. Both ESN variants achieve
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Accuracy AUC

C

Fig. 5: Direct comparison to sequential classification mod-

els in the Nordland dataset. The NV-ESN model and in

particular NV-SPARCE-ESN, outperform FlyNet+RNN and

FlyNet+CANN, taken from [16] and NV when compared with

reported AUC scores. The horizontal lines report the perfor-

mance of FlyNet and NV models. The box plots represent the

distribution of 20 trials.

TABLE II: Indicative comparison of ESNs to published

results with sequential models in the Nordland dataset. We

note that the NV-ESN cannot be evaluated in the same way as

the other models so a direct comparison is not appropriate.

Nordland
Summer-Winter vs Spring-Fall

Method R@1 R@5 R@20

NetVLAD+Smoothing [17] 44.0 59.0 72.0
NetVLAD+Delta [17] 56.0 70.0 80.0
NetVLAD+SeqMatch [17] 61.0 71.0 78.0
SeqNet (S5) [17] 79.0 90.0 94.0
HVPR (S5 to S1) [17] 79.0 89.0 94.0

NV-ESN 82.7/77.6 91.2/85.9 95.1/90.9

comparable or better performance than single-view matching

models in four evaluation datasets. On larger datasets such as

full Nordland and Oxford RobotCar, the two variants, com-

bined with local features, were the best models. With respect

to sequential models, where a fair comparison was permitted,

two ESN variants achieved performance above/equal to the

class-leading results on the reduced Nordland dataset. While

performance is comparable, we note that FlyNet [16] has many

fewer parameters. However, the ESN does not require images

to be cached during multiple comparisons or any external cues.

A comparison with sequential models is, in general, difficult

due to their use of distances that allow unseen images to

be compared. In this sense, these sequential models have an

advantage at the cost that caching images is required in order

to recognise a new place.

The addition of SPARCE to the standard ESN improved

performance considerably in almost all cases, showing how

the introduction of sparse representations can efficiently help

the classification process. An exception was the full Nordland

dataset, where we did not find any advantage by adding this

technique, and the reasons are worthy of further investigation.

When it comes to ESN advances, an intriguing future

course of action is to take inspiration from invertebrate mini-

brains. An interesting point being that they possess analogous

structural motifs of both deep and shallow ESNs. A simple

example is the insect mushroom body. This is considered

the cognitive centre of the insect brain [41] and is necessary

for learning relationships sequences and patterns in honey

bees [41], [42]. Structurally the mushroom body is a three-

layer network with a compact input layer, an expanded middle

layer of inter-neurons called Kenyon cells (KC), and a small

layer of output neurons [43]. The connections between the KC

and output neurons are plastic and modified by learning [44],

and there are chemical and electrical synapses between the

KC [45]. These features are analogous to the recurrent con-

nections in the reservoir layer of an ESN, and it has been

hypothesised [31] that these recurrent connections in the

KC layer could contribute to the reverberant activity of the

mushroom body that supports forms of memory [46]. Further,

the technique SPARCE is inspired by the low activity exhibited

by the KC. Given the similar structures of ESN and mushroom

body, insights gained from neurobiology could help shape the

future ESN investigations and in turn, analysis of the optimal

structure for VPR could shed light on the function of different

brain areas. For instance, in [32], hierarchical structures with

fast and slow information processing times are investigated,

reminiscent of neural processing observed in insect brains. See

[47] (supplementary materials) for a preliminary study of such

networks.

ESN efficiently exploit information in sequences but in

practice it is also desirable that places are recognised from

a single input image allowing robotics to truly solve the

kidnapped robot problem. However, in the cases where such

methods fail, traversing portions of a familiar path can help

to disambiguate input. In this respect, our models require

“viewing” of approximately 50 images (for the Nordland set)

in order to start correctly identifying their location.

ESNs provide a means to exploit such temporal dynamics

using only visual data but more powerful variants require

tuning of a large number of parameters which may not be

possible when only a small amount of training examples are

provided. Other methods [11], [16] have focused on low-

parameter models but often require additional cues such as

velocity to focus the image search. Ensemble methods [48],

[49] that combine these features are emerging that may provide

the best of both worlds.
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Section I introduces hierarchical ESNs for the VPR problem. Section II presents preliminary analysis of hierarchical ESNs

for VPR in the evaluation study. Section III contains details of the hyper-parameters used in the main paper.

I. HIERARCHICAL ESNS AND SPARCE

Recent works have started to analyse the benefits of reservoir computing systems composed of multiple ESNs. In these

architectures, ESNs are connected hierarchically and are tuned differently to exhibit diverse dynamical properties. For

instance, the values of the leakage term α(k), where k is the reservoir number, can vary for different networks, allowing

them to regulate the time-scales at which diverse reservoirs operate. As a result, the overall system can be characterised

by a wider range of time constants that has richer dynamics and improved memory abilities. Following the architecture in

Fig. 1(b), the equations that describe a system of hierarchically connected reservoirs can be defined by:

x
(k)(t+ δt) = (1− α(k))x(k) + α(k)f

(

h
(k)(t)

)

, (1)

h
(k)(t) =

NESN
∑

l

ρ(kl)W(kl)
x
(l)(t), (2)

where α(k) is the leakage term and defines the rate of integration of information, f is a non-linear activation function (usually

tanh), s(t) is the input signal. The recurrent connectivity W is a sparse, random and fixed matrix whose eigenvalues are

constrained inside the unit circle of the imaginary plane, with a hyper-parameter ρ(kl) (usually in the range of [0, 1]) set to

further control the spectral radius.

In the hierarchical structure of Fig. 1(b), W(kl) ̸= 0 if k = l or k = l + 1. In detail, W(kk) indicates the recurrent

connectivity of reservoir k and needs to have a spectral radius smaller than one, while W
(kl), where k = l + 1 is the

connectivity among different reservoirs and can be drawn from any desirable distribution. In this work, we focus on a

hierarchical structure of two ESNs with different values for the two leakage terms.

While the exploitation of multiple ESNs can enrich the dynamics of the system by discovering temporal dependencies

over multiple time-scales, the definition of sparse representations through the SPARCE model [1] can enhance the capacity

of the reservoir to learn associations by introducing specialised neurons through the definition of learnable thresholds.

• Hierarchical ESN (H-NV-ESN), composed by two reservoir connected unidirectionally. The read-out is defined from

both reservoirs and, as for the case of a single ESN, Wout is subject to training. In this case, the number of hyper-

parameters is theoretically more than doubled in comparison to a single ESN and it is practically challenging to perform

an exhaustive tuning procedure of all of them. We selected the value of γ as the optimal one found for the single ESN

and fixed α(1) ≈ 1, focusing on the tuning of α(22), ρ(21), η. The constraint α(1) ≈ 1 is justified by considering that the

second reservoir would lose information that lives on fast time-scales if α(1) ≪ 1, leading to an overall system with

slow reacting dynamics. On the contrary, if α(1) ≈ 1 and α(2) < α(1), the first reservoir can react to rapid changes

of the input and the second can maintain past temporal information, leading to a system that is robust to signals with

both short and long temporal dependencies.

• Hierarchical ESN and SpaRCe (H-NV-SPARCE-ESN), which is the same as a hierarchical reservoir, but with the

addition of SPARCE (for more details, see Section II.C in the main paper).

II. RESULTS

We assessed if a hierarchical ESN architecture would produce improved results in the GardensPoint dataset. For the

initial analysis, we kept the reservoir size N = 1000, leading to NV-ESN and NV-SPARCE-ESN having 1000 neurons (as

in the main paper experiments), and H-NV-ESN and H-NV-SPARCE-ESN having 2000 neurons. Then, to ensure a fair
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Fig. 1: Scheme of the ESN models and the overall network architecture. A: ESN protocol. The input is fed to an ESN

and the training process occurs on the read-out Wout from the network representation. When the SPARCE algorithm is

adopted, additional thresholds θ are initialised and adapted through the gradient. B: Hierarchical ESN. The input is first

processed by the first reservoir (R1), which is then connected to a second ESN (R2, tuned with different values of the

hyper-parameters to exhibit diverse dynamical properties) unidirectionally. As in A, learning occurs on the output weights

Wout defined from the representation of both reservoirs and on the thresholds θ when SPARCE is adopted. C: Scheme of the

overall model, composed of a pre-processing module (red boxes) and a reservoir model (blue boxes). In the pre-processing,

an image is fed through a CNN (i.e. NetVLAD [2]), and through a hidden layer (the input to the ESN), pre-trained to reduce

the dimensionality of NetVLAD output (4096 to 500) and to be fed into the reservoir system. The reservoir model can then

be a single or hierarchical ESN with or without the SPARCE model. Input images are perceived sequentially as a video,

and the network has to correctly classify the location of the current image

comparison, we increased the single reservoirs to match the size of the hierarchical models, N = 2000. Comparison of these

three settings: (i) single reservoir models with N = 1000, (ii) with N = 2000 and (iii) hierarchical models with N = 2000,

is given in Table I.

The results shows that the introduction of hierarchical models, compared to single reservoir N = 1000, increased the

median accuracy scores while decreasing their variance; H-NV-ESN median: 0.80 and std: 0.14 vs H-NV-SPARCE-ESN

median: 0.87 and std: 0.06; both for 20 trials). AUC scores showed little change, but they were already close to the maximum

possible (> 0.93), and thus there was little room for improvement. Their performance was slightly below the single reservoir

N = 2000 neurons. We would like to highlight that in the hierarchical models only the leakage terms (α) and the learning

rate (η) were optimised.

Considering the performance improvement consequent to the utilisation of the hierarchical model, it is evident how the

GardensPoint dataset [3] contains longer temporal dependencies among images that a single ESN cannot capture. After an

inspection of the datasets, it is clear that data of GardensPoint are captured at a higher frame-rate than the other datasets

(ESSEX3IN1, SPEDTest, Corridor), where images appear more static and separated in time across each other. Consequently,

GardensPoint has a more complex underlying temporal structure. At this point, we see the benefit of using hierarchical

models, noting that further study is needed to assess their utilities for the VPR problem thoroughly.
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TABLE I: Comparison of hierarchical models against single reservoir NV-ESN and NV-SPARCE. N is the total number of

reservoir neurons. The results are for 20 trials.

Model Accuracy mean (std) AUC mean (std)

NV-ESN (N = 1000) 0.748 (0.142) 0.904 (0.07)
NV-ESN (N = 2000) 0.85 (0.093) 0.932 (0.028)
H-NV-ESN (N = 2000) 0.829 (0.094) 0.913 (0.045)

NV-SPARCE-ESN (N = 1000) 0.772 (0.106) 0.926 (0.04)
NV-SPARCE-ESN (N = 2000) 0.867(0.059) 0.951 (0.024)

H-NV-SPARCE-ESN (N = 2000) 0.858 (0.056) 0.936 (0.036)

III. HYPER-PARAMETERS

In this section, we provide the hyper-parameters used for the ESNs. Table II shows the hyper-parameters used for datasets:

GardensPoint, SPEDTest, ESSEX3IN1, Corridor, and Nordland (subset). Table III shows the hyper-parameter used for

Nordland and Oxford RobotCar datasets.

TABLE II: Hyper-parameters used for experiments in Section IV. A,B,E: GardensPoint, SPEDTest, ESSEX3IN1, Corridor,

and (subset) Nordland. For the hierarchical models, two hyper-parameters are for two reservoirs.

Dataset Model η α γ Pn

GardensPoint

NV-ESN (N=1000) 0.01 0.678032 0.000316 −
NV-SPARCE-ESN (N=1000) 0.01 0.739869 0.000316 0.4
NV-ESN (N=2000) 0.0055 0.707946 0.000888 −
NV-SPARCE-ESN (N=2000) 0.005 0.723563 0.000888 0.5
H-NV-ESN (N=2000) 0.001 0.6 / 0.9 0.01 / 0.01 −
H-NV-SPARCE-ESN (N=2000) 0.0005 0.6 / 0.9 0.01 / 0.01 0.4

SPEDTest
NV-ESN 0.01 0.957745 0.00072 −
NV-SPARCE-ESN 0.01 0.978873 0.00072 0.1

ESSEX3IN1
NV-ESN 0.01 1 0.003728 −

NV-SPARCE-ESN 1× 10
−5 1 0.003728 0

Corridor
NV-ESN 0.001 0.841395 0.003728 −
NV-SPARCE-ESN 0.005 0.841395 0.003728 0.4

Nordland (subset, 1000 images)
NV-ESN 0.01 1 0.01 −
NV-SPARCE-ESN 0.0001 1 0.01 0.25

TABLE III: Hyper-parameters used for experiments in Section IV. C,D,E: Nordland and Oxford RobotCar.

Nordland Oxford
Summer vs Winter Day vs Night

Parameter NV-ESN NV-SPARCE-ESN NV-ESN NV-SPARCE-ESN

N 8000 8000 6000 6000

α 1.0 1.0 0.3 0.3
γ 0.01 0.01 0.008 0.008
ρ 0.99 0.99 0.99 0.99
Pn − 0.0 − 0.7
Nbatch 200 200 30 30

η 1× 10
−4

5× 10
−4

5× 10
−4

1× 10
−3

ηθ − 5× 10
−7 − 1× 10

−6
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