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# Construction of rank 2 indecomposable modules in Grassmannian cluster categories 

Karin Baur, Dusko Bogdanic and Jian-Rong Li


#### Abstract

. The category $\mathrm{CM}\left(B_{k, n}\right)$ of Cohen-Macaulay modules over a quotient $B_{k, n}$ of a preprojective algebra provides a categorification of the cluster algebra structure on the coordinate ring of the Grassmannian variety of $k$-dimensional subspaces in $\mathbb{C}^{n},[13]$. Among the indecomposable modules in this category are the rank 1 modules which are in bijection with $k$-subsets of $\{1,2, \ldots, n\}$, and their explicit construction has been given by Jensen, King and Su. These are the building blocks of the category as any module in $\mathrm{CM}\left(B_{k, n}\right)$ can be filtered by them. In this paper we give an explicit construction of rank 2 modules. With this, we give all indecomposable rank 2 modules in the cases when $k=3$ and $k=4$. In particular, we cover the tame cases and go beyond them. We also characterise the modules among them which are uniquely determined by their filtrations. For $k \geq 4$, we exhibit infinite families of non-isomorphic rank 2 modules having the same filtration.


## §1. Introduction

One of the key initial examples of Fomin and Zelevinsky's theory of cluster algebras $[6, \S 12.2]$ was the homogeneous coordinate ring $\mathbb{C}[\operatorname{Gr}(2, n)]$ of the Grassmannian of 2-dimensional subspaces of $\mathbb{C}^{n}$. Scott proved in [16] that this cluster structure can be generalized to the coordinate ring $\mathbb{C}[\operatorname{Gr}(k, n)]$. This has sparked a lot of research activities in cluster theory, e.g. $[18,9,12,11,15,4,13,14,7,17]$.

An aditive categorification of the cluster algebra structure on the homogeneous coordinate ring of the Grassmannian variety of $k$-dimensional

[^0]subspaces in $\mathbb{C}^{n}$ has been given by Geiss, Leclerc, and Schröer $[8,10]$ in terms of a subcategory of the category of finite dimensional modules over the preprojective algebra of type $A_{n-1}$. Jensen, King, and Su [13] gave a new additive categorification of this cluster structure using the maximal Cohen-Macaulay modules over the completion of an algebra $B_{k, n}$ which is a quotient of the preprojective algebra of type $A_{n-1}$. In the category $\mathrm{CM}\left(B_{k, n}\right)$ of Cohen-Macaulay modules over $B_{k, n}$, which is called the Grassmannian cluster category, among the indecomposable modules are the rank 1 modules which are known to be in bijection with $k$-subsets of $\{1,2, \ldots, n\}$, and their explicit construction has been given in [13]. For a given $k$-subset $I$, the corresponding rank 1 module is denoted by $L_{I}$. Also, we refer to $k$-subsets as rims, because of the way we use them to visualize rank 1 modules (see Section 2). Rank 1 modules are the building blocks of the category as any module in $\mathrm{CM}\left(B_{k, n}\right)$ can be filtered by rank 1 modules (the filtration is noted in the profile of a module, [13, Corollary 6.7]). The number of rank 1 modules appearing in the filtration of a given module is called the rank of that module.

The aim of this paper is to explicitly construct rank 2 indecomposable Cohen-Macaulay $B_{k, n}$ modules in the cases when $k=3$ and $k=4$. In particular, we construct all indecomposable rank 2 modules in the tame cases $(3,9)$ and $(4,8)$, and more generally, for an arbitrary $k$, we construct all indecomposable modules of rank 2 whose rank 1 filtration layers $L_{I}$ and $L_{J}$ satisfy the condition $|I \cap J| \geq k-4$.

Once we have the construction, we investigate the question of uniqueness. Here, the central notions are that of $r$-interlacing (Definition 2.4) and of the poset of argiven rank 2 module (Section 2). If $I$ and $J$ are $k$-subsets of $\{1, \ldots, n\}$, then $I$ and $J$ are said to be $r$-interlacing if there exist subsets $\left\{i_{1}, i_{3}, \ldots, i_{2 r-1}\right\} \subset I \backslash J$ and $\left\{i_{2}, i_{4}, \ldots, i_{2 r}\right\} \subset J \backslash I$ such that $i_{1}<i_{2}<i_{3}<\cdots<i_{2 r}<i_{1}$ (cyclically) and if there exist no larger subsets of $I$ and of $J$ with this property. The filtration layers of a module $M$ give a poset structure. In rank 2 , if $I$ and $J$ are $r$-interlacing, the sets $I$ and $J$ form a number $r_{1} \leq r$ of boxes in the so-called lattice diagram of $M$ (see Section 2 for details on how we picture $M$ with its filtration layers). The associated poset is $1^{r_{1}} \mid 2$; the poset consists of a tree with one vertex of degree $r_{1}$ and $r_{1}$ leaves, it has dimension 1 at the leaves and dimension 2 at the central vertex. See Figure 1.


$$
I=\{2,5,7,8,10\} \quad J=\{1,3,4,6,9\}
$$

Fig. 1. The profile of a module with 4-interlacing layers forming 3 boxes with poset $1^{3} \mid 2$. The dashed line shows the rim of $L_{I}$ with arrows $x_{i}, i \in I$ indicated. The solid line below is the rim of $L_{J}$, with arrows $x_{i}, i \in J$ indicated.

A partial answer to the question of indecomposability of a rank 2 module in terms of its poset is given in the following proposition.

Proposition 1.1 ([2, Remark 3.2]). Let $M \in \operatorname{CM}\left(B_{k, n}\right)$ be an indecomposable module with profile $I \mid J$. Then $I$ and $J$ are r-interlacing and their poset is $1^{r_{1}} \mid 2$, where $r \geq r_{1} \neq 3$.

This proposition tells us that when dealing with rank 2 indecomposable modules, we can assume that the poset of such a module is of the form $1^{r_{1}} \mid 2$, for $r_{1} \geq 3$, and that its layers are $r$-interlacing, where $r \geq r_{1} \geq 3$. We say that $I$ and $J$ are almost tightly 3 -interlacing if $I \mid J$ has poset 13 , and $I \backslash J=\left\{a_{1}\right\} \cup\left\{a_{2}\right\} \cup\left\{a_{3}, \ldots, a_{3+r}\right\}$, $J \backslash I=\left\{b_{1}\right\} \cup\left\{b_{2}\right\} \cup\left\{b_{3}, \ldots, b_{3+r}\right\}, r \geq 0$, and $b_{1}<a_{1}<b_{2}<a_{2}<$ $b_{3}<\cdots<b_{3+r}<a_{3}<\cdots<a_{3+r}$. Our main results are the following two theorems.

Theorem 1.2 (Theorem 4.8, Theorem 6.3). Let $M \in \operatorname{CM}\left(B_{k, n}\right)$ be an indecomposable module with profile $I \mid J$. Then, up to isomorphism, $M$ is the unique indecomposable rank 2 module with filtration $I \mid J$ if and only if its poset is $1^{3} \mid 2$ and $I$ and $J$ are almost tightly 3-interlacing.

More precisely, in the case of $r$-interlacing rank 1 layers with poset $1^{r_{1}} \mid 2$, where $r \geq r_{1} \geq 4$, we show that there are infinitely many non-isomorphic rank 2 modules with the same filtration, e.g. there are infinitely many non-isomorphic indecomposable rank 2 modules with filtration $\{1,3,5,7\} \mid\{2,4,6,8\}$ in the tame case $(4,8)$.

Theorem 1.3 (Theorem 6.3). Let $M$ be an indecomposable rank 2 module with profile $I \mid J$, where $I$ and $J$ are r-interlacing with poset
$1^{r_{1}} \mid 2$, where $r \geq r_{1} \geq 4$. Then there are infinitely many non-isomorphic rank 2 indecomposable modules from $\mathrm{CM}\left(B_{k, n}\right)$ with filtration $I \mid J$.

In the case $r=r_{1}=4$, we show that this infinite family of indecomposable modules with filtration $I \mid J$ is parameterized by the set $\mathbb{C} \backslash\{0,1,-1\}$ where two points from this set are identified if their sum is 0 . For the filtration layers $I$ and $J$ of an indecomposable module with profile $I \mid J$, we construct all decomposable rank 2 modules that are extensions of these rank 1 modules, i.e. we construct all decomposable modules that appear as middle terms in short exact sequences with $I$ and $J$ as end terms.

The paper is organized as follows. In Section 2, we recall the definitions and key results about Grassmannian cluster categories. In Section 3 , we give the construction of rank 2 modules in the case when the layers are tightly 3 -interlacing. This covers in particular the tame case $(3,9)$ and almost all rank 2 modules in the tame case $(4,8)$. Section 4 is devoted to the cases of non-tightly 3 -interlacing layers. Section 5 is devoted to the case of tightly 4 -interlacing layers, which completes the case $(4,8)$. In the last section, we deal with the general case of $r$-interlacing, when $r \geq 4$, and we show that there are infinitely many non-isomorphic rank 2 indecomposable modules with the same filtration.
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## §2. Preliminaries

We follow the exposition from $[13,1,2]$ in order to introduce notation and background results. Let $\Gamma_{n}$ be the quiver of the boundary algebra, with vertices $1,2, \ldots, n$ on a cycle and arrows $x_{i}: i-1 \rightarrow i, y_{i}: i \rightarrow$ $i-1$. We write $\mathrm{CM}\left(B_{k, n}\right)$ for the category of maximal Cohen-Macaulay modules for the completed path algebra $B_{k, n}$ of $\Gamma_{n}$, with relations $x y-y x$ and $x^{k}-y^{n-k}$ (at every vertex). The centre of $B_{k, n}$ is $Z:=\mathbb{C}[|t|]$, where $t=\sum_{i} x_{i} y_{i}$. For example, when $n=5$ we have the quiver


The algebra $B_{k, n}$ coincides with the quotient of the completed path algebra of the graph $C$ (a circular graph with vertices $C_{0}=\mathbb{Z}_{n}$ set clockwise around a circle, and with the set of edges, $C_{1}$, also labeled by $\mathbb{Z}_{n}$, with edge $i$ joining vertices $i-1$ and $i$ ), i.e. the doubled quiver as above, by the closure of the ideal generated by the relations above (we view the completed path algebra of the graph $C$ as a topological algebra via the $m$-adic topology, where $m$ is the two-sided ideal generated by the arrows of the quiver, see $\left[5\right.$, Section 1]). The algebra $B_{k, n}$, that we will often denote by $B$ when there is no ambiguity, was introduced in [13, Section 3]. Observe that $B_{k, n}$ is isomorphic to $B_{n-k, n}$, so we will always take $k \leq \frac{n}{2}$.

The maximal Cohen-Macaulay $B$-modules are precisely those which are free as $Z$-modules. Such a module $M$ is given by a representation $\left\{M_{i}: i \in C_{0}\right\}$ of the quiver with each $M_{i}$ a free $Z$-module of the same rank (which is the rank of $M$ ).

Definition 2.1 ([13, Definition 3.5]). For any $B_{k, n}$-module $M$ and $K$ the field of fractions of $Z$, the rank of $M$, denoted by $\operatorname{rk}(M)$, is defined to be $\operatorname{rk}(M)=\operatorname{len}\left(M \otimes_{Z} K\right)$.

Note that $B \otimes_{Z} K \cong M_{n}(K)$, which is a simple algebra. It is easy to check that the rank is additive on short exact sequences, that $\operatorname{rk}(M)=0$ for any finite-dimensional $B$-module (because these are torsion over $Z$ ) and that, for any Cohen-Macaulay $B$-module $M$ and every idempotent $e_{j}, 1 \leq j \leq n, \operatorname{rk}_{Z}\left(e_{j} M\right)=\operatorname{rk}(M)$, so that, in particular, $\operatorname{rk}_{Z}(M)=$ $n \mathrm{rk}(M)$.

Definition 2.2 ([13, Definition 5.1]). For any $k$-subset $I$ of $C_{1}$, we define a rank $1 B$-module

$$
L_{I}=\left(U_{i}, i \in C_{0} ; x_{i}, y_{i}, i \in C_{1}\right)
$$

as follows. For each vertex $i \in C_{0}$, set $U_{i}=\mathbb{C}[[t]]$ and, for each edge $i \in C_{1}$, set
$x_{i}: U_{i-1} \rightarrow U_{i}$ to be multiplication by 1 if $i \in I$, and by $t$ if $i \notin I$, $y_{i}: U_{i} \rightarrow U_{i-1}$ to be multiplication by $t$ if $i \in I$, and by 1 if $i \notin I$.

The module $L_{I}$ can be represented by a lattice diagram $\mathcal{L}_{I}$ in which $U_{0}, U_{1}, U_{2}, \ldots, U_{n}$ are represented by columns of vertices (dots) from left to right (with $U_{0}$ and $U_{n}$ to be identified), going down infinitely. The vertices in each column correspond to the natural monomial $\mathbb{C}$-basis of $\mathbb{C}[t]$. The column corresponding to $U_{i+1}$ is displaced half a step vertically downwards (resp., upwards) in relation to $U_{i}$ if $i+1 \in I$ (resp., $i+1 \notin I$ ), and the actions of $x_{i}$ and $y_{i}$ are shown as diagonal arrows. Note that the $k$-subset $I$ can then be read off as the set of labels on the arrows pointing down to the right which are exposed to the top of the diagram. For example, the lattice diagram $\mathcal{L}_{\{1,4,5\}}$ in the case $k=3, n=8$, is shown in the following picture.


Fig. 2. Lattice diagram of the module $L_{\{1,4,5\}}$.

We see from Figure 2 that the module $L_{I}$ is determined by its upper boundary, denoted by the thick lines, which we refer to as the rim of the module $L_{I}$ (this is why we call the $k$-subset $I$ the rim of $L_{I}$ ). Throughout this paper we will identify a rank 1 module $L_{I}$ with its rim. Moreover, most of the time we will omit the arrows in the rim of $L_{I}$ and represent it as an undirected graph.

We say that $i$ is a peak of the $\operatorname{rim} I$ if $i \notin I$ and $i+1 \in I$. In the above example, the peaks of $I=\{1,4,5\}$ are 3 and 8 . We say that $i$ is a valley of the rim $I$ if $i \in I$ and $i+1 \notin I$. In the above example, the valleys of $I=\{1,4,5\}$ are 1 and 5 .

Proposition 2.3 ([13, Proposition 5.2]). Every rank 1 CohenMacaulay B-module is isomorphic to $L_{I}$ for some unique $k$-subset $I$ of $C_{1}$.

Every $B$-module has a canonical endomorphism given by multiplication by $t \in Z$. For $L_{I}$ this corresponds to shifting $\mathcal{L}_{I}$ one step downwards. Since $Z$ is central, $\operatorname{Hom}_{B}(M, N)$ is a $Z$-module for arbitrary $B$ modules $M$ and $N$. If $M, N$ are free $Z$-modules, then so is $\operatorname{Hom}_{B}(M, N)$. In particular, for any two rank 1 Cohen-Macaulay $B$-modules $L_{I}$ and $L_{J}, \operatorname{Hom}_{B}\left(L_{I}, L_{J}\right)$ is a free module of rank 1 over $Z=\mathbb{C}[[t]]$, generated by the canonical map given by placing the lattice of $L_{I}$ inside the lattice of $L_{J}$ as far up as possible so that no part of the rim of $L_{I}$ is strictly above the rim of $L_{J}[13$, Section 6].

Definition 2.4 ( $r$-interlacing). Let $I$ and $J$ be two $k$-subsets of $\{1, \ldots, n\}$. The sets $I$ and $J$ are said to be $r$-interlacing if there exist subsets $\left\{i_{1}, i_{3}, \ldots, i_{2 r-1}\right\} \subset I \backslash J$ and $\left\{i_{2}, i_{4}, \ldots, i_{2 r}\right\} \subset J \backslash I$ such that $i_{1}<i_{2}<i_{3}<\cdots<i_{2 r}<i_{1}$ (cyclically) and if there exist no larger subsets of $I$ and of $J$ with this property. We say that $I$ and $J$ are tightly $r$-interlacing if they are $r$-interlacing and $|I \cap J|=k-r$.

Definition 2.5. A $B$-module is rigid if $\operatorname{Ext}_{B}^{1}(M, M)=0$.
If $I$ and $J$ are $r$-interlacing $k$-subsets, where $r<2$, then $\operatorname{Ext}_{B}^{1}\left(L_{I}, L_{J}\right)$ $=0$, in particular, rank 1 modules are rigid (see [13, Proposition 5.6]).

Every rigid indecomposable $M$ of rank $n$ in $\mathrm{CM}(B)$ has a filtration having factors $L_{I_{1}}, L_{I_{2}}, \ldots, L_{I_{n}}$ of rank 1 . This filtration is noted in its profile, $\operatorname{pr}(M)=I_{1}\left|I_{2}\right| \ldots I_{n},[13$, Corollary 6.7]. In the case of a rank 2 module $M$ with filtration $L_{I} \mid L_{J}$ (i.e. with profile $I \mid J$ ), we picture this module by drawing the $\operatorname{rim} J$ below the $\operatorname{rim} I$, in such a way that $J$ is placed as far up as possible so that no part of the rim $J$ is strictly above the rim $I$. We refer to this picture of $M$ as its lattice diagram. Note that there is at least one point where the rims $I$ and $J$ meet (see Figure 5 for an example).

Remark 2.6. Suppose that the two $k$-subsets $I$ and $J$ are $r$-interlacing and that $M$ is a rank 2 module with profile $I \mid J$. Then the two rims in the lattice diagram of $M$ form a number of regions between the points where the two rims meet but differ in direction before and/or after meeting. We call these regions the boxes formed by the rims or by the profile. The term box is a combinatorial tool which will be very useful in finding conditions for indecomposability. Let us point out, however, that the module $M$ might be a direct sum in which case the lattice diagram is really a pair of lattice diagrams of rank 1 modules. We still view the corresponding diagram as forming boxes. If $I$ and $J$ are $r$-interlacing, then they form exactly $r$-boxes if and only if they are tightly $r$-interlacing. (If we consider the lattice diagram as an infinite
branched graph in the plane, the boxes are the closures of the finite regions in the complement.) A lattice diagram with three boxes is shown in Figure 1. If $M$ is a rank 2 module with $r_{1}$ boxes, with $r_{1} \leq r$, the poset structure associated with $M$ is $1^{r_{1}} \mid 2$, see Figure 1.

For background on the poset associated with an indecomposable module or with its profile, we refer the reader to [13, Section 6] and to [3, Section 2].

Consider the tame cases $(k, n)=(3,9)$ or $(k, n)=(4,8)$ and let $M$ be a rigid indecomposable rank 2 module of $\mathrm{CM}\left(B_{k, n}\right)$. Then $M \cong L_{I} \mid L_{J}$ where $I$ and $J$ are 3 -interlacing, [2, Proposition 5.5]. Furthermore, we also know that if $I$ and $J$ are tightly 3-interlacing and if $M \cong L_{I} \mid L_{J}$, then $M$ is indecomposable, [2, Lemma 5.11].

We therefore start studying pairs of tightly 3 -interlacing $k$-subsets in order to construct indecomposable rank 2 modules and will later consider higher interlacing.

Throughout the paper, our strategy to prove a module is indecomposable is to show that its endomorphism ring does not have non-trivial idempotent elements. When we deal with a decomposable rank 2 module, in order to determine the summands of this module, we construct a non-trivial idempotent in its endomorphism ring, and then find corresponding eigenvectors at each vertex of the quiver and check the action of the morphisms $x_{i}$ on these eigenvectors.

## §3. Tight 3-interlacing

In this section we give a construction of rank 2 indecomposable modules with the profile $I \mid J$ in the case when $I$ and $J$ are tightly 3-interlacing $k$-subsets, i.e. when $|I \backslash J|=|J \backslash I|=3$ and non-common elements of $I$ and $J$ interlace. This covers all indecomposable rank 2 modules in the tame case $(3,9)$ and almost all indecomposable rank 2 modules in the tame case $(4,8)$.

We want to define a rank 2 module $\mathbb{M}(I, J)$ with filtration $L_{I} \mid$ $L_{J}$ in a similar way as rank 1 modules are defined in $\operatorname{CM}\left(B_{k, n}\right)$. Let $V_{i}:=\mathbb{C}[|t|] \oplus \mathbb{C}[|t|], i=1, \ldots, n$. The module $\mathbb{M}(I, J)$ has $V_{i}$ at each vertex $1,2, \ldots, n$ of $\Gamma_{n}$ (recall that the indices are taken modulo $n$, so throughout the paper, we identify index 0 with index $n$, for example, $V_{0}$ is identified with $V_{n}$ ). In order to have a module structure for $B_{k, n}$, for every $i$ we need to define $x_{i}: V_{i-1} \rightarrow V_{i}$ and $y_{i}: V_{i} \rightarrow V_{i-1}$ in such a way that $x_{i} y_{i}=t \cdot \mathrm{id}$ and $x^{k}=y^{n-k}$.

Since $L_{J}$ is a submodule of a rank 2 module $\mathbb{M}(I, J)$, and $L_{I}$ is the quotient, if we extend the basis of $L_{J}$ to the basis of the module $\mathbb{M}(I, J)$, then with respect to that basis all the matrices $x_{i}, y_{i}$ must
be upper triangular with diagonal entries from the set $\{1, t\}$. More precisely, the diagonal of $x_{i}$ (resp. $y_{i}$ ) is ( $1, t$ ) (resp. $(t, 1)$ ) if $i \in J \backslash I$, it is $(t, 1)$ (resp. $(1, t))$ if $i \in I \backslash J,(t, t)$ (resp. $(1,1))$ if $i \in I^{c} \cap J^{c}$, and $(1,1)$ (resp. $(t, t))$ if $i \in I \cap J$. The only entries in all these matrices that are left to be determined are the ones in the upper right corner.

Let us assume that $n=6, I=\{1,3,5\}$, and $J=\{2,4,6\}$. In the general case, the arguments are the same. Denote by $b_{i}$ the upper right corner element of $x_{i}$. From $x_{i} y_{i}=t \cdot \mathrm{id}$, we have that the upper right corner element of $y_{i}$ is $-b_{i}$. From the relation $x^{k}=y^{n-k}$ it follows that $\sum_{i=1}^{6} b_{i}=0$. Thus, our module $\mathbb{M}(I, J)$ is
with $\sum b_{i}=0$. We say that $\mathbb{M}(I, J)$ is determined by the 6 -tuple $\left(b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, b_{6}\right)$.

### 3.1. Divisibility conditions for (in)decomposability

Let $I, J$ be two $k$-subsets and $\mathbb{M}(I, J)$ be given by the tuple $\left(b_{1}, b_{2}\right.$, $b_{3}, b_{4}, b_{5}, b_{6}$ ) with $\sum b_{i}=0$. The question is how to determine the $b_{i}$ 's so that the module $\mathbb{M}(I, J)$ is indecomposable. Assume first that $\mathbb{M}(I, J)$ is decomposable and that $L_{J}$ is a direct summand of $\mathbb{M}(I, J)$. Then there exists a retraction $\mu=\left(\mu_{i}\right)_{i=1}^{6}$ such that $\mu_{i} \circ \theta_{i}=\mathrm{id}$, where $\left(\theta_{i}\right)_{i=1}^{6}$ is the natural injection of $L_{J}$ into $\mathbb{M}(I, J)$. Using the same basis as before, we can assume that $\mu_{i}=\left[\begin{array}{ll}1 & \alpha_{i}\end{array}\right]$ for some $\alpha_{i} \in \mathbb{C}[[t]]$. From the commutativity relations we have id $\circ \mu_{i}=\mu_{i+1} \circ x_{i+1}$ for $i$ odd, and $t \cdot \mathrm{id} \circ \mu_{i}=\mu_{i+1} \circ x_{i+1}$ for $i$ even. It follows that $\alpha_{i}=b_{i+1}+t \alpha_{i+1}$ for $i$ odd, and $t \alpha_{i}=b_{i+1}+\alpha_{i+1}$ for $i$ even. From this we have

$$
\begin{aligned}
& t\left(\alpha_{2}-\alpha_{4}\right)=b_{3}+b_{4} \\
& t\left(\alpha_{4}-\alpha_{6}\right)=b_{5}+b_{6} \\
& t\left(\alpha_{6}-\alpha_{2}\right)=b_{1}+b_{2}
\end{aligned}
$$

Thus, if $L_{J}$ is a direct summand of $\mathbb{M}(I, J)$, then $t\left|b_{3}+b_{4}, t\right| b_{5}+b_{6}$, and $t \mid b_{1}+b_{2}$ (and we can easily find elements $\alpha_{i}, i=1, \ldots, 6$, satisfying previous equations). If only one of these conditions is not met, then $L_{J}$ is not a direct summand of $M$. For example, if we choose $b_{2}=-b_{3}=0$, $b_{4}=-b_{5}=1$, and $b_{6}=-b_{1}=2$ in the construction of the module $\mathbb{M}(I, J)$, then $L_{J}$ is not a direct summand of $\mathbb{M}(I, J)$. Our aim is to study the structure of the module $\mathbb{M}(I, J)$ in terms of the divisibility conditions the coefficients $b_{i}$ satisfy.

Remark 3.1. If $L_{J}$ is not a summand of $M$, it does not mean that $M$ is indecomposable (cf. Theorem 3.12 in [2]).

Let us now consider the general case, i.e. let $\mathbb{M}(I, J)$ be the module as defined above, but in general terms when $I$ and $J$ are tightly 3interlacing. Write $I \backslash J$ as $\left\{i_{1}, i_{2}, i_{3}\right\}$ and $J \backslash I=\left\{j_{1}, j_{2}, j_{3}\right\}$ so that $i_{1}<j_{1}<i_{2}<j_{2}<i_{3}<j_{3}$ (cyclically). Define

$$
\begin{array}{ll}
x_{i_{r}}=\left(\begin{array}{cc}
t & b_{2 r-1} \\
0 & 1
\end{array}\right), & x_{j_{r}}=\left(\begin{array}{cc}
1 & b_{2 r} \\
0 & t
\end{array}\right), \\
y_{i_{r}}=\left(\begin{array}{cc}
1 & -b_{2 r-1} \\
0 & t
\end{array}\right), & y_{j_{r}}=\left(\begin{array}{cc}
t & -b_{2 r} \\
0 & 1
\end{array}\right),
\end{array}
$$

for $r=1,2,3$ (see the previous figure for $n=6$ ). For $i \in I^{c} \cap J^{c}$, we set $x_{i}=\left(\begin{array}{ll}t & 0 \\ 0 & t\end{array}\right)$ and $y_{i}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$. For $i \in I \cap J$, we set $x_{i}=$ $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ and $y_{i}=\left(\begin{array}{ll}t & 0 \\ 0 & t\end{array}\right)$. Also, we assume that $\sum_{r=1}^{6} b_{r}=0$. Note that for $i \in\left(I^{c} \cap J^{c}\right) \cup(I \cap J)$ we define the matrices $x_{i}$ and $y_{i}$ to be diagonal, i.e. we assume that the upper right corner of $x_{i}$ and $y_{i}$ is 0 if $i \in\left(I^{c} \cap J^{c}\right) \cup(I \cap J)$. We can achieve this under a suitable base change of $V_{i}$ as follows. If $x_{i}=\left(\begin{array}{cc}1 & b_{i} \\ 0 & 1\end{array}\right)$ and $y_{i}=\left(\begin{array}{cc}t & -t b_{i} \\ 0 & t\end{array}\right)$ (recall that $x_{i} y_{i}=t \cdot$ id, so the upper right entry of $y_{i}$ is divisible by $t$ ), then by changing the second element $v_{2}$ of the basis $\left\{v_{1}, v_{2}\right\}$ of $V_{i}$ to $v_{2}+b_{i} v_{i}$, with respect to the new basis both $x_{i}$ and $y_{i}$ are scalar matrices. Analogously, if $y_{i}=\left(\begin{array}{cc}1 & b_{i} \\ 0 & 1\end{array}\right)$ and $x_{i}=\left(\begin{array}{cc}t & -t b_{i} \\ 0 & t\end{array}\right)$, then we again change $v_{2}$ to $v_{2}-b_{i} v_{1}$ to obtain scalar matrices.

By construction it holds that $x y=y x$ and $x^{k}=y^{n-k}$ at all vertices, and that $\mathbb{M}(I, J)$ is free over the centre of the boundary algebra. Hence, the following proposition holds.

Proposition 3.2. The above-constructed module $\mathbb{M}(I, J)$ is in $\operatorname{CM}\left(B_{k, n}\right)$.

For the remainder of the paper, if $w=t^{a} v$, for some positive integer $a$, then $t^{-a} w$ stands for $v$.

Proposition 3.3. Let $I, J$ be tightly 3 -interlacing, $n \geq 6$ arbitrary, $I \backslash J=\left\{i_{1}, i_{2}, i_{3}\right\}$, and $J \backslash I=\left\{j_{1}, j_{2}, j_{3}\right\}$, where $i_{1}<j_{1}<i_{2}<j_{2}<$ $i_{3}<j_{3}$ (cyclically). If $\varphi=\left(\varphi_{i}\right)_{i=1}^{n} \in \operatorname{Hom}(\mathbb{M}(I, J), \mathbb{M}(I, J))$, then

$$
\left.\begin{array}{rl}
\varphi_{j_{3}} & =\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \\
\varphi_{i_{1}} & =\left(\begin{array}{cc}
a+b_{1} t^{-1} c & t b+(d-a) b_{1}-b_{1}^{2} t^{-1} c \\
t^{-1} c & d-b_{1} t^{-1} c
\end{array}\right), \\
\varphi_{j_{1}} & =\left(\begin{array}{cc}
a+\left(b_{1}+b_{2}\right) t^{-1} c & b+t^{-1}\left((d-a)\left(b_{1}+b_{2}\right)-\left(b_{1}+b_{2}\right)^{2} t^{-1} c\right) \\
c & d-\left(b_{1}+b_{2}\right) t^{-1} c
\end{array}\right), \\
\varphi_{i_{2}} & =\left(\begin{array}{cc}
a+\left(b_{1}+b_{2}+b_{3}\right) t^{-1} c & t b+(d-a)\left(b_{1}+b_{2}+b_{3}\right) \\
t^{-1} c & -\left(b_{1}+b_{2}+b_{3}\right)^{2} t^{-1} c \\
& d-\left(b_{1}+b_{2}+b_{3}\right) t^{-1} c
\end{array}\right), \\
\varphi_{j_{2}} & =\left(\begin{array}{cc}
a+\left(b_{1}+b_{2}+b_{3}+b_{4}\right) t^{-1} c & b+t^{-1}\left((d-a)\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\right. \\
& c \\
\varphi_{1} & \left.d-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)^{2} t^{-1} c\right)
\end{array}\right), \\
\varphi_{i_{3}} & =\left(\begin{array}{cc}
a-b_{6} t^{-1} c & t b-(d-a) b_{6}-b_{6}^{2} t^{-1} c \\
t^{-1} c & \left.d+b_{4}\right) t^{-1} c
\end{array}\right), \\
\varphi_{i} & =\varphi_{i-1}, \text { for } i \in\left(I^{c} \cap J^{c}\right) \cup(I \cap J),
\end{array}\right),
$$

with $a, b, c, d \in \mathbb{C}[|t|]$. Furthermore, $t|c, t|(d-a)\left(b_{1}+b_{2}\right)-\left(b_{1}+\right.$ $\left.b_{2}\right)^{2} t^{-1} c$, and $t \mid(d-a)\left(b_{1}+b_{2}+b_{3}+b_{4}\right)-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)^{2} t^{-1} c$.

Proof. First we consider the case $n=6, I=\{1,3,5\}$, and $J=$ $\{2,4,6\}$. Let $\varphi=\left(\varphi_{1}, \ldots, \varphi_{6}\right)$ be an endomorphism of $\mathbb{M}(I, J)$, where each $\varphi_{i}$ is an element of $M_{2}(\mathbb{C}[|t|])$ (matrices over the centre).


We use commutativity relations $x_{i+1} \varphi_{i}=\varphi_{i+1} x_{i+1}$, i.e. we check the relations:
(i) $x_{2} \varphi_{1}=\varphi_{2} x_{2}$,
(ii) $x_{3} \varphi_{2}=\varphi_{3} x_{3}$,
(iii) $x_{4} \varphi_{3}=\varphi_{4} x_{4}$,
(iv) $x_{5} \varphi_{4}=\varphi_{5} x_{5}$,
(v) $x_{6} \varphi_{5}=\varphi_{6} x_{6}$,
(vi) $x_{1} \varphi_{6}=\varphi_{1} x_{1}$.

Let $\varphi_{0}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and $\varphi_{1}=\left(\begin{array}{ll}e & f \\ g & h\end{array}\right)$. From (vi), we get $\left(\begin{array}{cc}a t+b_{1} c & b t+b_{1} d \\ c & d\end{array}\right)=\left(\begin{array}{cc}e t & e b_{1}+f \\ g t & h+g b_{1}\end{array}\right)$, and $a t+b_{1} c=e t, b t+b_{1} d=$ $e b_{1}+f, c=g t$, and $d=g b_{1}+h$. It follows that $t \mid c$, and that

$$
\varphi_{1}=\left(\begin{array}{cc}
a+b_{1} t^{-1} c & t b+(d-a) b_{1}-b_{1}^{2} t^{-1} c \\
t^{-1} c & d-b_{1} t^{-1} c
\end{array}\right)
$$

Similarly, if $\varphi_{2}=\left(\begin{array}{ll}e & f \\ g & h\end{array}\right)$, then equality $x_{2} \varphi_{1}=\varphi_{2} x_{2}$ yields

$$
\varphi_{2}=\left(\begin{array}{cc}
a+\left(b_{1}+b_{2}\right) t^{-1} c & b+t^{-1}\left((d-a)\left(b_{1}+b_{2}\right)-\left(b_{1}+b_{2}\right)^{2} t^{-1} c\right) \\
c & d-\left(b_{1}+b_{2}\right) t^{-1} c
\end{array}\right),
$$

and $t \mid(d-a)\left(b_{1}+b_{2}\right)-\left(b_{1}+b_{2}\right)^{2} t^{-1} c$.
The rest of the proof for $\varphi_{3}, \varphi_{4}$, and $\varphi_{5}$ is analogous. We omit the details of elementary, but tedious computation.

In the general case of arbitrary $n$, the proof is almost the same as for $n=6$. The only thing left to note is that if $i \in\left(I^{c} \cap J^{c}\right) \cup(I \cap J)$, then $x_{i}$ is a scalar matrix (either identity or $t$ times identity), so from $x_{i} \varphi_{i-1}=\varphi_{i} x_{i}$, it follows immediately that $\varphi_{i-1}=\varphi_{i}$. Q.E.D.

Remark 3.4. Take $\varphi$ as in Proposition 3.3. The morphism $\varphi$ also satisfies the other six relations $\varphi_{i} y_{i+1}=y_{i+1} \varphi_{i+1}$. Indeed, if $x_{i+1} \varphi_{i}=$ $\varphi_{i+1} x_{i+1}$, then if we multiply this equality by $y_{i+1}$ both from the left and right, we obtain $t \cdot \varphi_{i} y_{i+1}=t \cdot y_{i+1} \varphi_{i+1}$. Since $t$ is a regular element in $\mathbb{C}[[t]]$, after cancellation by $t$ we obtain $\varphi_{i} y_{i+1}=y_{i+1} \varphi_{i+1}$. Also, note that in order to prove that $\varphi$ is idempotent we only need to make sure that only one $\varphi_{i}$ is idempotent. If $\varphi_{i}$ is idempotent, then from $x_{i+1} \varphi_{i}=\varphi_{i+1} x_{i+1}$ when we multiply by $\varphi_{i+1}$ from the left, we have $\varphi_{i+1} x_{i+1} \varphi_{i}=\varphi_{i+1}^{2} x_{i+1}$, and multiplying by $\varphi_{i}$ from the right we get $\varphi_{i+1} x_{i+1} \varphi_{i}=x_{i+1} \varphi_{i}^{2}$. Then $x_{i+1} \varphi_{i}^{2}=\varphi_{i+1}^{2} x_{i+1}$ and $x_{i+1} \varphi_{i}=\varphi_{i+1}^{2} x_{i+1}$ as $\varphi_{i}$ is idempotent, and subsequently, $\varphi_{i+1} x_{i+1}=\varphi_{i+1}^{2} x_{i+1}$, yielding $\varphi_{i+1}=\varphi_{i+1}^{2}$ after multiplication by $y_{i+1}$ from the right and cancellation by $t$.

We now give necessary and sufficient conditions for the module $\mathbb{M}(I, J)$ to be indecomposable.

Theorem 3.5. Let $I$ and $J$ be tightly 3-interlacing. The module $\mathbb{M}(I, J)$ is indecomposable if and only if $t \nmid b_{1}+b_{2}, t \nmid b_{3}+b_{4}$, and $t \nmid b_{5}+b_{6}$.

Proof. As before, it is sufficient to consider the case $n=6$, so we can assume that $I=\{1,3,5\}$ and $J=\{2,4,6\}$. Let $\varphi=\left(\varphi_{i}\right)_{i=1}^{6} \in$ $\operatorname{Hom}(\mathbb{M}(I, J), \mathbb{M}(I, J))$ be an idempotent homomorphism and assume that $\varphi_{0}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. From Proposition 3.3, by setting $j_{3}=0$ we get

$$
\begin{align*}
& t \mid c  \tag{1}\\
& t \mid(d-a)\left(b_{1}+b_{2}\right)-\left(b_{1}+b_{2}\right)^{2} t^{-1} c  \tag{2}\\
& t \mid(d-a)\left(b_{1}+b_{2}+b_{3}+b_{4}\right)-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)^{2} t^{-1} c \tag{3}
\end{align*}
$$

Assume that $t \nmid b_{1}+b_{2}, t \nmid b_{3}+b_{4}$, and $t \nmid b_{5}+b_{6}$. Since $t \nmid b_{1}+b_{2}$, it follows from relation (2) that

$$
t \mid d-a-\left(b_{1}+b_{2}\right) t^{-1} c
$$

Similarly, since $t \nmid b_{5}+b_{6}=-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)$, from relation (3) follows that

$$
t \mid d-a-\left(b_{1}+b_{2}+b_{3}+b_{4}\right) t^{-1} c
$$

Thus, it must hold that

$$
t \mid\left(b_{3}+b_{4}\right) t^{-1} c,
$$

and since $t \nmid b_{3}+b_{4}$, it must be that $t \mid t^{-1} c$, and subsequently that $t \mid d-a$.

From the fact that $\varphi_{0}$ is idempotent and $t \mid c$ it follows that $t \mid a-a^{2}$ and $t \mid d-d^{2}$. Also, from $\varphi_{0}^{2}=\varphi_{0}$ it follows that either $a=d$ or $a+d=1$. If $a=d$, then $b=c=0$ (otherwise $a=d=\frac{1}{2}$ and $\frac{1}{4}=b c$, which is not possible as $c$ is divisible by $t$, and $a=d=1$ or $a=d=0$ giving us the trivial idempotents. If $a+d=1$, then $t \mid a$ or $t \mid d$. Taking into account that $t \mid d \leftrightarrows a$, we conclude that $t \mid a$ and $t \mid d$. This implies that $1=a+d$ is divisible by $t$, which is not true. Thus, the only idempotent homomorphisms of $\mathbb{M}(I, J)$ are the trivial ones. Hence, $\mathbb{M}(I, J)$ is indecomposable.

Assume that $t$ divides at least one of the elements $b_{1}+b_{2}, b_{3}+b_{4}$, $b_{5}+b_{6}$. If $t$ divides all three of them, we have seen before that $\mathbb{M}(I, J)$ is the direct sum of $L_{I}$ and $L_{J}$, hence it is a decomposable module. The remaining case is when one of $b_{1}+b_{2}, b_{3}+b_{4}, b_{5}+b_{6}$ is divisible by $t$ and the other two are not divisible by $t$. Note that it is not possible that two of them are divisible by $t$, and one is not, because they sum up to zero.

Let $t \mid b_{5}+b_{6}, t \nmid b_{1}+b_{2}$, and $t \nmid b_{3}+b_{4}$. In order to find a nontrivial idempotent $\varphi$, note that the relation (3) holds because $t \mid b_{5}+b_{6}=$ $-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)$. Hence, we only need to find elements $a, b, c$, and $d$ in such a way that $t \mid c$ and $t \mid d-a-\left(b_{1}+b_{2}\right) t^{-1} c$. Recall that if $a=d$, then we only obtain the trivial idempotents because $t \mid c$. So it must be $a+d=1$ if we want to find a non-trivial idempotent. If we choose $a=1, d=0$, then $t \mid 1+\left(b_{1}+b_{2}\right) t^{-1} c$. Thus $\left(b_{1}+b_{2}\right) t^{-1} c=-1+t g$, for some $g$. We can take $g=0$, i.e. $c=-t\left(b_{1}+b_{2}\right)^{-1}$ (recall that $b_{1}+b_{2}$
is invertible because $t \nmid b_{1}+b_{2}$ ) giving us the idempotent ( $b=0$ since $a-a^{2}=b c$ and $c \neq 0$ )

$$
\varphi_{0}=\left(\begin{array}{cc}
1 & 0 \\
-t\left(b_{1}+b_{2}\right)^{-1} & 0
\end{array}\right) .
$$

Its orthogonal complement is the idempotent

$$
\left(\begin{array}{cc}
0 & 0 \\
t\left(b_{1}+b_{2}\right)^{-1} & 1
\end{array}\right) .
$$

Since these are non-trivial idempotents, it follows that the module $\mathbb{M}(I, J)$ is decomposable, what we needed to prove.

The case when $t \mid b_{3}+b_{4}, t \nmid b_{1}+b_{2}$, and $t \nmid b_{5}+b_{6}$ is treated analogously, we use Proposition 3.3 with $j_{3}=4$ to obtain the necessary divisibility conditions. The same holds for the case when $t \mid b_{1}+b_{2}$, $t \nmid b_{3}+b_{4}$, and $t \nmid b_{5}+b_{6}$. In this case, $j_{3}=2$.
Q.E.D.

Example 3.6. Let $k=3, n=6, I=\{1,3,5\}$ and $J=\{2,4,6\}$. If $b_{1}=-2, b_{2}=0, b_{3}=0, b_{4}=1, b_{5}=-1$, and $b_{6}=2$, then it is easily checked that $t \nmid b_{i}+b_{i+1}, i=1,3,5$, and that $\sum_{i=1}^{6} b_{i}=0$, thus giving us an indecomposable $B_{k, n}$-module:

The lattice diagram (showing only the rims) of $M=L_{\{135\}} \mid L_{\{246\}}$ is


Proposition 3.7. If $t \nmid b_{1}+b_{2}$, $t \nmid b_{3}+b_{4}$, and $t \mid b_{5}+b_{6}$, then $\mathbb{M}(I, J)$ is isomorphic to $L_{\left\{i_{1}, j_{1}, i_{3}\right\} \cup(I \cap J)} \oplus L_{\left\{i_{2}, j_{2}, j_{3}\right\} \cup(I \cap J)}$.

Proof. In the proof of the previous theorem we constructed a nontrivial idempotent endomorphism

$$
\varphi_{0}=\left(\begin{array}{cc}
1 & 0 \\
-t\left(b_{1}+b_{2}\right)^{-1} & 0
\end{array}\right) .
$$

It remains to show that $\mathbb{M}(I, J) \cong L_{\left\{i_{1}, j_{1}, i_{3}\right\}} \oplus L_{\left\{i_{2}, j_{2}, j_{3}\right\}}$. We know that $\mathbb{M}(I, J)$ is the direct sum of rank 1 modules $L_{X}$ and $L_{Y}$ for some $X$ and $Y$. Let us determine $X$ and $Y$. For this, we take, at vertex $i$, eigenvectors $v_{i}$ and $w_{i}$ corresponding to the eigenvalue 1 of the idempotents $\varphi_{i}$ and $1-\varphi_{i}$ respectively. For example, $v_{0}=\left[1,-t\left(b_{1}+b_{2}\right)^{-1}\right]^{t}, w_{0}=[0,1]^{t}$, $v_{1}=\left[1-b_{1}\left(b_{1}+b_{2}\right)^{-1},-\left(b_{1}+b_{2}\right)^{-1}\right]^{t}$ and $w_{1}=\left[b_{1}, 1\right]^{t}$, and so on. A basis for $L_{X}$ is $\left\{v_{i} \mid i=0, \ldots, 5\right\}$, and a basis for $L_{Y}$ is $\left\{w_{i} \mid i=\right.$ $0, \ldots, 5\}$. Direct computation gives us that $x_{1} v_{0}=t v_{1}, x_{2} v_{1}=t v_{2}$, $x_{3} v_{2}=v_{3}, x_{4} v_{3}=v_{4}, x_{5} v_{4}=t v_{5}$, and $x_{6} v_{5}=v_{0}$. Thus, $X=\{3,4,6\}$. Analogously, $Y=\{1,2,5\}$. In the general case, it is easily seen that this means that $X=\left\{i_{2}, j_{2}, j_{3}\right\} \cup(I \cap J)$ and $Y=\left\{i_{1}, j_{1}, i_{3}\right\} \cup(I \cap J)$ because $x_{i}$ is a scalar matrix for $i \in(I \cap J) \cup\left(I^{c} \cap J^{c}\right)$. Q.E.D.

Remark 3.8. If $n=6$, in the case when $t \nmid b_{1}+b_{2}, t \nmid b_{3}+b_{4}$, and $t \mid b_{5}+b_{6}$, if we just rename the vertices of the quiver by adding 2 (modulo $n$ ) to every vertex or by adding 4 to every vertex, we obtain two modules that correspond to the cases when $t \nmid b_{1}+b_{2}, t \nmid b_{3}+b_{4}$, $t \nmid b_{5}+b_{6}$ and $t \nmid b_{1}+b_{2}, t \mid b_{3}+b_{4}, t \nmid b_{5}+b_{6}$. In the general case, these two modules are direct sums $L_{\left\{i_{1}, i_{2}, j_{2}\right\} \cup(\cap \cap J)} \oplus L_{\left\{j_{1}, i_{3}, j_{3}\right\} \cup(I \cap J)}$ and $L_{\left\{i_{2}, i_{3}, j_{3}\right\} \cup(I \cap J)} \oplus L_{\left\{i_{1}, j_{1}, j_{2}\right\} \cup(I \cap J)}$.

Example 3.9. When $n=6, \mathcal{I}=\{1,3,5\}$, and $J=\{2,4,6\}$, an indecomposable module which has $L_{J}$ as a submodule and $L_{I}$ as a quotient module is given in Example 3.6. Also, there are four different decomposable modules appearing as the middle term in a short exact sequence that has $L_{I}$ (as a quotient) and $L_{J}$ (as a submodule) as end terms:

$$
\begin{aligned}
& 0 \longrightarrow L_{J} \longrightarrow L_{\{1,3,5\}} \oplus L_{\{2,4,6\}} \longrightarrow L_{I} \longrightarrow 0 \\
& 0 \longrightarrow L_{J} \longrightarrow L_{\{1,2,5\}} \oplus L_{\{3,4,6\}} \longrightarrow L_{I} \longrightarrow 0 \\
& 0 \longrightarrow L_{J} \longrightarrow L_{\{1,3,4\}} \oplus L_{\{2,5,6\}} \longrightarrow L_{I} \longrightarrow 0 \\
& 0 \longrightarrow L_{J} \longrightarrow L_{\{1,2,4\}} \oplus L_{\{3,5,6\}} \longrightarrow L_{I} \longrightarrow 0
\end{aligned}
$$

The profiles of the four modules that appear in the middle in these short exact sequences are illustrated in Figure 3. Note that the two rims now stand for two rank 1 modules which are direct summands of the module. The pictures each show two lattice diagrams which are overlaid so we can compare the positions of the peaks. In particular, the two lattice diagrams in (a) look like the lattice diagram of the indecomposable extension described in Example 3.6.


Fig. 3. The pairs of lattice diagrams of decomposable extensions between $L_{\{1,3,5\}}$ and $L_{\{2,4,6\}}$.

Remark 3.10. Note that for $I=\{1,3,5\}$ and $J=\{2,4,6\}$ there is a non-trivial extension

$$
0 \longrightarrow L_{J} \xrightarrow{\left[\mathrm{id},-f_{1}\right]^{t}} L_{\{1,3,5\}} \oplus L_{\{2,4,6\}} \xrightarrow{\left[f_{2}, f_{3}\right]} L_{I} \longrightarrow 0
$$

where $f_{i}, i=1,2,3$, is the canonical map between rank 1 modules (see Section 2 , this is a homomorphism of minimal codimension). The middle term is equal to the direct sum of the end terms, but the maps make this short exact sequence not isomorphic to the trivial sequence.

Now we turn our attention to the question of uniqueness of the constructed indecomposable module. If we choose a different set of values for $b_{i}$, i.e. we choose a 6 -tuple different from $(-2,0,0,1,-1,2)$, so that the conditions $t \nmid b_{3}+b_{4}, t \nmid b_{5}+b_{6}$, and $t \nmid b_{1}+b_{2}$ are fulfilled, then we obtain a module which is not the same as the above constructed module $\mathbb{M}(I, J)$ in Example 3.6. In the next theorem, we will show directly that for different choices of 6-tuples giving us indecomposable modules with the same filtration $L_{I} \mid L_{J}$ we obtain isomorphic modules. Thus, there is a unique indecomposable module with filtration $L_{I} \mid L_{J}$.

Theorem 3.11. Let $\left(b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, b_{6}\right)$ and $\left(c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}\right)$ be different 6-tuples corresponding to indecomposable modules $M_{1}$ and $M_{2}$, respectively, as constructed in Theorem 3.5. Then the modules $M_{1}$ and $M_{2}$ are isomorphic.

Proof. As before, it is sufficient to consider the $n=6$ case. We will explicitly construct an isomorphism $\varphi=\left(\varphi_{i}\right)_{i=0}^{5}$ between the two
modules, where $\varphi_{i}: V_{i} \longrightarrow W_{i}$, and $V_{i}$ and $W_{i}$ are the vector spaces at vertex $i$ of the modules $M_{1}$ and $M_{2}$ respectively. Also, each $\varphi_{i}$ is invertible. Recall that $b_{i}$ (resp. $c_{i}$ ) is the right upper corner element of $x_{i}$ for the module $M_{1}\left(\right.$ resp. $\left.M_{2}\right)$ :


Let us assume that $\varphi_{i}=\left(\begin{array}{cc}\alpha_{i} & \beta_{i} \\ \gamma_{i} & \delta_{i}\end{array}\right)$, for $i=0, \ldots, 5$. Then from $\varphi_{1}\left(\begin{array}{cc}t & b_{1} \\ 0 & 1\end{array}\right)=\left(\begin{array}{cc}t & c_{1} \\ 0 & 1\end{array}\right) \varphi_{0}$, we obtain $t \mid \gamma_{0}$, t $\gamma=\gamma_{0}, \alpha_{1}=\alpha_{0}+c_{1} t^{-1} \gamma_{0}$, $\beta_{1}=\beta_{0} t-\alpha_{0} b_{1}+c_{1} \delta_{0}-b_{1} c_{1} t^{-1} \gamma_{0}$, and $\delta_{1}=\delta_{0}-b_{1} t^{-1} \gamma_{0}$. Hence,

$$
\varphi_{1}=\left(\begin{array}{cc}
\alpha_{0}+c_{1} t^{-1} \gamma_{0} & \beta_{0} t \\
t^{-1} \gamma_{0} & \alpha_{0} b_{1}+c_{1} \delta_{0}-b_{1} c_{1} t^{-1} \gamma_{0} \\
\delta_{0}-b_{1} t^{-1} \gamma_{0}
\end{array}\right)
$$

Since $t \mid \gamma_{0}$ and we would like $\varphi_{0}$ to be invertible, then it must be that $t \nmid \alpha_{0}$ and $t \nmid \delta_{0}$. Then the inverse of $\varphi_{0}$ is $\frac{1}{\alpha_{0} \delta_{0}-\beta_{0} \gamma_{0}}\left(\begin{array}{cc}\delta_{0} & -\beta_{0} \\ -\gamma_{0} & \alpha_{0}\end{array}\right)$. From $\varphi_{2}\left(\begin{array}{cc}1 & b_{2} \\ 0 & t\end{array}\right)=\left(\begin{array}{cc}1 & c_{2} \\ 0 & t\end{array}\right) \varphi_{1}$, we obtain that

$$
\varphi_{2}=\left(\begin{array}{cc}
\alpha_{0}+\left(c_{1}+c_{2}\right) t^{-1} \gamma_{0} & \beta_{0}+t^{-1}\left(-\alpha_{0}\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta_{0}\right. \\
\gamma_{0} & \left.-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma_{0}\right)
\end{array}\right),
$$

where $t \mid-\alpha_{0}\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta_{0}-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma_{0}$.
Analogously, it is easily computed that

$$
\begin{aligned}
& \varphi_{3}=\left(\begin{array}{cc}
\alpha_{0}+\left(c_{1}+c_{2}+c_{3}\right) t^{-1} \gamma_{0} & \beta_{0} t-\alpha_{0}\left(\sum_{i=1}^{3} b_{i}\right)+\left(\sum_{i=1}^{3} c_{i}\right) \delta_{0} \\
- & -\left(\sum_{i=1}^{3} b_{i}\right)\left(\sum_{i=1}^{3} c_{i}\right) t^{-1} \gamma_{0} \\
t^{-1} \gamma_{0} & \delta_{0}-\left(b_{1}+b_{2}+b_{3}\right) t^{-1} \gamma_{0}
\end{array}\right), \\
& \varphi_{4}=\left(\begin{array}{cc}
\alpha_{0}-\left(c_{5}+c_{6}\right) t^{-1} \gamma_{0} & \beta_{0}+t^{-1}\left(\alpha_{0}\left(b_{5}+b_{6}\right)-\left(c_{5}+c_{6}\right) \delta_{0}\right. \\
\gamma_{0} & \left.-\left(b_{5}+b_{6}\right)\left(c_{5}+c_{6}\right) t^{-1} \gamma_{0}\right)
\end{array}\right), \\
& \varphi_{5}=\left(\begin{array}{cc}
\alpha_{0}-c_{6} t^{-1} \gamma_{0} & \left.\beta_{0} t+\alpha_{0} b_{6}-c_{6} \delta_{0}-b_{6} c_{6} t^{-1} \gamma_{0}\right) \\
t^{-1} \gamma_{0} & \delta_{0}+b_{6} t^{-1} \gamma_{0}
\end{array}\right),
\end{aligned}
$$

where $t \mid \alpha_{0}\left(b_{5}+b_{6}\right)-\left(c_{5}+c_{6}\right) \delta_{0}-\left(b_{5}+b_{6}\right)\left(c_{5}+c_{6}\right) t^{-1} \gamma_{0}$.
In order to find an isomorphism $\varphi$, we must determine $\alpha_{0}, \beta_{0}, \gamma_{0}$, and $\delta_{0}$ satisfying the following conditions: $t \mid \gamma_{0}, t \nmid \alpha_{0}, t \nmid \delta_{0}$, and

$$
\begin{aligned}
& t \mid-\alpha_{0}\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta_{0}-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma_{0} \\
& t \mid \alpha_{0}\left(b_{5}+b_{6}\right)-\left(c_{5}+c_{6}\right) \delta_{0}-\left(b_{5}+b_{6}\right)\left(c_{5}+c_{6}\right) t^{-1} \gamma_{0}
\end{aligned}
$$

Note that there are no conditions attached to $\beta_{0}$ so we set it to be 0 . If we set

$$
\begin{aligned}
-\alpha_{0}\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta_{0}-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma_{0} & =0 \\
\alpha_{0}\left(b_{5}+b_{6}\right)-\left(c_{5}+c_{6}\right) \delta_{0}-\left(b_{5}+b_{6}\right)\left(c_{5}+c_{6}\right) t^{-1} \gamma_{0} & =0
\end{aligned}
$$

then we get

$$
\alpha_{0}\left(b_{5}+b_{6}\right)\left[1+\frac{c_{5}+c_{6}}{c_{1}+c_{2}}\right]-\delta_{0}\left(c_{5}+c_{6}\right)\left[1+\frac{b_{5}+b_{6}}{b_{1}+b_{2}}\right]=0 .
$$

If $t \left\lvert\, 1+\frac{c_{5}+c_{6}}{c_{1}+c_{2}}\right.$, then from $\sum_{i=1}^{6} c_{i}=0$, we get $t \mid c_{3}+c_{4}$, which is not true. The same holds for $1+\frac{b_{5}+b_{6}}{b_{1}+b_{2}}$, so both of these elements are invertible. Thus, if we set $\delta_{0}=1$, then we get

$$
\alpha_{0}=\frac{\left(c_{1}+c_{2}\right)\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)}{\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)}
$$

and

$$
\gamma_{0}=t \frac{\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)-\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)}{\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)}
$$

Hence,

$$
\varphi_{0}=\left(\begin{array}{cc}
\frac{\left(c_{1}+c_{2}\right)\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)}{\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)} & 0 \\
t \frac{\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)-\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)}{\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)} & 1
\end{array}\right)
$$

The other invertible matrices $\varphi_{i}$ are now determined from the above equalities. Note that all of them are invertible because their determinant is equal to $\alpha_{0} \delta_{0}-\beta_{0} \gamma_{0}$ which is an invertible element. Also, $\beta_{0}=\beta_{2}=$ $\beta_{4}=0$, and $\gamma_{0}=\gamma_{2}=\gamma_{4}=t \gamma_{1}=t \gamma_{3}=t \gamma_{5}$.
Q.E.D.

Example 3.12. Assume that $n=6$. We use the previous theorem to construct an isomorphism between the modules corresponding to the 6 -tuples $\left(b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, b_{6}\right)=(-2,0,0,1,-1,2)$ and $\left(c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}\right)$ $=(0,1,-1,2,-2,0)$. From the previous theorem we get that
$\varphi_{0}=\left(\begin{array}{cc}1 & 0 \\ -\frac{3}{2} t & 1\end{array}\right), \varphi_{1}=\varphi_{3}=\varphi_{5}=\left(\begin{array}{cc}1 & 2 \\ -\frac{3}{2} & -2\end{array}\right), \varphi_{2}=\left(\begin{array}{cc}-\frac{1}{2} & 0 \\ -\frac{3}{2} t & -2\end{array}\right)$,
$\varphi_{4}=\left(\begin{array}{cc}-2 & 0 \\ -\frac{3}{2} t & -\frac{1}{2}\end{array}\right)$.
Remark 3.13. In the case when $t \nmid b_{1}+b_{2}, t \nmid b_{3}+b_{4}$, and $t \mid b_{5}+b_{6}$, we have seen that the module in question is isomorphic to the direct sum $L_{\left\{i_{1}, j_{1}, i_{3}\right\} \cup(I \cap J)} \oplus L_{\left\{i_{2}, j_{2}, j_{3}\right\} \cup(I \cap J)}$. This means that regardless of the choice of the elements $b_{i}$ that satisfy these conditions, we get a module that is isomorphic to the same direct sum of rank 1 modules. Obviously, the same holds when $t\left|b_{1}+b_{2}, t\right| b_{3}+b_{4}$, and $t \mid b_{5}+b_{6}$, in which case we get the direct sum $L_{I} \oplus L_{J}$. Thus, once we know which divisibility conditions our coefficients fulfil, we immediately know which module we are dealing with.

## §4. Almost tight 3-interlacing

In the tame case $(4,8)$, besides the indecomposable modules of rank 2 that we have already constructed, i.e. the modules whose layers $I$ and $J$ are 3-interlacing and satisfy the condition $|I \cap J|=k-3$, there are also the cases of non-tightly 3 -interlacing layers with poset $1^{3} \mid 2$ and of 4 -interlacing layers (with poset $1^{4} \mid 2$ ). In this section, we deal with the former case. Recall that the two rims form three boxes in this case (Remark 2.6). This happens exactly for pairs of subsets $J=$ $\{i, i+2, i+4, i+5\}, I=\{i+1, i+3, i+6, i+7\}$, e.g. for the profile $2478 \mid$ 1356. Here, we write 2478 for the set $\{2,4,7,8\}$ to abbreviate the notation. We prove that there is a unique indecomposable rank 2 module with filtration $I \mid J$. We will work in a more general setup which we explain now.

So we assume for now, for general $k$ and $n$, that $I$ and $J$ are $r$ interlacing for some $r \geq 3$ and that $I \mid J$ forms three boxes with poset $1^{3} \mid 2$.


Fig. 4. The profile of a module with 3 -interlacing layers, with poset $1^{3} \mid 2$, and with all boxes squares.

We would like to construct an indecomposable rank 2 module $\mathbb{M}(I, J)$ with $L_{J}$ as submodule and $L_{I}$ as quotient.

As before, we define $x_{i}=\left(\begin{array}{cc}t & b_{i} \\ 0 & 1\end{array}\right)$ and $y_{i}=\left(\begin{array}{cc}1 & -b_{i} \\ 0 & t\end{array}\right)$, if $i \in I \backslash J$, and $x_{i}=\left(\begin{array}{cc}1 & b_{i} \\ 0 & t\end{array}\right)$ and $y_{i}=\left(\begin{array}{cc}t & -b_{i} \\ 0 & 1\end{array}\right)$ if $i \in J \backslash I$. For any other $i$ we define $x_{i}$ to be the identity matrix and $y_{i}$ to be $t \cdot$ id if $i \in I \cap J$, and $x_{i}=t \cdot \mathrm{id}, y_{i}=\mathrm{id}$ if $i \in I^{c} \cap J^{c}$. This gives an element of $\operatorname{CM}\left(B_{k, n}\right)$, Proposition 4.2, as we will explain now.

In order to have a representation for $B_{k, n}$, our matrices have to satisfy the relation $x^{k}=y^{n-k}$. After multiplication by $x^{n-k}$ from the left, we conclude that this is equivalent to $x^{n}=t^{n-k} \cdot$ id because $x_{i} y_{i}=t$. When we compute such a product $x_{n} x_{n-1} \cdots x_{1}$ we get the $\operatorname{matrix}\left(\begin{array}{cc}t^{n-k} & z \\ 0 & t^{n-k}\end{array}\right)$, where $z$ is a linear combination of the coefficients $b_{i}$ over the centre Z. This linear combination must be zero if we want to have a $B_{k, n}$-module structure.

Remark 4.1. Note that for all $i \in(I \cap J) \cup\left(I^{c} \cap J^{c}\right), x_{i}$ is equal to id or $t$ id, so in the product $x^{n}$, any such $x_{i}$ does not contribute to $z$, or more precisely, it cancels out in $x^{n}=t^{n-k}$. id. Therefore, in finding conditions for $z=0$, we will assume $(I \cap J) \cup\left(I^{c} \cap J^{c}\right)=\emptyset$, i.e. that the rims of $L_{I}$ and of $L_{J}$ have no parallel segments and that $(k, n)$ are modified accordingly to $\left(k^{\prime}, n^{\prime}\right)$ for some $k^{\prime} \leq k, n^{\prime} \leq n$. This implies in particular that the boxes are symmetric around horizontal axes and that $n^{\prime}=2 k^{\prime}$.

We consider the product of all $x_{i}$ appearing in a single box. Since we have removed all common elements of $I$ and $J$ and of $I^{c}$ and $J^{c}$, the boxes are separated by the three points where the rims meet. We call them the three branching points of $I \mid J$. In other words, let $\left\{i_{1}, i_{2}, i_{3}\right\} \subset I$
be the positions where the arrow $x_{i_{m}}$ in the rim of $L_{I}$ ends at the position/height (in the lattice diagram) where the arrow $y_{i_{m}}$ starts in the $\operatorname{rim}$ of $L_{J}, m=1,2,3$. And let $\left\{j_{1}, j_{2}, j_{3}\right\} \subset J$ be defined as $j_{m}=i_{m}+1$. We call the $i_{m}$ 's the branching points for $I$ and the $j_{m}$ 's the branching points for $J$. (We will give the definition of branching points in the general setting later, cf. Definition 6.1.)

The profile $I \mid J$ of a rank 2 module with 6 -interlacing layers, with poset $1^{3} \mid 2$, and with $I \cap J=I^{c} \cap J^{c}=\emptyset$ is given in Figure 5, for $(k, n)=(8,16)$.


Fig. 5. The profile of a module with 3 branching points and 3 junctions.

Note that all the boxes now fit between consecutive branching points $i_{m}, i_{m+1} \in I$, but that there might be some points, along the boundary of a box where the rims deviate from forming a square: considering the rim of $L_{I}$, these points are precisely the valleys of $I$ (and by symmetry, the peaks of $J$ ), i.e points $i \in I$ (and thus $i \notin J)$ such that $i+1 \notin I$ (and thus $i+1 \in J$ ). We call such a point a junction of $I$ (of $J$, by the symmetry). In Figure 5, the first box has two junctions at 4 and at 6 in $I$. By definition, branching points are not junctions.

For the remainder of this section we assume that $I \mid J$ is a profile whose boxes are squares, i.e., that there are no junctions.


Fig. 6. A profile with squared boxes and no parallel lines.

Consider the first box in the reduced setting (no parallel segments, only squared boxes), i.e. the squared box with starting/ending points $i_{1}, i_{2}$. The size of the set $I \cap\left(i_{1}, i_{2}\right]$ is the same as the size of the set $J \cap\left(i_{1}, i_{2}\right]$. We call this number the size of the box, and denote it by $l_{1}:=\frac{1}{2}\left|\left\{i_{1}+1, \ldots, i_{2}\right\}\right|, l_{2}$ and $l_{3}$ are defined accordingly. Then the product of the matrices $x_{i_{2}} x_{i_{2}-1} \cdots x_{i_{1}+l_{1}+1}$ (see Figure 4) on the second half of the first box is $\left(\begin{array}{cc}t^{l_{1}} & b_{i_{2}}+b_{i_{2}-1} t+\cdots+b_{i_{1}+l_{1}+1} t^{l_{1}-1} \\ 0 & 1\end{array}\right)$. Note that the peaks of $I$ are $i_{1}+l_{1}, i_{2}+l_{2}$, and $i_{3}+l_{3}$.

In the linear combination $b_{i_{2}}+b_{i_{2}-1} t+\cdots+b_{i_{1}+l_{1}+1} t^{l_{1}-1}$ there is only one term that is potentially not divisible by $t$, the one corresponding to the branching point $i_{2}$. Denote the sum $b_{i_{2}}+b_{i_{2}-1} t+$ $\cdots+b_{i_{1}+l_{1}+1} t^{l_{1}-1}$ by $B_{i_{2}}$. On the first half of the box, the product of matrices $x_{i_{1}+l_{1}} x_{i_{1}+l_{1}-1} \cdots x_{i_{1}+1}$ is $\left(\begin{array}{cc}1 & b_{j_{1}}+b_{i_{1}+1} t+\cdots+b_{i_{1}+l_{1}} t^{l_{1}-1} \\ 0 & \end{array}\right)$. Note that $b_{j_{1}}$ is the only term potentially not divisible by $t$ in the sum $b_{j_{1}}+b_{j_{1}+1} t+\cdots+b_{i_{1}+l_{1}} t^{l_{1}-1}$, which we denote by $B_{j_{1}}$. The product $x_{i_{2}} x_{i_{2}-1} \cdots x_{j_{1}}$ is thus equal to $\left(\begin{array}{cc}t^{l_{1}} & t^{l_{3}}\left(B_{j_{1}}+B_{i_{2}}\right) \\ 0 & t^{l_{1}}\end{array}\right)$. Similarly, for the remaining two boxes we get that the corresponding products are (with the obvious analogous notation): $\left(\begin{array}{cc}t^{l_{2}} & t^{l_{2}}\left(B_{j_{2}}+B_{i_{3}}\right) \\ 0 & t^{l_{2}}\end{array}\right)$ and $\left(\begin{array}{cc}t^{l_{3}} & t^{l_{3}}\left(B_{j_{3}}+B_{i_{1}}\right) \\ 0 & t^{l_{3}}\end{array}\right)$. Therefore, the whole product $x^{n}$ is $\left(\begin{array}{cc}t^{n-k} & t^{n-k}\left(B_{j_{3}}+B_{i_{1}}+B_{j_{2}}+B_{i_{3}}+B_{j_{1}}+B_{i_{2}}\right) \\ 0 & t^{n-k}\end{array}\right)$. The following proposition is now obyious.

Proposition 4.2. If $B_{i_{1}}+B_{i_{2}}+B_{i_{3}}+B_{j_{1}}+B_{j_{2}}+B_{j_{3}}=0$, then $\mathbb{M}(I, J)$ is a rank 2 Cohen-Macaulay module.

From now on we assume that $B_{i_{1}}+B_{i_{2}}+B_{i_{3}}+B_{j_{1}}+B_{j_{2}}+B_{j_{3}}=0$.
We first determine necessary and sufficient conditions for the module $\mathbb{M}(I, J)$ to be isomorphic to the direct sum $L_{I} \oplus L_{J}$. Assume first that $\mathbb{M}(I, J)$ is decomposable and that $L_{J}$ is a direct summand of $\mathbb{M}(I, J)$. Then there exists a retraction $\mu=\left(\mu_{i}\right)_{i=1}^{n}$ such that $\mu_{i} \circ \theta_{i}=\mathrm{id}$, where $\left(\theta_{i}\right)_{i=1}^{n}$ is the natural injection of $L_{J}$ into $\mathbb{M}(I, J)$. Using the same basis as before, we can assume that $\mu_{i}=\left[1 \alpha_{i}\right]$ for some $\alpha_{i} \in \mathbb{C}[[t]]$. From the commutativity relations we have id $\circ \mu_{i}=\mu_{i+1} \circ x_{i+1}$ for $i+1 \in J \backslash I$, and $t \cdot \mathrm{id} \circ \mu_{i}=\mu_{i+1} \circ x_{i+1}$ for $i+1 \in I \backslash J$. It follows that $\alpha_{i}=b_{i+1}+t \alpha_{i+1}$ for $i+1 \in J \backslash I$, and $t \alpha_{i}=b_{i+1}+\alpha_{i+1}$ for $i+1 \in I \backslash J$. From this we have

$$
\begin{aligned}
& t^{l_{3}} \alpha_{i_{3}+l_{3}}-t^{l_{1}} \alpha_{i_{1}+l_{1}}=B_{i_{1}}+B_{j_{1}} \\
& t^{l_{2}} \alpha_{i_{2}+l_{2}}-t^{l_{3}} \alpha_{i_{3}+l_{3}}=B_{i_{3}}+B_{j_{3}} \\
& t^{l_{1}} \alpha_{i_{1}+l_{1}}-t^{l_{2}} \alpha_{i_{2}+l_{2}}=B_{i_{2}}+B_{j_{2}}
\end{aligned}
$$

It follows that $t^{\min \left\{l_{g-1}, l_{g}\right\}} \mid B_{i_{q}}+B_{j_{g}}$, for $g=1,2,3$. In the opposite direction, if $t^{\min \left\{l_{g-1}, l_{g}\right\}} \mid B_{i_{g}}+B_{j_{g}}$, for $g=1,2,3$, then we can easily find the coefficients $\alpha_{i_{g}+l_{g}}, g=1,2,3$, so that the above equalities hold. Assume, without loss of generality, that $l_{3} \geq l_{2} \geq l_{1}$. Then by setting $\alpha_{i_{3}+l_{3}}=0$ we obtain $\alpha_{i_{1}+l_{1}}=-t^{-l_{1}}\left(B_{i_{1}}+B_{j_{1}}\right)$ and $\alpha_{i_{2}+l_{2}}=t^{-l_{2}}\left(B_{i_{3}}+\right.$ $B_{j_{3}}$ ). The coefficient $\alpha_{i+1}$, where $i+1$ is not a peak of $I$, is determined directly from $\alpha_{i}=b_{i+1}+t \alpha_{i+1}$, when $i+1 \in J \backslash I$, or $t \alpha_{i}=b_{i+1}+\alpha_{i+1}$, when $i+1 \in I \backslash J$. This defines a retraction $\mu$, and thus proves the following proposition.

Proposition 4.3. The module $\mathbb{M}(I, J)$ is isomorphic to $L_{I} \oplus L_{J}$ if and only if $t^{\min \left\{l_{g-1}, l_{g}\right\}} \mid B_{i_{g}}+B_{j_{g}}$, for $g=1,2,3$.

We give necessary and sufficient conditions for the module $\mathbb{M}(I, J)$ to be indecomposable.

Theorem 4.4. The module $\mathbb{M}(I, J)$ is indecomposable if and only if $t^{\min \left\{l_{3}, l_{1}\right\}} \nmid B_{i_{1}}+B_{j_{1}}, t^{\min \left\{l_{1}, l_{2}\right\}} \nmid B_{i_{2}}+B_{j_{2}}$, and $t^{\min \left\{l_{2}, l_{3}\right\}} \nmid B_{i_{3}}+B_{j_{3}}$.

Proof. Let $\varphi=\left(\varphi_{i_{1}}\right)_{i=1}^{n}$ be an idempotent endomorphism of $\mathbb{M}(I, J)$ and let $\varphi_{i_{3}+l_{3}}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ (see Figure 4). From $x_{i_{1}+l_{1}} x_{i_{1}+l_{1}-1} \cdots x_{j_{1}} \cdot x_{i_{1}} \cdots x_{i_{3}+l_{3}+1} \varphi_{i_{3}+l_{3}}=\varphi_{i_{1}+l_{1}} x_{i_{1}+l_{1}} x_{i_{1}+l_{1}-1}$ $\cdots x_{j_{1}} \cdot x_{i_{1}} \cdots x_{i_{3}+l_{3}+1}$ follows that

$$
\varphi_{i_{1}+l_{1}}=\left(\begin{array}{cc}
a+t^{-l_{3}}\left(B_{i_{1}}+B_{j_{1}}\right) c & t^{-l_{1}}\left[b t^{l_{3}}+(d-a)\left(B_{i_{1}}+B_{j_{1}}\right)\right. \\
t^{l_{1}-l_{3}} c & \left.-t^{-l_{3}}\left(B_{i_{1}}+B_{j_{1}}\right)^{2} c\right]
\end{array}\right),
$$

where $t^{l_{3}-l_{1}}\left|c, t^{l_{1}}\right|(d-a)\left(B_{i_{1}}+B_{j_{1}}\right)-t^{-l_{3}}\left(B_{i_{1}}+B_{j_{1}}\right)^{2} c$, and $t^{l_{3}} \mid\left(B_{i_{1}}+\right.$ $\left.B_{j_{1}}\right) c$. Here, we assume, without loss of generality, that $l_{1} \leq l_{2} \leq l_{3}$.

From $x_{i_{3}+l_{3}} \cdots x_{j_{3}} \cdot x_{i_{3}} \cdots x_{i_{2}+l_{2}+1} \varphi_{i_{2}+l_{2}}=\varphi_{i_{3}+l_{3}} x_{i_{3}+l_{3}} \cdots x_{j_{3}} \cdot x_{i_{3}}$ $\cdots x_{i_{2}+l_{2}+1}$ follows that

$$
\varphi_{i_{2}+l_{2}}=\left(\begin{array}{cc}
a-t^{-l_{3}}\left(B_{i_{3}}+B_{j_{3}}\right) c & t^{-l_{2}}\left[b t^{l_{3}}-(d-a)\left(B_{i_{3}}+B_{j_{3}}\right)\right. \\
t^{l_{2}-l_{3}} c & \left.-t^{-l_{3}}\left(B_{i_{3}}+B_{j_{3}}\right)^{2} c\right]
\end{array}\right),
$$

where $t^{l_{3}-l_{2}}\left|c, t^{l_{2}}\right|(d-a)\left(B_{i_{3}}+B_{j_{3}}\right)+t^{-l_{3}}\left(B_{i_{3}}+B_{j_{3}}\right)^{2} c$, and $t^{l_{3}} \mid$ $\left(B_{i_{3}}+B_{j_{3}}\right) c$.

Assume that $t^{\min \left\{l_{3}, l_{1}\right\}} \nmid B_{i_{1}}+B_{j_{1}}, t^{\min \left\{l_{1}, l_{2}\right\}} \nmid B_{i_{2}}+B_{j_{2}}$, and $t^{\min \left\{l_{2}, l_{3}\right\}} \nmid B_{i_{3}}+B_{j_{3}}$. Then for $g=1,2,3$, there exists $s_{g}$ such that
$0 \leq s_{g}<\min \left\{l_{g-1}, l_{g}\right\}, t^{s_{g}} \mid B_{i_{g}}+B_{j_{g}}$, and $t^{s_{g}+1} \nmid B_{i_{g}}+B_{j_{g}}$. Note that since $B_{i_{1}}+B_{i_{2}}+B_{i_{3}}+B_{j_{1}}+B_{j_{2}}+B_{j_{3}}=0$ it is not possible that one of the $s_{g}$ 's is strictly less than the other two, i.e. the smallest two have to be equal. For the coefficients of $\varphi_{i_{3}+j_{3}}$ it holds that

$$
\begin{aligned}
& t^{l_{1}-s_{1}} \mid(d-a) t^{-s_{1}}\left(B_{i_{1}}+B_{j_{1}}\right)-t^{-s_{1}}\left(B_{i_{1}}+B_{j_{1}}\right) t^{-l_{3}}\left(B_{i_{1}}+B_{j_{1}}\right) c, \\
& t^{l_{2}-s_{3}} \mid(d-a) t^{-s_{3}}\left(B_{i_{3}}+B_{j_{3}}\right)+t^{-s_{3}}\left(B_{i_{3}}+B_{j_{3}}\right) t^{-l_{3}}\left(B_{i_{3}}+B_{j_{3}}\right) c .
\end{aligned}
$$

It follows that $t^{l_{1}-s_{1}} \mid(d-a)-t^{-l_{3}}\left(B_{i_{1}}+B_{j_{1}}\right) c$ and $t^{l_{2}-s_{3}} \mid(d-$ $a)+t^{-l_{3}}\left(B_{i_{3}}+B_{j_{3}}\right) c$. Then $t^{\min \left\{l_{1}-s_{1}, l_{2}-s_{3}\right\}} \mid t^{-l_{3}}\left(B_{i_{2}}+B_{j_{2}}\right) c$ and subsequently $t^{\min \left\{l_{1}-s_{1}, l_{2}-s_{3}\right\}} \mid t^{-l_{3}} t^{s_{2}} c$. If $\min \left\{l_{1}-s_{1}, l_{2}-s_{3}\right\}=l_{2}-s_{3}$, then $t^{l_{2}-s_{3}} \mid t^{-l_{3}} t^{s_{2}} t^{-s_{3}}\left(B_{i_{3}}+B_{j_{3}}\right) c$ and $t^{l_{2}} \mid t^{-l_{3}} t^{s_{2}}\left(B_{i_{3}}+B_{j_{3}}\right) c$. Since $l_{2}>s_{2}$, we have $t \mid t^{-l_{3}}\left(B_{i_{3}}+B_{j_{3}}\right) c$ and $t \mid d-a$. Assume now that $\min \left\{l_{1}-s_{1}, l_{2}-s_{3}\right\}=l_{1}-s_{1}$. From $t^{l_{1}-s_{1}} \mid t^{-l_{3}} t^{s_{2}} t^{-s_{1}}\left(B_{i_{1}}+B_{j_{1}}\right) c$ we conclude directly that $t^{l_{1}-s_{2}} \mid t^{-l_{3}}\left(B_{i_{1}}+B_{j_{1}}\right) c$. Since $l_{1}>s_{2}$, we have that $t \mid t^{-l_{3}}\left(B_{i_{1}}+B_{j_{1}}\right) c$ and $t \mid d-a$.

From $t \mid d-a$ follows that $a=d$ and $b=c=0$, giving us the trivial idempotents. Hence, the module $\mathbb{M}(I, J)$ is indecomposable.

Assume that at least one of the conditions $t^{\min \left\{l_{3}, l_{1}\right\}} \nmid B_{i_{1}}+B_{j_{1}}$, $t^{\min \left\{l_{1}, l_{2}\right\}} \nmid B_{i_{2}}+B_{j_{2}}$, and $t^{\min \left\{l_{2}, l_{3}\right\}}+B_{i_{3}}+B_{j_{3}}$ does not hold. If $t^{\min \left\{l_{2}, l_{3}\right\}}\left|B_{i_{3}}+B_{j_{3}}, t^{\min \left\{l_{3}, l_{1}\right\}}\right| B_{i_{1}}+B_{j_{1}}$, and $t^{\min \left\{l_{1}, l_{2}\right\}} \mid B_{i_{2}}+B_{j_{2}}$, then, by Proposition 4.3, $\mathbb{M}(I, J) \cong L_{I} \oplus L_{J}$.

If $t^{\min \left\{l_{2}, l_{3}\right\}} \mid B_{i_{3}}+B_{j_{3}}$, and $t^{\min \left\{l_{3}, l_{1}\right\}} \nmid B_{i_{1}}+B_{j_{1}}$ or $t^{\min \left\{l_{1}, l_{2}\right\}} \nmid$ $B_{i_{2}}+B_{j_{2}}$, then we repeat the same procedure as in the previous section to construct a non-trivial idempotent. Assume that $t^{\min \left\{l_{3}, l_{1}\right\}} \nmid$ $B_{i_{1}}+B_{j_{1}}$ (analogous arguments are used if we were to assume that $\left.t^{\min \left\{l_{1}, l_{2}\right\}} \nmid B_{i_{2}}+B_{j_{2}}\right)$. The only divisibility conditions that the elements of the matrix $\varphi_{i_{3}+l_{3}}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ have to fulfill are $t^{l_{3}-s_{1}} \mid c$ and $t^{l_{1}} \mid(d-a)\left(B_{i_{1}}+B_{j_{1}}\right)-t^{-l_{3}}\left(B_{i_{1}}+B_{j_{1}}\right)^{2} c$. The latter condition is equivalent to the condition $t^{l_{1}-s_{1}} \mid(d-a)-t^{-l_{3}}\left(B_{i_{1}}+B_{j_{1}}\right) c$.

Recall that if $a=d$, then we only obtain the trivial idempotents because $t \mid c$. So it must be $a+d=1$. If we set $a=1, d=0$, $c=-t^{l_{3}-s_{1}}\left(t^{-s_{1}}\left(B_{i_{1}}+B_{j_{1}}\right)\right)^{-1}$, and $b=0$, we get the idempotent

$$
\varphi_{i_{3}+l_{3}}=\left(\begin{array}{cc}
1 & 0 \\
-t^{l_{3}-s_{1}}\left(t^{-s_{1}}\left(B_{i_{1}}+B_{j_{1}}\right)\right)^{-1} & 0
\end{array}\right) .
$$

Its orthogonal complement is the idempotent

$$
\left(\begin{array}{cc}
0 & 0 \\
t^{l_{3}-s_{1}}\left(t^{-s_{1}}\left(B_{i_{1}}+B_{j_{1}}\right)\right)^{-1} & 1
\end{array}\right) .
$$

From $x_{i} \varphi_{i-1}=\varphi_{i} x_{i}$, we easily determine idempotents $\varphi_{i}$, for all $i$. Since these are non-trivial idempotents, it follows that the module $\mathbb{M}(I, J)$ is decomposable, what we needed to prove.

The case when $t^{\min \left\{l_{3}, l_{1}\right\}} \mid B_{i_{1}}+B_{j_{1}}$, and $t^{\min \left\{l_{2}, l_{3}\right\}} \nmid B_{i_{3}}+B_{j_{3}}$ or $t^{\min \left\{l_{1}, l_{2}\right\}} \nmid B_{i_{2}}+B_{j_{2}}$, and the case when $t^{\min \left\{l_{1}, l_{2}\right\}} \mid B_{i_{2}}+B_{j_{2}}$, and $t^{\min \left\{l_{3}, l_{1}\right\}} \nmid B_{i_{1}}+B_{j_{1}}$ or $t^{\min \left\{l_{2}, l_{3}\right\}} \nmid B_{i_{3}}+B_{j_{3}}$ are treated similarly, so we omit the details.
Q.E.D.

Remark 4.5. All arguments from the previous theorem hold more generally, for example, when the boxes are rectangular. By Remark 4.1, the matrices $x_{i}$ are all scalar for the parts that are parallel, so they can be ignored in all computations. So the arguments hold for $\mathbb{M}(I, J)$ where the profiles can be reduced to a profile satisfying the conditions of the theorem by removing indices in $(I \cap J) \cup\left(I^{c} \cap J^{c}\right)$ from the $k$-subsets.

Remark 4.6. As in Proposition 3.7, it is possible to give an explicit combinatorial description of the summands of $\mathbb{M}(I, J)$ when this module is decomposable. We do not give this combinatorial description here, but we note that the coefficients $s_{1}, s_{2}$, and $s_{3}$ from the proof of the previous theorem play a crucial role in determining the summands. For example, if $t^{\min \left\{l_{2}, l_{3}\right\}} \mid B_{i_{3}}+B_{j_{3}}, t^{\min \left\{l_{3}, l_{1}\right\}} \nmid B_{i_{1}}+B_{j_{1}}, t^{\min \left\{l_{1}, l_{2}\right\}} \nmid B_{i_{2}}+B_{j_{2}}$, and $s_{1}=s_{2}=0$, then $\mathbb{M}(I, J)$ is isomorphic to $L_{X} \oplus L_{Y}$ where $X=$ $\left.\left(J \cup\left(I \cap\left(i_{3}, i_{1}\right]\right)\right) \backslash\left(J \cap\left(i_{3}, i_{1}\right]\right)\right)$ and $\left.Y=\left(I \cup\left(J \cap\left(i_{3}, i_{1}\right]\right)\right)\right) \backslash\left(I \cap\left(i_{3}, i_{1}\right]\right)$. The result of Proposition 3.7 is a special case of this result.

Corollary 4.7. In the case $(4,8)$, if $I=\{2,4,7,8\}$ and $J=$ $\{1,3,5,6\}$, then $\mathbb{M}(I, J)$ is indecomposable if and only if $t \nmid b_{2}+b_{3}$, $t \nmid b_{4}+b_{5}$, and $t+b_{8}+b_{1}$. Furthermore, if $t \nmid b_{2}+b_{3}, t \mid b_{4}+b_{5}$, $t \nmid b_{8}+b_{1}$, then $\mathbb{M}(I, J)$ is isomorphic to $L_{\{2,3,5,6\}} \oplus L_{\{1,4,7,8\}}$. If $t \mid b_{2}+b_{3}, t \nmid b_{4}+b_{5}, t \nmid b_{8}+b_{1}$, then $\mathbb{M}(I, J)$ is isomorphic to $L_{\{2,4,5,6\}} \oplus L_{\{1,3,7,8\}}$. If $t \nmid b_{2}+b_{3}, t \nmid b_{4}+b_{5}, t \mid b_{8}+b_{1}$, then $\mathbb{M}(I, J)$ is isomorphic to $L_{\{2,3,7,8\}} \oplus L_{\{1,4,5,6\}}$. If $t\left|b_{2}+b_{3}, t\right| b_{4}+b_{5}, t \mid b_{8}+b_{1}$, then $\mathbb{M}(I, J)$ is isomorphic to $L_{I} \oplus L_{J}$.

We now consider the question of uniqueness of the rank 2 modules we constructed. In case we have a decomposable rank 2 module, the module is completely determined by the divisibility conditions its coefficients $b_{i}, i=1, \ldots, n$, satisfy. Thus, two sets of coefficients $b_{i}$ define isomorphic decomposable modules if and only if they satisfy the same divisibility conditions. What remains to study is the case when we have an indecomposable module. The next theorem tells us that in this case too, there is a unique rank 2 indecomposable module with $L_{\{1,3,5,6\}}$ as a submodule and $L_{\{2,4,7,8\}}$ as a quotient.

Let $\left(b_{i}\right)$ and $\left(c_{i}\right)$ be different $n$-tuples corresponding to indecomposable modules $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ with filtration $L_{I} \mid L_{J}$ from Theorem 4.4, satisfying the indecomposability conditions of Theorem 4.4. Thus, assume that $t^{\min \left\{l_{g-1}, l_{g}\right\}} \nmid B_{i_{g}}+B_{j_{g}}, t^{\min \left\{l_{g-1}, l_{g}\right\}} \nmid C_{i_{g}}+C_{j_{g}}$, for $g=1,2,3$. Then for each $g$, there exists $s_{g}^{b}$ such that $0 \leq s_{g}^{b}<\min \left\{l_{g-1}, l_{g}\right\}$, $t^{s_{g}^{b}} \mid B_{i_{g}}+B_{j_{g}}$, and $t^{s_{g}^{b}+1} \nmid B_{i_{g}}+B_{j_{g}}$, and there exists $s_{g}^{c}$ such that $0 \leq s_{g}^{c}<\min \left\{l_{g-1}, l_{g}\right\}, t^{s_{g}^{c}} \mid C_{i_{g}}+C_{j_{g}}$, and $t^{s_{g}^{c}+1} \nmid C_{i_{g}}+C_{j_{g}}$. Recall from the proof of Theorem 4.4 that since $B_{i_{1}}+B_{i_{2}}+B_{i_{3}}+B_{j_{1}}+B_{j_{2}}+B_{j_{3}}=0$ it is not possible that one of the $s_{g}^{b}$ 's is strictly less than the other two, i.e. the smallest two have to be equal. The same holds for $s_{g}^{c}$ 's.

Theorem 4.8. Let $\left(b_{i}\right)$ and $\left(c_{i}\right)$ be different $n$-tuples corresponding to indecomposable modules $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ with filtration $L_{I} \backslash L_{J}$ satisfying the indecomposability conditions of Theorem 4.4. Then the modules $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ are isomorphic if and only if $s_{g}^{c}=s_{g}^{b}$ for $g=1,2,3$.

Proof. Let us assume that there is an isomorphism $\varphi=\left(\varphi_{i}\right)_{i=1}^{n}$ between $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$. If $\varphi_{i_{3}+l_{3}}=\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right)$, thenfrom $x_{i_{1}+l_{1}} x_{i_{1}+l_{1}-1} \cdots x_{j_{1}}$. $x_{i_{1}} \cdots x_{i_{3}+l_{3}+1} \varphi_{i_{3}+l_{3}}=\varphi_{i_{1}+l_{1}} x_{i_{1}+l_{1}} x_{i_{1}+l_{1}-1} \cdots x_{j_{1}} \cdot x_{i_{1}} \cdots x_{i_{3}+l_{3}+1}$ follows that $\varphi_{i_{1}+l_{1}}$ is equal to

$$
\left(\begin{array}{cc}
\alpha+t^{-l_{3}}\left(C_{i_{1}}+C_{j_{1}}\right) \gamma & t^{-l_{1}}\left[t_{3} l_{3} \beta\left(B_{i_{1}}+B_{j_{1}}\right)+\left(C_{i_{1}}+C_{j_{1}}\right) \delta\right. \\
& \left.-\left(B_{i_{1}}+B_{j_{1}}\right) t^{-l_{3}}\left(C_{i_{1}}+C_{j_{1}}\right) \gamma\right] \\
t^{l_{1}-l_{3}} \gamma & \delta-t^{-l_{3}\left(B_{i_{1}}+B_{j_{1}}\right) \gamma}
\end{array}\right),
$$

and $\varphi_{i_{2}+l_{2}}$ is equal to

$$
\left(\begin{array}{cc}
\alpha-t^{-l_{3}}\left(C_{i_{3}}+C_{j_{3}}\right) \gamma & t^{-l_{2}}\left[t^{l_{3}} \beta+\alpha\left(B_{i_{3}}+B_{j_{3}}\right)-\left(C_{i_{3}}+C_{j_{3}}\right) \delta\right. \\
& \left.-\left(B_{i_{3}}+B_{j_{3}}\right) t^{-l_{3}}\left(C_{i_{3}}+C_{j_{3}}\right) \gamma\right] \\
\left.t^{l_{2}-l_{3}}\right) & \delta+t^{-l_{3}\left(B_{i_{3}}+B_{j_{3}}\right) \gamma}
\end{array}\right),
$$

where $t^{l_{3}-l_{2}}\left|\gamma, t^{l_{3}-l_{1}}\right| \gamma, t^{l_{3}}\left|\left(B_{i_{1}}+B_{j_{1}}\right) \gamma, t^{l_{3}}\right|\left(C_{i_{1}}+C_{j_{1}}\right) \gamma, t^{l_{1}}$ $-\alpha\left(B_{i_{1}}+B_{j_{1}}\right)+\left(C_{i_{1}}+C_{j_{1}}\right) \delta-\left(B_{i_{1}}+B_{j_{1}}\right) t^{-l_{3}}\left(C_{i_{1}}+C_{j_{1}}\right) \gamma$, and $t^{l_{2}} \mid$ $\alpha\left(B_{i_{3}}+B_{j_{3}}\right)-\left(C_{i_{3}}+C_{j_{3}}\right) \delta-\left(B_{i_{3}}+B_{j_{3}}\right) t^{-l_{3}}\left(C_{i_{3}}+C_{j_{3}}\right) \gamma$. Here, without loss of generality we assume that $l_{3}$ is the largest amongst $l_{1}, l_{2}, l_{3}$. The coefficients $\alpha$ and $\delta$ are invertible because $t \mid \gamma$ and $\varphi_{i_{3}+l_{3}}$ is invertible.

If $s_{1}^{b}>s_{1}^{c}$, then $t^{-s_{1}^{c}}\left(B_{i_{1}}+B_{j_{1}}\right)$ is divisible by $t$. From $t^{l_{1}} \mid-\alpha\left(B_{i_{1}}+\right.$ $\left.B_{j_{1}}\right)+\left(C_{i_{1}}+C_{j_{1}}\right) \delta-\left(B_{i_{1}}+B_{j_{1}}\right) t^{-l_{3}}\left(C_{i_{1}}+C_{j_{1}}\right) \gamma$ it follows that

$$
t^{l_{1}-s_{1}^{c}} \mid-\alpha t^{-s_{1}^{c}}\left(B_{i_{1}}+B_{j_{1}}\right)+t^{-s_{1}^{c}}\left(C_{i_{1}}+C_{j_{1}}\right) \delta-t^{-s_{1}^{c}}\left(B_{i_{1}}+B_{j_{1}}\right) t^{-l_{3}}\left(C_{i_{1}}+C_{j_{1}}\right) \gamma .
$$

This implies that $t \mid t^{-s_{1}^{c}}\left(C_{i_{1}}+C_{j_{1}}\right) \delta$, but neither $\delta$ nor $t^{-s_{1}^{c}}\left(C_{i_{1}}+C_{j_{1}}\right)$ is divisible by $t$. This is a contradiction. The proof is analogous if $s_{2}^{b}>s_{2}^{c}$ or $s_{3}^{b}>s_{3}^{c}$. Thus if $s_{g}^{c} \neq s_{g}^{b}$ for at least one $g$, the modules $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ are not isomorphic.

Assume that $s_{g}^{c}=s_{g}^{b}$ for $g=1,2,3$. From $t^{l_{1}} \mid-\alpha\left(B_{i_{1}}+B_{j_{1}}\right)+$ $\left(C_{i_{1}}+C_{j_{1}}\right) \delta-\left(B_{i_{1}}+B_{j_{1}}\right) t^{-l_{3}}\left(C_{i_{1}}+C_{j_{1}}\right) \gamma$ and $t^{l_{2}} \mid \alpha\left(B_{i_{3}}+B_{j_{3}}\right)-\left(C_{i_{3}}+\right.$ $\left.C_{j_{3}}\right) \delta-\left(B_{i_{3}}+B_{j_{3}}\right) t^{-l_{3}}\left(C_{i_{3}}+C_{j_{3}}\right) \gamma$ we have

$$
\begin{aligned}
t^{\min \left\{l_{1}, l_{2}\right\}} \mid \alpha\left(B_{i_{1}}+B_{j_{1}}\right)( & \left(C_{i_{2}}+C_{j_{2}}\right)\left(B_{i_{3}}+B_{j_{3}}\right) \\
& -\delta\left(C_{i_{1}}+C_{j_{1}}\right)\left(B_{i_{2}}+B_{j_{2}}\right)\left(C_{i_{3}}+C_{j_{3}}\right)
\end{aligned}
$$

If we set $\alpha\left(B_{i_{1}}+B_{j_{1}}\right)\left(C_{i_{2}}+C_{j_{2}}\right)\left(B_{i_{3}}+B_{j_{3}}\right)-\delta\left(C_{i_{1}}+C_{j_{1}}\right)\left(B_{i_{2}}+\right.$ $\left.B_{j_{2}}\right)\left(C_{i_{3}}+C_{j_{3}}\right)=0$, then by defining $\delta=1$, we get

$$
\alpha=\frac{\left[t^{-s_{1}^{c}}\left(C_{i_{1}}+C_{j_{1}}\right)\right]\left[t^{-s_{2}^{b}}\left(B_{i_{2}}+B_{j_{2}}\right)\right]\left[t^{-s_{3}^{c}}\left(C_{i_{3}}+C_{j_{3}}\right)\right]}{\left[t^{-s_{1}^{b}}\left(B_{i_{1}}+B_{j_{1}}\right)\right]\left[t^{-s_{2}^{c}}\left(C_{i_{2}}+C_{j_{2}}\right)\right]\left[t^{-s_{3}^{b}}\left(B_{i_{3}}+B_{j_{3}}\right)\right]} .
$$

By setting $-\alpha\left(B_{i_{1}}+B_{j_{1}}\right)+\left(C_{i_{1}}+C_{j_{1}}\right) \delta-\left(B_{i_{1}}+B_{j_{1}}\right) t^{-l_{3}}\left(C_{i_{1}}+\right.$ $\left.C_{j_{1}}\right) \gamma=0$, we obtain

$$
\gamma=t^{l_{3}} \frac{\left[t^{-s_{2}^{c}}\left(C_{i_{2}}+C_{j_{2}}\right)\right]\left[t^{-s_{3}^{b}}\left(B_{i_{3}}+B_{j_{3}}\right)\right]-\left[t^{-s_{2}^{b}}\left(B_{i_{2}}+B_{j_{2}}\right)\right]\left[t^{-s_{3}^{c}}\left(C_{i_{3}}+C_{j_{3}}\right)\right]}{\left[t^{-s_{1}^{b}}\left(B_{i_{1}}+B_{j_{1}}\right)\right]\left[t^{-s_{2}^{c}}\left(C_{i_{2}}+C_{j_{2}}\right)\right]\left[t^{-s_{3}^{b}}\left(B_{i_{3}}+B_{j_{3}}\right)\right]} .
$$

The coefficients $\alpha, \beta$, and $\gamma$ of $\varphi_{i_{3}+l_{3}}$ satisfy the necessary divisibility conditions, it is left to set $\beta=0$ to obtain the isomorphism

$$
\begin{aligned}
& \varphi_{i_{3}+l_{3}}= \\
& \left(\begin{array}{cc}
\frac{\left[t^{-s_{1}^{c}}\left(C_{i_{1}}+C_{j_{1}}\right)\right]\left[t^{-s_{2}^{b}}\left(B_{i_{2}}+B_{j_{2}}\right)\right]\left[t^{-s_{3}^{c}}\left(C_{i_{3}}+C_{j_{3}}\right)\right]}{\left[t^{-s_{1}^{b}}\left(B_{i_{1}}+B_{j_{1}}\right)\right]\left[t^{-s_{2}^{c}}\left(C_{i_{2}}+C_{j_{2}}\right)\right]\left[t^{-s_{3}^{b}}\left(B_{i_{3}}+B_{j_{3}}\right)\right]} & 0 \\
t^{l_{3}} \frac{\left[t^{-s_{2}^{c}}\left(C_{i_{2}}+C_{j_{2}}\right)\right]\left[t^{-s_{3}^{b}}\left(B_{i_{3}}+B_{j_{3}}\right)\right]-\left[t^{-s_{2}^{b}}\left(B_{i_{2}}+B_{j_{2}}\right)\right]\left[t^{-s_{3}^{c}}\left(C_{i_{3}}+C_{j_{3}}\right)\right]}{\left[t^{-s_{1}^{b}}\left(B_{i_{1}}+B_{j_{1}}\right)\right]\left[t^{-s_{2}^{c}}\left(C_{i_{2}}+C_{j_{2}}\right)\right]\left[t^{-s_{3}^{b}}\left(B_{i_{3}}+B_{j_{3}}\right)\right]} & 1
\end{array}\right)
\end{aligned}
$$

Once we know $\varphi_{i_{3}+l_{3}}, \varphi_{i_{2}+l_{2}}$, and $\varphi_{i_{1}+l_{1}}$, we easily compute $\varphi_{i}$, for all $i$, again by using relations $x_{i} \varphi_{i-1}=\varphi_{i} x_{i}$.
Q.E.D.

Corollary 4.9. In the tame case $(4,8)$, up to isomorphism, there is a unique rank 2 indecomposable module with filtration layers 2478|1356.

Proof. In this case, $s_{g}=0$, for $g=1,2,3$, and the statement follows from the previous theorem.
Q.E.D.

Example 4.10. Observe the case (5,10). Let $I=\{1,2,5,6,8\}$ and $J=\{3,4,7,9,10\}$. For this profile, there are three boxes of sizes $l_{1}=1$, $l_{2}=2$, and $l_{3}=2$.

Define $b_{1}=0, b_{2}=t, b_{3}=b_{4}=b_{5}=0, b_{6}=1, b_{7}=-t, b_{8}=$ -1 , and $b_{9}=b_{10}=0$. It holds that $\sum_{i=1}^{10} b_{i}=0, t \nmid b_{7}+b_{6}+t b_{5}$, $t \nmid b_{8}+b_{9}+t b_{10}, t^{2} \nmid b_{2}+t b_{1}+b_{3}+t b_{4}$, and $t \mid b_{2}+t b_{1}+b_{3}+t b_{4}$. Thus, $s_{1}^{b}=s_{2}^{b}=0$ and $s_{3}^{b}=1$. Denote the corresponding module by $\mathbb{M}_{1}$. This module is indecomposable by Theorem 4.4.

Define $c_{1}=0, c_{2}=1, c_{3}=c_{4}=c_{5}=0, c_{6}=1, c_{7}=0, c_{8}=$ -2 , and $c_{9}=c_{10}=0$. It holds that $\sum_{i=1}^{10} c_{i}=0, t \nmid c_{7}+c_{6}+t c_{5}$, $t \nmid c_{8}+c_{9}+t c_{10}, t^{2} \nmid c_{2}+t c_{1}+c_{3}+t c_{4}$, and $t \nmid c_{2}+t c_{1}+c_{3}+t c_{4}$. Thus, $s_{1}^{c}=s_{2}^{c}=s_{3}^{c}=0$. Denote the corresponding module by $\mathbb{M}_{2}$. This module is indecomposable by Theorem 4.4.

By Theorem 4.8, the modules $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ are not isomorphic.
Corollary 4.11. Let $I \mid J$ be the filtration from Theorem 4.4 and assume that $l_{1} \leq l_{2} \leq l_{3}$. Up to isomorphism, there are

$$
l_{1}\left(\frac{l_{1}-1}{2}+l_{2}\right)
$$

indecomposable modules with filtration $I \mid J$.
Proof. In order to count the non-isomorphic modules, we have to count the number of different triples $s_{1}, s_{2}, s_{3}$. Recall that the smallest two among $s_{1}, s_{2}$ and $s_{3}$ have to be equal because $B_{i_{1}}+B_{i_{2}}+B_{i_{3}}+$ $B_{j_{1}}+B_{j_{2}}+B_{j_{3}}=0$. Also, recall that $s_{i}<\min \left\{l_{i-1}, l_{i}\right\}$.

Assume that $s_{1}=i$. If $s_{2}$ or $s_{3}$ is less than $s_{1}$, then $s_{3}=s_{2}$ and there are $i$ different choices for $s_{3}=s_{2}$. If $s_{1}$ is less than $s_{2}$, then $s_{1}$ has to be equal to $s_{3}$ and vice versa, if $s_{1}$ is less than $s_{3}$, then $s_{1}$ has to be equal to $s_{2}$. In total there are $l_{1}-i-1$ options in the former case, and $l_{2}-i-1$ in the latter case. We also have to count the case when $s_{1}=s_{2}=s_{3}=i$. Thus, there are
$\sum_{i=0}^{l_{1}-1}\left(i+1+l_{1}-i-1+l_{2}-i-1\right)=\sum_{i=0}^{l_{1}-1}\left(l_{1}+l_{2}-i-1\right)=l_{1}\left(\frac{l_{1}-1}{2}+l_{2}\right)$.
Let $s_{1}, s_{2}$, and $s_{3}$ be arbitrary numbers such that $0 \leq s_{g}<\min \left\{l_{g-1}\right.$, $\left.l_{g}\right\}, g=1,2,3$, with the two smallest numbers amongst them being equal. It is easy to define $b_{i}$ 's in such a way that their sum is 0 , $t^{s_{g}} \mid B_{i_{g}}+B_{j_{g}}$, and $t^{s_{g}+1} \nmid B_{i_{g}}+B_{j_{g}}, g=1,2,3$. For example, if $s_{1}=s_{2}<s_{3}$, one can define $b_{i}$ 's in such a way that $B_{i_{1}}+B_{j_{1}}=t^{s_{1}}$, $B_{i_{2}}+B_{j_{2}}=-t^{s_{1}}-t^{s_{3}}$, and $B_{i_{3}}+B_{j_{3}}=t^{s_{3}}$. And similarly when $s_{2}=s_{3}<s_{1}$ and $s_{1}=s_{3}<s_{2}$.
Q.E.D.

The expression $l_{1}\left(\frac{l_{1}-1}{2}+l_{2}\right)$ is equal to 1 if and only if $l_{1}=l_{2}=1$. In all other cases it is strictly greater than 1 . Thus, there is a unique indecomposable module for a given filtration only when $l_{1}=l_{2}=1$, i.e. only when two of the boxes of the profile are of size 1 . We give this special type of a profile a name. We say that $I$ and $J$ are almost tightly 3-interlacing if $I \backslash J=\left\{a_{1}\right\} \cup\left\{a_{2}\right\} \cup\left\{a_{3}, \ldots, a_{3+r}\right\}$ and $J \backslash I=$ $\left\{b_{1}\right\} \cup\left\{b_{2}\right\} \cup\left\{b_{3}, \ldots, b_{3+r}\right\}, r \geq 0$, and $b_{1}<a_{1}<b_{2}<a_{2}<b_{3}<$
$\cdots<b_{3+r}<a_{3}<\cdots<a_{3+r}$. Combinatorially, $I$ and $J$ are almost tightly 3 -interlacing if the profile $I \mid J$ has three squared boxes, at least two of them of size 1. Here, we assume that the potential parallel lines of the rims have been removed in order to simplify notation. Note that, by definition, tightly 3-interlacing layers are also almost tightly 3 -interlacing.

Corollary 4.12. Let $I \mid J$ be the filtration from Theorem 4.4. There is a unique rank 2 indecomposable module with filtration $I \mid J$ if and only if $I$ and $J$ are almost tightly 3-interlacing.

Remark 4.13. In the general case of layers with profile $1^{3} \mid 2$, i.e. in the case when $I$ and $J$ form three boxes that are not necessarily squares or rectangles (meaning that there are junctions), one can construct multiple non-isomorphic indecomposable modules with the given filtration. To see this, when constructing indecomposable modules we deal with junction points in the following way. Observe Figure 5. For the junction points 4 and 6 of the leftmost box, we define $b_{4}=b_{5}=b_{6}=b_{7}=0$. Similarly, for the rightmost box we set $b_{14}=b_{15}=0$. In this way we practically ignore the junctions because for each junction point $i$ it holds that $x_{i+1} x_{i}=t$. id so it does not interfere with our computation, and we can behave as if we were in the case when all boxes are squares. If there are at least two boxes with junction points, then as in the case when all boxes are squares it follows that there are multiple non-isomorphic indecomposable modules. In the case when there is only one box with junction points, then we use the arguments from the last section (by treating one of the junctions as if it were a branching point) to construct multiple non-isomorphic indecomposable modules.

Example 4.14. In the tame case $(4,8)$, there is only one type of a profile that is almost tightly 3 -interlacing. Such a profile is $2478 \mid 1356$ (and all profiles obtained from this profile by adding $a$ to each element of both 4 -subsets, for $a=1, \ldots, 7$ ).

To construct modules with filtration $2478 \mid 1356$ we define $x_{i}=$ $\left(\begin{array}{cc}t & b_{i} \\ 0 & 1\end{array}\right), y_{i}=\left(\begin{array}{cc}1 & -b_{i} \\ 0 & t\end{array}\right)$, for $i=2,4,7,8$ and $x_{i}=\left(\begin{array}{cc}1 & b_{i} \\ 0 & t\end{array}\right), y_{i}=\left(\begin{array}{cc}t & -b_{i} \\ 0 & 1\end{array}\right)$, for $i=1,3,5,6$. Note that the $x_{i}$ 's are almost the same as for a module with filtration 2468 | 1357 constructed in the next section, with only the ones at vertices 6 and 7 changing places.

In order for this to be a module we assume that $b_{1}+b_{2}+b_{3}+b_{4}+$ $b_{5}+b_{8}+t\left(b_{6}+b_{7}\right)=0$. Denote this module again by $\mathbb{M}(I, J)$. As for the module with filtration $135 \mid 246$, it is easily seen that $L_{J}$ is a summand of $\mathbb{M}(I, J)$ if and only if $t\left|b_{8}+b_{1}, t\right| b_{2}+b_{3}$, and $t \mid b_{4}+b_{5}$. The module $\mathbb{M}(I, J)$ is indecomposable if and only if $t \nmid b_{2}+b_{3}, t \nmid b_{4}+b_{5}$,
$t \nmid b_{8}+b_{1}$. If $t \nmid b_{2}+b_{3}, t \mid b_{4}+b_{5}, t \nmid b_{8}+b_{1}$, then $\mathbb{M}(I, J)$ is isomorphic to $L_{\{2,3,5,6\}} \oplus L_{\{1,4,7,8\}}$. If $t \mid b_{2}+b_{3}, t \nmid b_{4}+b_{5}, t \nmid b_{8}+b_{1}$, then $\mathbb{M}(I, J)$ is isomorphic to $L_{\{2,4,5,6\}} \oplus L_{\{1,3,7,8\}}$. If $t \nmid b_{2}+b_{3}, t \nmid b_{4}+b_{5}, t \mid b_{8}+b_{1}$, then $\mathbb{M}(I, J)$ is isomorphic to $L_{\{2,3,7,8\}} \oplus L_{\{1,4,5,6\}}$.

There are four different decomposable modules appearing as the middle term in a short exact sequence that has $L_{I}$ (as a quotient) and $L_{J}$ (as a submodule) as end terms:

$$
\begin{aligned}
& 0 \longrightarrow L_{J} \longrightarrow L_{\{1,3,5,6\}} \oplus L_{\{2,4,7,8\}} \longrightarrow L_{I} \longrightarrow 0, \\
& 0 \longrightarrow L_{J} \longrightarrow L_{\{1,4,7,8\}} \oplus L_{\{2,3,5,6\}} \longrightarrow L_{I} \longrightarrow 0, \\
& 0 \longrightarrow L_{J} \longrightarrow L_{\{1,3,7,8\}} \oplus L_{\{2,4,5,6\}} \longrightarrow L_{I} \longrightarrow 0, \\
& 0 \longrightarrow L_{J} \longrightarrow L_{\{2,3,7,8\}} \oplus L_{\{1,4,5,6\}} \longrightarrow L_{I} \longrightarrow 0 .
\end{aligned}
$$

The pairs of profiles of the four modules that appear in the middle in these short exact sequences can be pictured as follows (similarly as in Example 3.9).


Fig. 7. The pairs of profiles of decomposable extensions between $L_{\{1,3,5,6\}}$ and $L_{\{2,4,7,8\}}$.

## §5. Tight 4-interlacing

In the tame case $(4,8)$, there is only one type of configuration of layers with 4-interlacing, 1357 | 2468 (and the one obtained by adding

1 to each element of the two 4 -subsets). We study this now. Let $I=$ $\{1,3,5,7\}$ and $J=\{2,4,6,8\}$. The construction is the same as for the module $135 \mid 246$, we just have two more vertices. So assume that $x_{i}=\left(\begin{array}{cc}t & b_{i} \\ 0 & 1\end{array}\right)$ for odd $i$ and $x_{i}=\left(\begin{array}{cc}1 & b_{i} \\ 0 & t\end{array}\right)$ for even $i$. From $x^{k}=y^{n-k}$ it follows that $\sum_{1}^{8} b_{i}=0$. We denote the constructed module by $\mathbb{M}$ and study the structure of this module with respect to the divisibility conditions of the coefficients $b_{i}$.

Just as in the case of the module $135 \mid 246$ (Section 3.1), one can argue that $\mathbb{M}=L_{I} \oplus L_{J}$ if and only if $t\left|b_{1}+b_{2}, t\right| b_{3}+b_{4}, t \mid b_{5}+b_{6}$, $t \mid b_{7}+b_{8}$. In order to determine the structure of the module $\mathbb{M}$ when these four divisibility conditions are not fulfilled, first we determine the structure of an endomorphism of this module.

If $\varphi=\left(\varphi_{i}\right)_{i=0}^{7}$ is an endomorphism of $\mathbb{M}$ and $\varphi_{0}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, then

$$
\begin{aligned}
\varphi_{2 i+1} & =\left(\begin{array}{cc}
a+\left(b_{1}+\cdots+b_{2 i+1}\right) t^{-1} c & t b+(d-a)\left(b_{1}+\cdots+b_{2 i+1}\right) \\
t^{-1} c & -\left(b_{1}+\cdots+b_{2 i+1}\right)^{2} t^{-1} c \\
\varphi_{2 i} & =\left(\begin{array}{cc}
a+\left(b_{1}+\cdots+b_{2 i}\right) t^{-1} c & b+t_{1}^{-1}\left((d-a)\left(b_{1}+\cdots+b_{2 i+1}\right) t^{-1} c\right.
\end{array}\right), \\
c & \left.-\left(b_{2 i}+\cdots+b_{2 i}\right)^{2} t^{-1} c\right) \\
c & d-\left(b_{1}+\cdots+b_{2 i}\right) t^{-1} c
\end{array}\right),
\end{aligned}
$$

where $t \mid c$, and

$$
\begin{align*}
& t \mid(d-a)\left(b_{1}+b_{2}\right)-\left(b_{1}+b_{2}\right)^{2} t^{-1} c, \\
& t \mid(d-a)\left(b_{1}+b_{2}+b_{3}+b_{4}\right)-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)^{2} t^{-1} c,  \tag{4}\\
& t \mid(d-a)\left(b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}\right)-\left(\sum_{i=1}^{6} b_{i}\right)^{2} t^{-1} c .
\end{align*}
$$

We distinguish between different cases depending on whether the sums $b_{1}+b_{2}, b_{3}+b_{4}, b_{5}+b_{6}$, and $b_{7}+b_{8}$ are divisible by $t$ or not. We will call these the four divisibility conditions $t\left|b_{1}+b_{2}, t\right| b_{3}+b_{4}$, $t \mid b_{5}+b_{6}$ and $t \mid b_{7}+b_{8}$, and write (div) to abbreviate. There are three base cases: one of the sums is divisible by $t$ and three are not, two are divisible by $t$ and two are not, and none of the sums is divisible by $t$. We will see that $\mathbb{M}$ is indecomposable in the first case and partly in the third case. We will explain how the module decomposes in the other cases. Furthermore, we will also show that there are infinitely many nonisomorphic modules with the same filtration for the indecomposable case when none of the sums is divisible by $t$.

### 5.1. Only one of the sums is divisible by $t$ (Case 1 )

We first assume that $t \nmid b_{1}+b_{2}, t \nmid b_{3}+b_{4}, t \nmid b_{5}+b_{6}$, and $t \mid b_{7}+b_{8}$.
Theorem 5.1. The above defined module $\mathbb{M}$ is indecomposable if $t \nmid b_{1}+b_{2}, t \nmid b_{3}+b_{4}, t \nmid b_{5}+b_{6}$, and $t \mid b_{7}+b_{8}$.

Proof. As in the proof of Theorem 3.5 for the module $135 \mid 246$, we repeat the same arguments using the divisibility conditions

$$
\begin{aligned}
& t \mid(d-a)\left(b_{1}+b_{2}\right)-\left(b_{1}+b_{2}\right)^{2} t^{-1} c, \\
& t \mid(d-a)\left(b_{1}+b_{2}+b_{3}+b_{4}\right)-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)^{2} t^{-1} c,
\end{aligned}
$$

to conclude that the only possible idempotent endomorphisms of $\mathbb{M}$ are the trivial ones. We only note that $t \nmid b_{1}+b_{2}+b_{3}+b_{4}$ because if it were not so, then $t \mid b_{5}+b_{6}$ which is not true.
Q.E.D.

In the previous theorem it suffices to choose $b_{1}=0, b_{2}=1, b_{3}=2$, $b_{4}=0, b_{5}=0, b_{6}=-3, b_{7}=-1$, and $b_{8}=1$ in order to fulfil the conditions of the theorem and to have an indecomposable module.

In the next theorem we show that this module only depends on the divisibility conditions of the coefficients $b_{i}$, so if we have two different 8 -tuples satisfying the same divisibility conditions, then they give rise to isomorphic modules.

Theorem 5.2. Let $\left(c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}, c_{7}, c_{8}\right)$ be an 8-tuple such that $t \nmid c_{1}+c_{2}, t \nmid c_{3}+c_{4}, t \nmid c_{5}+c_{6}$, and $t \mid c_{7}+c_{8}$. If $\mathbb{M}^{\prime}$ is the module determined by this 8-tuple, then the modules $\mathbb{M}^{\prime}$ and $\mathbb{M}$ are isomorphic.

Proof. As in the proof of Theorem 3.11 for the module $135 \mid 246$, we explicitly construct an isomorphism $\varphi=\left(\varphi_{i}\right)_{i=0}^{7}$ between the two modules, where $\varphi_{i}: V_{i} \longrightarrow W_{i}$, and $V_{i}$ and $W_{i}$ are the vector spaces at vertex $i$ of the modules $\mathbb{M}$ and $\mathbb{M}^{\prime}$ respectively.

Let us assume that $\varphi_{0}=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$. Then by repeating the same calculations as for the module 135 | 246 we get

$$
\begin{aligned}
\varphi_{2 i+1} & =\left(\begin{array}{cc}
\alpha+\left(c_{1}+\cdots+c_{2 i+1}\right) t^{-1} \gamma & \beta t-\alpha \sum_{j=1}^{2 i+1} b_{j}+\delta \sum_{j=1}^{2 i+1} c_{j} \\
t^{-1} \gamma & -\left(\sum_{j=1}^{2 i+1} b_{j}\right)\left(\sum_{j=1}^{2 i+1} c_{j}\right) t^{-1} \gamma \\
\varphi_{2 i} & =\left(\begin{array}{cc}
\alpha+\left(c_{1}+\cdots+c_{2 i}\right) t^{-1} \gamma & \beta+t^{-1}\left(-\alpha \sum_{j=1}^{2 i} b_{j}+\delta\right)^{2 i+1} \sum_{j=1}^{2 i} c_{j} \\
\varphi_{1} \\
\gamma & \left.-t^{-1} \gamma \sum_{j=1}^{2 i} b_{j} \sum_{j=1}^{2 i} c_{j}\right)
\end{array}\right), \\
& \delta-\left(b_{1}+\cdots+b_{2 i}\right) t^{-1} \gamma
\end{array}\right),
\end{aligned}
$$

where $t \mid \gamma$ and

$$
\begin{aligned}
& t \mid-\alpha\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma \\
& t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}\right)+\left(c_{1}+c_{2}+c_{3}+c_{4}\right) \delta \\
& \quad-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right) t^{-1} \gamma \\
& t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}\right) \\
& \quad \quad+\left(c_{1}+c_{2}+c_{3}+c_{4}+c_{5}+c_{6}\right) \delta-t^{-1} \gamma \sum_{i=1}^{6} b_{i} \sum_{i=1}^{6} c_{i} .
\end{aligned}
$$

Since $t \mid \gamma$ and we would like $\varphi$ to be invertible, then it must be that $t \nmid \alpha$ and $t \nmid \delta$. Then the inverse of $\varphi_{0}$ is $\frac{1}{\alpha \delta-\beta \gamma}\left(\begin{array}{cc}\delta & -\beta \\ -\gamma & \alpha\end{array}\right)$.

In order to find an isomorphism $\varphi$, note that the last divisibility condition is fulfilled because $t \mid b_{7}+b_{8}$ and $t \mid c_{7}+c_{8}$. Also note that the condition $t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}\right)+\left(c_{1}+c_{2}+c_{3}+c_{4}\right) \delta-$ $\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right) t^{-1} \gamma$ is equivalent to the condition $t \mid \alpha\left(b_{5}+b_{6}\right)-\left(c_{5}+c_{6}\right) \delta-\left(b_{5}+b_{6}\right)\left(c_{5}+c_{6}\right) t^{-1} \gamma$. Now we repeat the same calculations as for the module $135 / 246$.

Note that there are no conditionsattached to $\beta$ so we set it to be 0 . If we set

$$
\begin{aligned}
-\alpha\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma & =0 \\
\alpha\left(b_{5}+b_{6}\right)-\left(c_{5}+c_{6}\right) \delta-\left(b_{5}+b_{6}\right)\left(c_{5}+c_{6}\right) t^{-1} \gamma & =0
\end{aligned}
$$

then we get

$$
\alpha\left(b_{5}+b_{6}\right)\left[1+\frac{c_{5}+c_{6}}{c_{1}+c_{2}}\right]-\delta\left(c_{5}+c_{6}\right)\left[1+\frac{b_{5}+b_{6}}{b_{1}+b_{2}}\right]=0
$$

If $t \left\lvert\, 1+\frac{c_{5}+c_{6}}{c_{1}+c_{2}}\right.$, then from $\sum_{i=1}^{8} c_{i}=0$, we get $t \mid c_{3}+c_{4}$, which is not true. The same holds for $1+\frac{b_{5}+b_{6}}{b_{1}+b_{2}}$, so both of these elements are invertible. Thus, if we set $\delta=1$, then we get

$$
\alpha=\frac{\left(c_{1}+c_{2}\right)\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)}{\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)}
$$

and

$$
\gamma=t \frac{\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)-\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)}{\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)}
$$

Hence,

$$
\varphi_{0}=\left(\begin{array}{cc}
\frac{\left(c_{1}+c_{2}\right)\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)}{\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)} & 0 \\
t \frac{\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)-\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)}{\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)} & 1
\end{array}\right)
$$

The other invertible matrices $\varphi_{i}$ are now determined from the above equalities. Note that all of them are invertible because their determinant is equal to $\alpha \delta-\beta \gamma$ which is an invertible element.
Q.E.D.

We denote the unique module (up to isomorphism) from Theorem 5.1 by $\mathbb{M}_{7,8}$. It is obvious, due to the symmetry of the arguments, that there are also modules $\mathbb{M}_{1,2}, \mathbb{M}_{3,4}$ and $\mathbb{M}_{5,6}$ that correspond to the remaining three possible divisibility conditions for Case 1, e.g. $\mathbb{M}_{1,2}$ corresponds to the case when $t \mid b_{1}+b_{2}, t \nmid b_{3}+b_{4}, t \nmid b_{5}+b_{6}$, and $t \nmid b_{7}+b_{8}$.

In the next statement we prove that no two of these modules are isomorphic to each other.

Proposition 5.3. There are no isomorphic modules amongst $\mathbb{M}_{1,2}$, $\mathbb{M}_{3,4}, \mathbb{M}_{5,6}$ and $\mathbb{M}_{7,8}$.

Proof. Due to the symmetry of the arguments, we only show that $\mathbb{M}_{7,8}$ is not isomorphic to any of the other modules.

Assume otherwise, that $\mathbb{M}_{7,8}$ is isomorphic to $\mathbb{M}_{i, i+1}$, where $i$ is 1,3 or 5 . Then there is an isomorphism between these two modules. Keeping the same notation from the proof of the Theorem 5.2, we have that this isomorphism has to satisfy the following divisibility conditions:

$$
\begin{aligned}
& t \mid-\alpha\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma \\
& t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}\right)+\left(c_{1}+c_{2}+c_{3}+c_{4}\right) \delta \\
& \quad \quad-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right) t^{-1} \gamma, \\
& t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}\right) \\
& \quad \quad+\left(c_{1}+c_{2}+c_{3}+c_{4}+c_{5}+c_{6}\right) \delta-t^{-1} \gamma \sum_{i=0}^{6} b_{i} \sum_{i=0}^{6} c_{i} .
\end{aligned}
$$

Here, the coefficients $b_{j}$ correspond to $\mathbb{M}_{7,8}$ and $c_{j}$ correspond to $\mathbb{M}_{i, i+1}$. Since $t \mid b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}=-\left(b_{7}+b_{8}\right)$, from the last condition it follows that $t \mid \delta\left(c_{1}+c_{2}+c_{3}+c_{4}+c_{5}+c_{6}\right)$. Since $t \nmid \delta$, it must be $t \mid\left(c_{1}+c_{2}+c_{3}+c_{4}+c_{5}+c_{6}\right)$. Then $t \mid c_{7}+c_{8}=-\left(c_{1}+c_{2}+c_{3}+c_{4}+c_{5}+c_{6}\right)$ which is in contradiction with our assumption that $t \nmid c_{7}+c_{8}$. Q.E.D.

It follows from the previous proposition that we have now constructed four non-isomorphic rank 2 modules whose filtration is $L_{\{1,3,5,7\}} \mid$ $L_{\{2,4,6,8\}}$. Before we show that in fact there are infinitely many, we consider the other two cases for the divisibility conditions.

### 5.2. Exactly two of the sums are divisible by $t$ (Case 2)

There are two subcases. The first subcase is when the divisible sums are consecutive, e.g. when $t\left|b_{1}+b_{2}, t\right| b_{3}+b_{4}, t \nmid b_{5}+b_{6}$ and $t \nmid b_{7}+b_{8}$. The second subcase is when the divisible sums are not consecutive, e.g. when $t\left|b_{1}+b_{2}, t\right| b_{5}+b_{6}, t \nmid b_{3}+b_{4}$ and $t \nmid b_{7}+b_{8}$.

Assume first that $t\left|b_{1}+b_{2}, t\right| b_{3}+b_{4}, t \nmid b_{5}+b_{6}$, and $t \nmid b_{7}+b_{8}$.
Theorem 5.4. If $t\left|b_{1}+b_{2}, t\right| b_{3}+b_{4}, t \nmid b_{5}+b_{6}$, and $t \nmid b_{7}+b_{8}$, then the module $\mathbb{M}$ is isomorphic to $L_{\{1,3,5,6\}} \oplus L_{\{2,4,7,8\}}$.

Proof. We show that $\mathbb{M}$ is decomposable by constructing a nontrivial idempotent endomorphism of $\mathbb{M}$. Recall that an endomorphism $\varphi=\left(\varphi_{i}\right)_{i=0}^{7}$ of $\mathbb{M}$, where $\varphi_{0}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, satisfies the divisibility conditions (4).

Since $t\left|b_{1}+b_{2}, t\right| b_{3}+b_{4}$, these conditions reduce to a single condition $t \mid(d-a)\left(b_{5}+b_{6}\right)-\left(b_{5}+b_{6}\right)^{2} t^{-1} c$. From $t \nmid b_{5}+b_{6}$ we conclude that $t \mid(d-a)-\left(b_{5}+b_{6}\right) t^{-1} e$.

To construct a non-trivial idempotent homomorphism, as in the case $n=6$, we set $\alpha=1, \delta=0=\beta$, and $\gamma=-t\left(b_{5}+b_{6}\right)^{-1}$. Thus,

$$
\varphi_{0}=\left(\begin{array}{cc}
1 & 0 \\
-t\left(b_{5}+b_{6}\right)^{-1} & 0
\end{array}\right)
$$

Its orthogonal complement is the idempotent

$$
\left(\begin{array}{cc}
0 & 0 \\
t\left(b_{5}+b_{6}\right)^{-1} & 1
\end{array}\right)
$$

Since these are non-trivial idempotents, it follows that the module $\mathbb{M}$ is decomposable. It remains to show that $\mathbb{M} \cong L_{\{2,4,7,8\}} \oplus L_{\{1,3,5,6\}}$. We know that $\mathbb{M}$ is the direct sum of rank 1 modules $L_{X}$ and $L_{Y}$ for some $X$ and $Y$. Let us determine $X$ and $Y$.

For this, we take, at vertex $i$, eigenvectors $v_{i}$ and $w_{i}$ corresponding to the eigenvalue 1 of the idempotents $\varphi_{i}$ and $1-\varphi_{i}$ respectively. For example, $v_{0}=\left[1,-t\left(b_{5}+b_{6}\right)^{-1}\right]^{t}, w_{0}=[0,1]^{t}, v_{1}=\left[1-b_{1}\left(b_{5}+b_{6}\right)^{-1}\right.$, $\left.-\left(b_{5}+b_{6}\right)^{-1}\right]^{t}$ and $w_{1}=\left[b_{1}, 1\right]^{t}$, and so on. A basis for $L_{X}$ is $\left\{v_{i} \mid i=\right.$ $0, \ldots, 7\}$, and a basis for $L_{Y}$ is $\left\{w_{i} \mid i=0, \ldots, 7\right\}$. Direct computation gives us that $x_{1} v_{0}=t v_{1}, x_{2} v_{1}=v_{2}, x_{3} v_{2}=t v_{3}, x_{4} v_{3}=v_{4}, x_{5} v_{4}=t v_{5}$, $x_{6} v_{5}=t v_{6}, x_{7} v_{6}=v_{7}, x_{8} v_{7}=v_{0}$. Thus, $X=\{2,4,7,8\}$. Analogously, $Y=\{1,3,5,6\}$.
Q.E.D.

Remark 5.5. In the case when $t \nmid b_{1}+b_{2}, t\left|b_{3}+b_{4}, t\right| b_{5}+b_{6}$, and $t \nmid b_{7}+b_{8}, \mathbb{M}$ is the direct sum $L_{\{3,5,7,8\}} \oplus L_{\{1,2,4,6\}}$.

Similarly, by suitable renaming of the vertices of the quiver, we obtain two more direct sums, the modules $L_{\{1,2,5,7\}} \oplus L_{\{3,4,6,8\}}$ and $L_{\{1,3,4,7\}} \oplus L_{\{2,5,6,8\}}$, that have $L_{J}$ as a submodule and $L_{I}$ as a quotient module, and there are short exact sequences with $L_{I}$ and $L_{J}$ as end terms:
(a) $0 \longrightarrow L_{J} \longrightarrow L_{\{1,3,5,6\}} \oplus L_{\{2,4,7,8\}} \longrightarrow L_{I} \longrightarrow 0$,
(b) $0 \longrightarrow L_{J} \longrightarrow L_{\{3,5,7,8\}} \oplus L_{\{1,2,4,6\}} \longrightarrow L_{I} \longrightarrow 0$,
(c) $0 \longrightarrow L_{J} \longrightarrow L_{\{1,2,5,7\}} \oplus L_{\{3,4,6,8\}} \longrightarrow L_{I} \longrightarrow 0$,
(d) $0 \longrightarrow L_{J} \longrightarrow L_{\{1,3,4,7\}} \oplus L_{\{2,5,6,8\}} \longrightarrow L_{I} \longrightarrow 0$.

Here, (a) is the case where $t \mid\left(b_{1}+b_{2}\right)$ and $t \mid\left(b_{3}+b_{4}\right)$, (b) the case where $t \mid\left(b_{3}+b_{4}\right)$ and $t \mid\left(b_{5}+b_{6}\right)$, (c) the case where $t \mid\left(b_{5}+b_{6}\right)$ and $t \mid\left(b_{7}+b_{8}\right)$, and (d) the case $t \mid\left(b_{7}+b_{8}\right)$ and $t \mid\left(b_{1}+b_{2}\right)$.

The pairs of profiles of the four decomposable modules that appear in the middle in these short exact sequences can be pictured as follows:


Fig. 8. The pairs of profiles of decomposable extensions between $L_{\{1,3,5,7\}}$ and $L_{\{2,4,6,8\}}$.

Assume now that $t\left|b_{1}+b_{2}, t\right| b_{5}+b_{6}, t \nmid b_{3}+b_{4}$, and $t \nmid b_{7}+b_{8}$.
Theorem 5.6. If $t\left|b_{1}+b_{2}, t\right| b_{5}+b_{6}, t \nmid b_{3}+b_{4}$, and $t \nmid b_{7}+b_{8}$, then the module $\mathbb{M}$ is isomorphic to $L_{\{1,3,4,6\}} \oplus L_{\{2,5,7,8\}}$.

Proof. The only difference from the proof of the previous statement is that the divisibility conditions are now reduced to the condition $t \mid$ $(d-a)-\left(b_{3}+b_{4}\right) t^{-1} c$.

To construct a non-trivial idempotent homomorphism, we set $\alpha=1$, $\delta=0=\beta$, and $\gamma=-t\left(b_{3}+b_{4}\right)^{-1}$. Thus,

$$
\varphi_{0}=\left(\begin{array}{cc}
1 & 0 \\
-t\left(b_{3}+b_{4}\right)^{-1} & 0
\end{array}\right)
$$

and the rest of proof is analogous to the proof of the previous statement.
Q.E.D.

Remark 5.7. In the case when $t \nmid b_{1}+b_{2}, t \mid b_{3}+b_{4}, t \nmid b_{5}+b_{6}$, and $t \mid b_{7}+b_{8}, \mathbb{M}$ is the direct sum $L_{\{1,2,4,7\}} \oplus L_{\{3,5,6,8\}}$.

The pairs of profiles of these two modules can be pictured as follows:


Fig. 9. The pairs of profiles of decomposable extensions between $L_{\{1,3,5,7\}}$ and $L_{\{2,4,6,8\}}$.

### 5.3. None of the four sums is divisible by $t$ (Case 3)

There are two subcases we have to consider. The first subcase is when all sums $b_{i}+b_{i+1}+b_{i+2}+b_{i+3}$, for $i=1,3,5,7$, are divisible by $t$, the second subcase is when at least one of these sums is not divisible by $t$. In the latter case, we get infinitely many non-isomorphic indecomposable modules as we will show. In this subsection, we always assume that none of the four divisibility conditions $t \mid b_{i}+b_{i+1}, i$ odd, which we continue to abbreviate as (div), is satisfied.

We first consider the case where all sums $b_{i}+b_{i+1}+b_{i+2}+b_{i+3}$ are divisible by $t$.

Theorem 5.8. Assume that the $\left(b_{i}\right)_{i}$ satisfy none of the four divisibility conditions (div) but that $t \mid b_{i}+b_{i+1}+b_{i+2}+b_{i+3}$, for $i=1,3,5,7$. Then $\mathbb{M} \cong L_{\{1,2,5,6\}} \oplus L_{\{3,4,7,8\}}$.

Proof. As before, we will construct a non-trivial idempotent endomorphism of $\mathbb{M}$ to prove that it is a decomposable module. Also, as before, our endomorphism has to satisfy the conditions (4).

From $t \mid b_{1}+b_{2}+b_{3}+b_{4}$ it follows that the conditions (4) reduce to a single condition $t \mid(d-a)-\left(b_{1}+b_{2}\right) t^{-1} c$. Note that this condition is equivalent to the condition $t \mid(d-a)-\left(b_{5}+b_{6}\right) t^{-1} c$. As before, we obtain a non-trivial idempotent

$$
\varphi_{0}=\left(\begin{array}{cc}
1 & 0 \\
-t\left(b_{1}+b_{2}\right)^{-1} & 0
\end{array}\right) .
$$

The rest of the proof is analogous to the proof of the previous two statements.
Q.E.D.

Remark 5.9. The pairs of profiles of $L_{\{1,2,5,6\}} \oplus L_{\{3,4,7,8\}}$ can be pictured as follows:


Fig. 10. The pairs of profile of a decomposable extension between $L_{\{1,3,5,7\}}$ and $L_{\{2,4,6,8\}}$.

Assume now that for the tuple $\left(b_{i}\right)_{i}$ one of the consecutive sums of four entries is not divisible by $t$.

Proposition 5.10. If none of the four divisibility conditions (div) holds for $\left(b_{i}\right)_{i}$ and if there exists an $i \in\{1,3,5,7\}$ such that $t \nmid b_{i}+$ $b_{i+1}+b_{i+2}+b_{i+3}$, then $\mathbb{M}$ is indecomposable.

Proof. Assume, withoutloss of generality, that $t \nmid b_{1}+b_{2}+b_{3}+$ $b_{4}$. As in the proof of indecomposability of the module $135 \mid 246$ the endomorphism of $\mathbb{M}$ has to satisfy the conditions

$$
\begin{aligned}
& t \mid(d-a)\left(b_{1}+b_{2}\right)-\left(b_{1}+b_{2}\right)^{2} t^{-1} c, \\
& t \mid(d-a)\left(b_{1}+b_{2}+b_{3}+b_{4}\right)-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)^{2} t^{-1} c, \\
& t \mid(d-a)\left(b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}\right)-\left(b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}\right)^{2} t^{-1} c .
\end{aligned}
$$

Now we repeat the same arguments as for the module 135 | 246. From the first two conditions we get that $t \mid\left(b_{3}+b_{4}\right) t^{-1} c$. Since $t \nmid b_{3}+b_{4}$, it follows that $t \mid t^{-1} c$ and that $t \mid d-a$. If $a+d=1$, then, because $t \mid a$ or $t \mid 1-a$, it must be that $t \mid 1$, which is not true. Thus, it must be $a=d$ and $c=b=0$, giving us only trivial idempotents.
Q.E.D.

Now that we know that whenever $t \nmid b_{i}+b_{i+1}+b_{i+2}+b_{i+3}$, for at least one $i$, the module $\mathbb{M}$ with the given $\left(b_{i}\right)_{i}$ is indecomposable, we would like to know if the constructed modules are isomorphic. Since $\sum b_{i}=0$, we have $t \nmid b_{i}+b_{i+1}+b_{i+2}+b_{i+3}$ for some $i$ if and only if $t \nmid b_{i+4}+b_{i+5}+b_{i_{6}}+b_{i_{7}}$. Therefore, these conditions come in pairs of
"complementary" sums. Thus we have to distinguish between the cases when two of the sums $b_{i}+b_{i+1}+b_{i+2}+b_{i+3}$ are divisible by $t$ and two are not, and when none of these sums of four consecutive $b_{i}$ 's is divisible by $t$. We will see that in the first case, we only get two indecomposable modules (up to isomorphism) while in the latter case, we get infinitely many.

Let us assume that $\left(c_{i}\right)_{1}^{8}$ is another 8-tuple satisfying none of the divisibility conditions (div) and such that $t \nmid c_{i}+c_{i+1}+c_{i+2}+c_{i+3}$, for some $i \in\{1,3,5,7\}$. Denote the module given by these $\left(c_{i}\right)_{i}$ by $\mathbb{M}^{\prime}$.

In the following two propositions we consider the case when both $b_{i}$ 's and $c_{i}$ 's have two of the above mentioned sums divisible by $t$, and two sums not divisible by $t$.

Proposition 5.11. If $t \nmid b_{1}+b_{2}+b_{3}+b_{4}, t \mid b_{3}+b_{4}+b_{5}+b_{6}$, $t \nmid c_{1}+c_{2}+c_{3}+c_{4}$, and $t \mid c_{3}+c_{4}+c_{5}+c_{6}$, then $\mathbb{M}$ and $\mathbb{M}^{\prime}$ are isomorphic.

Proof. Keeping the same notation as before when constructing isomorphisms, it must hold:

$$
\begin{aligned}
& t \mid-\alpha\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma, \\
& t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}\right)+\left(c_{1}+c_{2}+c_{3}+c_{4}\right) \delta \\
& \quad \quad-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right) t^{-1} \gamma, \\
& t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}\right) \\
& \quad+\left(c_{1}+c_{2}+c_{3}+c_{4}+c_{5}+c_{6}\right) \delta-t^{-1} \gamma \sum_{i=1}^{6} b_{i} \sum_{i=1}^{6} c_{i} .
\end{aligned}
$$

Since $t \mid b_{3}+b_{4}+b_{5}+b_{6}$ and $t \mid c_{3}+c_{4}+c_{5}+c_{6}$, the above conditions reduce to the first two conditions. Now, we set $-\alpha\left(b_{1}+b_{2}\right)+\left(c_{1}+\right.$ $\left.c_{2}\right) \delta-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma=0$ and $-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}\right)+\left(c_{1}+c_{2}+\right.$ $\left.c_{3}+c_{4}\right) \delta-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right) t^{-1} \gamma=0$. Subsequently, $\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\left(c_{3}+c_{4}\right)\left(c_{1}+c_{2}\right)^{-1}-\delta\left(c_{1}+c_{2}+c_{3}+c_{4}\right)\left(b_{3}+\right.$ $\left.b_{4}\right)\left(b_{1}+b_{2}\right)^{-1}=0$. By setting $\alpha=1, \beta=0$, we get that $\delta=\left[\left(b_{1}+\right.\right.$ $\left.\left.b_{2}\right)\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\left(c_{3}+c_{4}\right)\right]\left[\left(c_{1}+c_{2}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right)\left(b_{3}+b_{4}\right)\right]^{-1}$, and $\gamma=-\left(c_{1}+c_{2}\right)^{-1}+\delta\left(b_{1}+b_{2}\right)^{-1}$, giving us an isomorphism between $\mathbb{M}$ and $\mathbb{M}^{\prime}$.
Q.E.D.

Proposition 5.12. If $t \nmid b_{1}+b_{2}+b_{3}+b_{4}, t \mid b_{3}+b_{4}+b_{5}+b_{6}$, $t \mid c_{1}+c_{2}+c_{3}+c_{4}$, and $t \nmid c_{3}+c_{4}+c_{5}+c_{6}$, then $\mathbb{M}$ and $\mathbb{M}^{\prime}$ are not isomorphic.

Proof. If there were an isomorphism between $\mathbb{M}$ and $\mathbb{M}^{\prime}$, then its coefficients would satisfy

$$
\begin{aligned}
& t \mid-\alpha\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma \\
& t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}\right)+\left(c_{1}+c_{2}+c_{3}+c_{4}\right) \delta \\
& \quad \quad-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right) t^{-1} \gamma \\
& t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}+b_{5}+b_{6}\right) \\
& \quad \quad+\left(c_{1}+c_{2}+c_{3}+c_{4}+c_{5}+c_{6}\right) \delta-t^{-1} \gamma \sum_{i=1}^{6} b_{i} \sum_{i=1}^{6} c_{i} .
\end{aligned}
$$

From the second condition we obtain $t \mid \alpha\left(b_{1}+b_{2}+b_{3}+b_{4}\right)$. But $t \nmid b_{1}+b_{2}+b_{3}+b_{4}$ and $t \nmid \alpha$, which is a contradiction. Q.E.D.

Remark 5.13. The same arguments used in the proof of the previous proposition tell us that the two modules $\mathbb{M}$ and $\mathbb{M}^{\prime}$ from Proposition 5.12 are two new non-isomorphic indecomposable modules which are not isomorphic to any of the modules $\mathbb{M}_{1}, \mathbb{M}_{3,4}, \mathbb{M}_{5,6}$ and $\mathbb{M}_{7,8}$ constructed before. For example, if the $b_{i}$ 's correspond to the module $\mathbb{M}_{7,8}$ and the $c_{i}$ 's correspond to the module $\mathbb{M}$, then from the third relation in the proof of Proposition 5.11 we obtain that $t \mid \delta\left(c_{1}+c_{2}+c_{3}+c_{4}+c_{5}+c_{6}\right)$, yielding $t \mid \delta\left(c_{1}+c_{2}\right)$, which is not true since $t \nmid \delta$ and $t \nmid\left(c_{1}+c_{2}\right)$.

We are only left to examine if, in the case when none of the sums $b_{i}+b_{i+1}+b_{i+2}+b_{i+3}$ is divisible by $t$, for two different tuples we obtain isomorphic modules. In the following theorem we assume that $b_{i}$ 's correspond to the module $\mathbb{M}$ and $c_{i}$ 's correspond to the module $\mathbb{M}^{\prime}$. Also, we assume that $t \nmid b_{i}+b_{i+1}, t \nmid c_{i}+c_{i+1}$ for odd $i$.

Theorem 5.14. If $t \nmid b_{i}+b_{i+1}+b_{i+2}+b_{i+3}$ and $t \nmid c_{i}+c_{i+1}+$ $c_{i+2}+c_{i+3}$, for $i=1,3,5,7$, then the modules $\mathbb{M}$ and $\mathbb{M}^{\prime}$ are isomorphic if and only if

$$
t \mid\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)\left(c_{7}+c_{8}\right)-\left(c_{1}+c_{2}\right)\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)\left(b_{7}+b_{8}\right)
$$

Proof. As before, if there were an isomorphism between $\mathbb{M}$ and $\mathbb{M}^{\prime}$, its coefficients would have to satisfy the following conditions:

$$
\begin{aligned}
& t \mid-\alpha\left(b_{1}+b_{2}\right)+\left(c_{1}+c_{2}\right) \delta-\left(b_{1}+b_{2}\right)\left(c_{1}+c_{2}\right) t^{-1} \gamma \\
& t \mid-\alpha\left(b_{1}+b_{2}+b_{3}+b_{4}\right)+\left(c_{1}+c_{2}+c_{3}+c_{4}\right) \delta \\
& \quad \quad-\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right) t^{-1} \gamma, \\
& t \mid \alpha\left(b_{7}+b_{8}\right)-\left(c_{7}+c_{8}\right) \delta-\left(b_{7}+b_{8}\right)\left(c_{7}+c_{8}\right) t^{-1} \gamma .
\end{aligned}
$$

From these we get that

$$
\begin{aligned}
t \mid \alpha\left(c_{3}+c_{4}\right)\left[\left(c_{1}\right.\right. & \left.\left.+c_{2}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right)\right]^{-1} \\
& \quad-\delta\left(b_{3}+b_{4}\right)\left[\left(b_{1}+b_{2}\right)\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\right]^{-1} \\
t \mid \alpha\left(c_{5}+c_{6}\right)\left[\left(c_{7}\right.\right. & \left.\left.+c_{8}\right)\left(c_{1}+c_{2}+c_{3}+c_{4}\right)\right]^{-1} \\
& -\delta\left(b_{5}+b_{6}\right)\left[\left(b_{7}+b_{8}\right)\left(b_{1}+b_{2}+b_{3}+b_{4}\right)\right]^{-1}
\end{aligned}
$$

Finally, from the last two relations we get
$t \mid \alpha\left[\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)\left(c_{7}+c_{8}\right)-\left(c_{1}+c_{2}\right)\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)\left(b_{7}+b_{8}\right)\right]$.
If $t \nmid\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)\left(c_{7}+c_{8}\right)-\left(c_{1}+c_{2}\right)\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)\left(b_{7}+b_{8}\right)$, then there is no isomorphism between $\mathbb{M}^{\prime}$ and $\mathbb{M}$. If $t \mid\left(b_{1}+b_{2}\right)\left(c_{3}+\right.$ $\left.c_{4}\right)\left(b_{5}+b_{6}\right)\left(c_{7}+c_{8}\right)-\left(c_{1}+c_{2}\right)\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)\left(b_{7}+b_{8}\right)$, then we simply set $\alpha=1$, and compute $\delta$ and $\gamma$ from the above relations (as before, we set $\beta=0$ ).
Q.E.D.

Remark 5.15. It is easily shown that none of the indecomposable modules from Theorem 5.14 is isomorphic to any of the indecomposable modules from the previous cases. To prove this, we use the same arguments as in Remark 5.13.

We will now parametrize the non-isomorphic indecomposable modules from Theorem 5.14.

Let $\beta \in \mathbb{C} \backslash\{0,1,-1\}$. Keeping the notation from the theorem, choose the parameters $b_{i}$ in the following way: $b_{1}+b_{2}=-\left(b_{5}+b_{6}\right)=1$, $b_{3}+b_{4}=-\left(b_{7}+b_{8}\right)=\beta$. Then, $t \nmid b_{i}+b_{i+1}$ and $t \nmid b_{i}+b_{i+1}+b_{i+2}+b_{i+3}$, for odd $i$. Denote the indecomposable module that corresponds to these coefficients by $\mathbb{M}_{\beta}$.

Corollary 5.16. There are infinitely many non-isomorphic rank 2 indecomposable modules in $\mathrm{CM}\left(B_{4,8}\right)$ with filtration $1357 \mid 2468$.

Proof. Let $\alpha \in \mathbb{C} \backslash\{0,1,-1\}$, with $\beta \neq \pm \alpha$, and $\mathbb{M}_{\alpha}$ be the corresponding indecomposable module. Then $\mathbb{M}_{\alpha}$ and $\mathbb{M}_{\beta}$ are not isomorphic. Indeed, assuming that the coefficients $c_{i}$ correspond to $\mathbb{M}_{\alpha}$, we have that $t \nmid\left(b_{1}+b_{2}\right)\left(c_{3}+c_{4}\right)\left(b_{5}+b_{6}\right)\left(c_{7}+c_{8}\right)-\left(c_{1}+c_{2}\right)\left(b_{3}+b_{4}\right)\left(c_{5}+c_{6}\right)\left(b_{7}+b_{8}\right)=\alpha^{2}-\beta^{2}$,
since $\alpha \neq \pm \beta$, so by the previous theorem the corresponding modules are not isomorphic.
Q.E.D.

From the proof of the previous corollary it follows that the two modules $\mathbb{M}_{\alpha}$ and $\mathbb{M}_{\beta}$ are isomorphic if and only if $\alpha= \pm \beta$. Thus, the non-isomorphic indecomposable modules of this form are parameterized
by $\mathbb{C} \backslash\{0,1,-1\}$, where two points in this set are identified if they sum up to 0 . In the next proposition we show that every indecomposable module as in Theorem 5.14 is isomorphic to $\mathbb{M}_{\beta}$ for some $\beta$.

Proposition 5.17. Let $\mathbb{M}$ be a rank 2 indecomposable module with the corresponding coefficients $c_{i}$ satisfying $t \nmid c_{i}+c_{i+1}, t \nmid c_{i}+c_{i+1}+$ $c_{i+2}+c_{i+3}$, for odd $i$. Then there exists $\beta \in \mathbb{C} \backslash\{0,1,-1\}$ such that $\mathbb{M}$ is isomorphic to $\mathbb{M}_{\beta}$.

Proof. Let $c_{i}+c_{i+1}=C_{i}$, for $i=1,3,5,7$. Since the coefficients of $\mathbb{M}_{\beta}$ satisfy $b_{1}+b_{2}=-\left(b_{5}+b_{6}\right)=1, b_{3}+b_{4}=-\left(b_{7}+b_{8}\right)=\beta$, it follows from Theorem 5.14 that we need to find $\beta$ satisfying $t \mid \beta^{2} C_{1} C_{5}-C_{3} C_{7}$. If $\gamma_{i}$ is the constant term of $C_{i}$, then we choose $\beta$ to be a square root of $\left(\gamma_{3} \gamma_{7}\right)\left(\gamma_{1} \gamma_{5}\right)^{-1}$. Note that by the divisibility conditions (div), $\gamma_{1} \gamma_{5} \neq 0$ and $\gamma_{3} \gamma_{7} \neq 0$. In particular, $\beta \neq 0$. If $\beta= \pm 1$, then $\gamma_{1} \gamma_{5}=\gamma_{3} \gamma_{7}$. From $C_{1}+C_{3}+C_{5}+C_{7}=0$, we get after multiplying by $C_{5}$ that $\left(\gamma_{3}+\gamma_{5}\right)\left(\gamma_{5}+\gamma_{7}\right)=0$ which is not possible. Hence, $\beta \neq \pm 1$. Q.E.D.

## §6. The general case: $r$-interlacing, $r \geq 4$

In this section we generalize the results from the previous two sections. We deal with the case of $r$-interlacing, where $r \geq 4$ and at least four boxes (i.e. $r$-interlacing rims where $r \geq r_{1}>3$ ). We prove that if $I$ and $J$ are $r$-interlacing with poset $1^{r_{1}} \mid 2$, where $r \geq 4$ and $r \geq r_{1}>3$, then there exist non-isomorphic indecomposable modules with the given filtration $L_{I} \mid L_{J}$. It follows that in this case, as in Section 5, the profile of a module does notruniquely determine the module. Let $I$ and $J$ be $r$-interlacing and form $r_{1}$ boxes. In general, $I \cap J$ and $I^{c} \cap J^{c}$ are nonempty. We have to modify our definition of branching points $i_{m}$ and associated points $j_{m}$ for the general setting.

Definition 6.1. Let $I$ and $J$ be two $k$-subsets such that their lattice diagram forms $r_{1}$ boxes. The branching points of the lattice diagram $I \mid J$ are defined to be the points where the boxes end, i.e. $i \in I \backslash J$ is a branching point if $i+1 \notin I$ and the two rims meet at $i$. We denote them by $\left\{i_{1}, i_{2}, \ldots, i_{r_{1}}\right\}$. In addition, we define the points $\left\{j_{1}, j_{2}, \ldots, j_{r_{1}}\right\}$ at the beginning of the boxes as the set of $j \in J \backslash I$ such that $j-1 \notin J$ and such that $j_{m}$ is minimal in $\left\{i_{m}+1, \ldots, i_{m+1}\right\}$ (cyclically) with this property. The size of the box ending at $i_{m}$ is defined to be the number of elements of $I \backslash J$ for that box.

Let $r \geq 4$. If $k$ is arbitrary and $I, J$ are such that $I$ and $J$ are $r$ interlacing and $I \mid J$ has poset of the form $1^{r_{1}} \mid 2$, where $r \geq r_{1}>3$ (see Figure 11), then we are able to construct more than one non-isomorphic
indecomposable rank 2 module which has $L_{J}$ as a submodule and $L_{I}$ as the quotient as follows. Denote this module by $\mathbb{M}(I, J)$. We mimic the same procedure as for the module 1357 | 2468.


Fig. 11. The profile of a module with 5 -interlacing layers and with poset $1^{4} \mid 2$, for $(k, n)=(6,12)$.

The two rims form $r_{1}$ boxes. Denote the $r_{1}$ branching points from $I$ where the boxes of the two rims end by $i_{1}, \ldots i_{r_{1}}$ and their counterparts in $J$ by $j_{1}, \ldots, j_{r_{1}}$, as in Definition 6.1.

For these branching points, we set $x_{i_{l}}=\left(\begin{array}{cc}t & b_{i_{l}} \\ 0 & 1\end{array}\right)$ and $x_{j_{l}}=\left(\begin{array}{cc}1 & b_{j_{l}} \\ 0 & t\end{array}\right)$ for $l=1, \ldots, r_{1}$. For all other vertices $i$ we define $x_{i}$ (resp. $y_{i}$ ) to be diagonal matrices as follows: the diagonal of $x_{i}$ (resp. $y_{i}$ ) is $(1, t)$ (resp. $(t, 1))$ if $i \in J \backslash I$, it is $(t, 1)$ (resp. $(1, t))$ if $i \in I \backslash J,(t, t)$ (resp. $(1,1)$ ) if $i \in I^{c} \cap J^{\hat{c}}$, and $(1,1)$ (resp. $\left.(t, t)\right)$ if $i \in I \cap J$. We also assume that $\sum_{1}^{r_{1}}\left(b_{i_{l}}+b_{j_{\ell}}\right)=0$ so that we have a module structure.

Now we assume that the following divisibility conditions hold for the $b_{i}$ 's at the first three branching points, as in Theorem 5.1 (recalling from its proof that $\left.t \nmid b_{1}+b_{2}+b_{3}+b_{4}\right)$ for the module 1357| 2468: $t \nmid b_{i_{1}}+b_{j_{1}}$, $t \nmid b_{i_{2}}+b_{j_{2}}, t \nmid b_{i_{3}}+b_{j_{3}}$, with $t \nmid b_{i_{1}}+b_{j_{1}}+b_{i_{2}}+b_{j_{2}}$, and $t \mid b_{i_{l}}+b_{j_{l}}$ for $l \geq 4$. As in the previous sections, it is now easy to prove that this module is indecomposable by invoking the same divisibility arguments as before. Obviously, we could start at any branching point in order to obtain additional $r_{1}-1$ indecomposable modules. As in Proposition 5.3, one can easily prove that no two of these $r_{1}$ indecomposable rank 2 modules are isomorphic.

Therefore, we have the following proposition.
Proposition 6.2. If $I$ and $J$ are r-interlacing and $I \mid J$ has the poset $1^{r_{1}} \mid 2$, where $r \geq r_{1}>3$, then there are more than one indecomposable rank 2 modules with filtration $I \mid J$.

Furthermore, it is easy to adapt the proof of Theorem 5.14 and Corollary 5.16 to the general case when $r \geq 4$ in order to obtain the following theorem (we omit the proof).

Theorem 6.3. Let $I$ and $J$ be r-interlacing with poset $1^{r_{1}} \mid 2$, where $r \geq r_{1}>3$. There are infinitely many non-isomorphic rank 2 indecomposable modules in $\operatorname{CM}\left(B_{k, n}\right)$ with filtration $I \mid J$.

For given $r$-interlacing $k$-subsets $I$ and $J$ with poset $1^{r_{1}} \mid 2$, where $r \geq r_{1}>3$, we note that as the number $r_{1}$ increases the parameterization of non-isomorphic indecomposable rank 2 modules with filtration $L_{I} \mid L_{J}$ becomes more complicated. In the case $r=r_{1}=4$, we have seen that the family of non-isomorphic indecomposable modules with filtration $L_{I} \mid L_{J}$ is parameterized by the set $\mathbb{C} \backslash\{0,1,-1\}$ up to sign (if $\alpha=-\beta$, then $\mathbb{M}_{\alpha} \cong \mathbb{M}_{\beta}$ ). Here, we do not pursue the classification of these nonisomorphic indecomposable modules, but it would be nice to have this sort of classification for general $r \geq r_{1}$.

## References

[1] K. Baur and D. Bogdanic, Extensions between Cohen-Macaulay modules of Grassmannian cluster categories, J. Algebraic Combin., 45(4):965-1000, 2017.
[2] K. Baur, D. Bogdanic and A. G. Elsener, Cluster categories from Grassmannians and root combinatorics, Nagoya Math. J., 240:322-354, 2020.
[3] K. Baur, D. Bogdanic, A. G. Elsener and J.-R. Li, Rigid indecomposable modules in Grassmannian cluster categories, arXiv:2011.09227, 2020.
[4] K. Baur, A. D. King and B. R. Marsh, Dimer models and cluster categories of Grassmannians, Proc. Lond. Math. Soc. (3), 113(2):213-260, 2016.
[5] H. Derksen, J. Weyman and A. Zelevinsky, Quivers with potentials and their representations I: Mutations, Selecta Math. (N.S.), 14(1):59-119, 2008.
[6] S. Fomin and A. Zelevinsky, Cluster algebras II: Finite type classification, Invent. Math., 154:63-121, 2003.
[7] C. Fraser, Braid group symmetries of Grassmannian cluster algebras, Selecta Math. (N.S.), 26(2):paper no. 17, 51pp., 2020.
[8] C. Geiß, B. Leclerc and J. Schröer, Rigid modules over preprojective algebras, Invent. Math., 165(3):589-632, 2006.
[9] C. Geiß, B. Leclerc and J. Schröer, Preprojective algebras and cluster algebras, In: Trends in Representation Theory of Algebras and Related Topics, pages 253-283, EMS Ser. Congr. Rep., 2008.
[10] C. Geiß, B. Leclerc and J. Schröer, Partial flag varieties and preprojective algebras, Ann. Inst. Fourier (Grenoble), 58(3):825-876, 2008.
[11] M. Gekhtman, M. Shapiro, A. Stolin and A. Vainshtein, Poisson structures compatible with the cluster algebra structure in Grassmannians, Lett. Math. Phys., 100(2):139-150, 2012.
[12] D. Hernandez and B. Leclerc, Cluster algebras and quantum affine algebras, Duke Math. J., 154(2):265-341, 2010.
[13] B. T. Jensen, A. D. King and X. Su, A categorification of Grassmannian cluster algebras, Proc. Lond. Math. Soc. (3), 113(2):185-212, 2016.
[14] B. R. Marsh and K. Rietsch, The $B$-model connection and mirror symmetry for Grassmannians, Adv. Math., 366(107027):131p, 2020.
[15] G. Muller and D. Speyer, Cluster algebras of Grassmannians are locally acyclic, Proc. Amer. Math. Soc., 144(8):3267-3281, 2016.
[16] J. Scott, Grassmannians and cluster algebras, Proc. London Math. Soc. (3), 92(2):345-380, 2006.
[17] K. Serhiyenko, M. Sherman-Bennett and L. Williams, Cluster structures in Schubert varieties in the Grassmannian, Proc. Lond. Math. Soc., 119(6):1694-1744, 2019.
[18] D. Speyer and L. Williams, The tropical totally positive Grassmannian, J. Algebraic Combin., 22(2):189-210, 2005.

## Karin Baur

School of Mathematics, University of Leeds,
Leeds, LS2 9JT, UK
E-mail address: K.U.Baur@leeds.ac.uk

Dusko Bogdanic
Faculty of Natural Sciences and Mathematics, University of Banja Luka, Mladena Stojanovica 2, 78000 Banja Luka, Bosnia and Herzegovina
E-mail address: dusko.bogdanic@pmf.unibl.org

## Jian-Rong Li

University of Vienna, Faculty of Mathematics, Oskar Morgenstern-Platz 1, 1090 Vienna
E-mail address: lijr07@gmail.com


[^0]:    Received March 19, 2021.
    Revised June 4, 2021.
    2020 Mathematics Subject Classification. Primary 05E10; Secondary 16G50.

    Key words and phrases. Grassmannian cluster categories, Cohen-Macaulay modules, rank 2 modules.

