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a b s t r a c t 

Twitter lists (i.e., curated collections of Twitter accounts) are user-generated and serve primarily as a tool 

to group other users. Grouping judgments are grounded in the implicit assumption that co-listed mem- 

bers share common associations. As such, Twitter lists are ideal for directly exploring associative links 

between brands and/or other entities. This research capitalizes on Twitter list membership data to pro- 

vide a new metric indicating the similarity of users’ list membership profiles. This metric is used as a 

proxy for perceptions of brand–celebrity (mis)fit (i.e., the degree of congruency or similarity between the 

celebrity and the brand) in celebrity endorsement situations, where a celebrity’s fame or social status is 

used to promote a brand. To validate the accuracy of the method, we compare the list similarity met- 

ric with directly elicited survey data for a test set of 62 celebrities and 64 brands, ranging across eight 

industry sectors. This research contributes to the extant literature of studies extracting brand-related as- 

sociative information (i.e., information held in consumers’ memory that contains the meaning of a brand) 

from large volumes of consumer online data. This research also introduces new ways of data mining to 

operational research literature and provides managers with a new methodology to directly infer percep- 

tions of brand–celebrity (mis)fit. 

© 2023 The Author(s). Published by Elsevier B.V. 
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. Introduction 

Understanding how consumers organize brand information in 

heir memory has been a topic of enduring interest in the mar- 

eting literature. The way information is structured in people’s 

inds influences their perceptions of a brand ( Ng & Houston, 

009 ). A brand is defined as a name, term, design, symbol, or any

ther feature that identifies one seller’s goods or service as dis- 

inct from those of other sellers ( American Marketing Association, 

022 ). The interpreted meanings of brands are represented by as- 

ociative structures that consumers generate to link a brand to spe- 

ific attributes or features, usage situations, or product spokesper- 

ons ( John, Loken, Kim & Monga, 2006 ). Keller (2013) defines brand 
ssociation as an informational node link to a brand node that 
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s held in consumers’ memory and contains the meaning of a 

rand. It represents the mental connection a customer makes be- 

ween a brand and other concepts (e.g., attributes, usage situations, 

roduct spokespersons) that collectively form a brand’s associative 

tructure ( Teichert & Schöntag, 2010 ). For example, Nike is best 

nown by consumers for its “coolness” and “athletic looking” at- 

ributes ( Dolnicar & Rossiter, 2008 ), and Stella Artois is perceived 

s the “wife beater” beer in Britain because of its alleged con- 

ection with aggression and binge drinking ( Moore, 2007 ; Wright, 

012 ). Indeed, a consumer may hold unfavorable perceptions, for 

nstance, when a brand is linked to unpleasant usage situations 

r a spokesperson who is incongruent with its image. The well- 

ublicized footage of Taliban and al-Qaeda members using Toyota’s 

ickup trucks in their operations has put the firm’s reputation at 

ignificant risk ( Rigby, 2011 ). Likewise, in 2006, Frédéric Rouzaud, 

anaging director of the Cristal champagne brand, was asked by 

he Economist about the potential threat that Cristal’s “bling” as- 

ociation with rappers may pose to the firm’s long-term reputa- 
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ion and profitability ( Rigby, 2011 ). Brand associations can provide 

mportant clues for tracking brand reputation threats and/or op- 

ortunities and can convey how unique the brand is in the eyes 

f the consumer ( Dillon, Madden, Kirmani, & Mukherjee, 2001 ; 

enderson, Iacobucci & Calder, 1998 ; Torres & Bijmolt, 2009 ). 

From a theoretical perspective, a significant body of work has 

een dedicated to unraveling how consumers perceive brand as- 

ociative structures (e.g., Henderson et al., 1998 ; John et al., 2006 ; 

orres & Bijmolt, 2009 ). To elicit brand associations and understand 

ow consumers categorize brands, early studies used traditional 

eans of primary data collection, such as consumer surveys, inter- 

iews, and focus groups (e.g., Aaker, 1996 ; Steenkamp & Van Trijp, 

997 ). More recently, scholars have begun to infer brand associa- 

ive structures by utilizing publicly available big data, generated 

y consumers using online platforms (e.g., Culotta & Cutler, 2016 ; 

alhotra & Bhattacharyya, 2022 ; Nam, Joshi, & Kannan, 2017 ). As 

able 1 shows, research on extracting brand-related associative in- 

ormation from large volumes of consumer data has exploited on- 

ine search data (e.g., Ringel & Skiera, 2016 ), microblog data in the 

orm of followers’ (e.g., Culotta & Cutler, 2016 ; Malhotra & Bhat- 

acharyya, 2022 ; Peng, Agarwal, Hosanagar, & Iyengar, 2018 ) or tag- 

ing (e.g., Nam & Kannan, 2014 ; Nam et al., 2017 ) structure, and

ext-based data from online discussion forums (e.g., Netzer, Feld- 

an, Goldenberg, & Fresko, 2012 ). 

A common characteristic of previous approaches is that brand 

ssociative structures and relevant brand categorizations are in- 

erred indirectly. While brand associative structures are the men- 

al connections a customer makes between a brand and other 

oncepts (e.g., attributes, product spokespersons), categorization 

ertains to a fundamental cognitive ability to recognize shared 

eatures, attributes, or similarities among elements (e.g., objects, 

vents, ideas) and to organize these elements by associating them 

s more abstract groups (i.e., categories) on the basis of these 

hared attributes, features, or similarities ( Croft & Cruse, 2004 ). 

ome authors have inferred brand associations from similarities 

dentified between a brand’s Twitter follower structure and the fol- 

ower structure of another brand ( Malhotra & Bhattacharyya, 2022 ) 

r of an “exemplar” account that has been assumed to strongly 

epresent a given perceptual attribute ( Culotta & Cutler, 2016 ). For 

xample, a similarity between BMW’s followers and Green Peace’s 

ollowers might signal BMW’s “eco-friendliness.” Other authors 

ategorize brands and infer brand competitive structures from on- 

ine consumer data pertaining to product- and price-comparison 

earch patterns ( Ringel & Skiera, 2016 ) or infer brand associative 

nformation by applying automatic keyword extraction algorithms 

o text generated in consumers’ online discussions ( Netzer et al., 

012 ). In these studies, associative structures are inferred indi- 

ectly, as consumers do not explicitly mention brand associations. 

 few studies analyze social tags, where consumers can explic- 

tly categorize a large volume of content using descriptive words 

e.g., “cool,” “style,” “luxury”) and brand identifiers (e.g., “Apple,”

Gucci” “Ford”) ( Nam et al., 2017 ; Nam & Kannan, 2014 ). Although 

 brand’s associative structure and categorization can be directly 

nferred from consumers’ explicit tagging activities, this approach 

oes not allow the direct assessment of alignment in the derived 

ategorization. Alignment in categorization refers to an arrange- 

ent in which two or more elements (e.g., brands, objects, ideas) 

re organized in parallel to each other under the same abstract 

roup (i.e., category). For example, while social tags can indicate 

ow a brand is categorized in the consumer’s mind, the researcher 

eeds to take an extra step to identify other brands or entities that 

re also co-aligned in this categorization. 

A tool to directly assess alignment in consumers’ explicit brand- 

elated categorizations is currently missing from the literature. 

iven that alignment in categorization between two or more 

ntities may be indicative of perceived fit, if such a tool ex- 
317 
sted, it could provide managers with valuable insights into cer- 

ain branding domains. An example is the branding domain of 

elebrity endorsement—a form of advertising campaign that in- 

olves a well-known person using his or her fame or social 

tatus to help promote a branded product or service ( Erdogan, 

999 ). Empirical evidence confirms that higher fit between a brand 

nd a celebrity prompts positive consumer perceptions about the 

elebrity endorsement partnership ( Albert, Ambroise, & Valette- 

lorence, 2017 ), increases consumers’ willingness to engage with 

he company ( Duthie, Veríssimo, Keane, & Knight, 2017 ), and re- 

uces the associated financial and reputational risk involved in 

elebrity endorsement decisions ( Carrillat, d’Astous, & Christianis, 

014 ; Erdogan, 1999 ) while increasing sales performance ( Zheng & 

i, 2020 ). In contrast, the absence of fit often generates negative 

onnotations because it signals that the brand–celebrity partner- 

hip is financially driven ( Kamins & Gupta, 1994 ). Fit refers to the 

egree of congruency, similarity, resemblance, relevance, or consis- 

ency between the celebrity and the brand ( Kamins & Gupta, 1994 ). 

 good match between a celebrity’s image and a brand’s image re- 

ults in more positive consumer perceptions of the advertisement, 

he celebrity, and the brand than a poor match ( Belanche, Casaló, 

lavián, & Ibáñez-Sánchez, 2021 ; Kamins & Gupta, 1994 ). 

Companies spend billions of dollars to hire celebrities that fit 

heir image to endorse their brands. For example, Andy Murray, 

he British tennis player, has secured an estimated UK£8 million 

ndorsement deal over the next eight years with the sportswear 

anufacturer Castore ( Ahmed, 2019 ). Likewise, Beyoncé and Pep- 

iCo have a deal estimated to be worth approximately US$50 

illion ( Sisario, 2012 ). Such endorsement partnerships have re- 

ently expanded to include social media influencers—a business 

stimated to reach US$10 billion in 2020 ( Kahr, Leitner, Ruthmair, 

 Sinnl, 2021 ; Wakabayashi, 2018 ). A successful endorsement con- 

ract with a celebrity can lead to an increase in sales by 4% al- 

ost immediately ( Bradic, 2015 ), and the brand’s stock has been 

hown to rise as soon as the news is made public ( Crutchfield, 

010 ; Kraut, Burke, Riedl, & Resnick, 2010 ). In contrast, negative 

ublicity around a celebrity may transfer harmful associations to 

he brand. In 2009, for example, Nike lost approximately US$12 

illion due to negative publicity from the marital infidelity scan- 

al of Tiger Woods, who was the brand ambassador for Nike golf 

pparel and footwear at the time ( Knittel & Stango, 2014 ). 

Despite the important role that associative structures play in 

elebrity endorsement, extant literature has not identified how big 

ata can be used in this particular branding domain (see Table 1 ). 

pecifically, marketing scholars have exploited big data to visual- 

ze brand market structure and competitive landscape ( Netzer et 

l., 2012 ), to capture components of customer-based brand equity 

 Nam & Kannan, 2014 ), to visualize asymmetric brand competition 

n product categories ( Ringel & Skiera, 2016 ), to position brands 

elative to perceptual attributes ( Culotta & Cutler, 2016 ), to visu- 

lize heterogeneous brand perceptions ( Nam et al., 2017 ), to pre- 

ict brand-related content sharing on social media ( Peng et al., 

018 ), and to identify brand extension opportunities ( Malhotra & 

hattacharyya, 2022 ). However, celebrity endorsement scholarship 

as not yet exploited big data to extract brand-related associative 

nformation and explore associative structures, relying instead on 

ainstream survey data sources and methodological approaches 

see, e.g., Parmar, Ghuman, & Mann, 2020 ; Tian, Tao, Hong, & Tsai, 

021 ). This raises the question whether big consumer data in on- 

ine platforms can be employed for the direct assessment of align- 

ent in consumers’ explicit brand–celebrity categorizations and, in 

urn, be used as a proxy for consumer evaluations of celebrity en- 

orsement (mis)fit. 

The current study attempts to fill this gap by capitalizing on 

 popular Twitter activity, namely, Twitter lists. A Twitter list is 

 curated collection of Twitter accounts. Twitter users can either 
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Table 1 

Comparison with recent studies analyzing brand-related associative information extracted from large volumes of consumer online data. 

Study Branding domain Associative information 

extracted 

(Mining) method Platform Test set Data set (crawled) Tool/metric proposed Validation method 

Netzer et al. 

(2012) 

Brand market 

structure and 

competitive 

landscape 

Text-pattern 

co-occurrences in 

brand-related 

consumer online 

discussions 

Text mining online 

consumer- 

generated 

discussions 

Sedans Forum on 

Edmunds.com 

30 car brands (169 

models), described 

by 1200 common 

terms 

868,174 messages (comprising 

nearly 6 million sentences), 

posted by 76,587 unique 

consumers 

A visualization tool 

illustrating perceived 

market structure 

Survey data elicited from a 

random sample of 7623 

respondents 

Nam and 

Kannan (2014) 

Components of 

customer-based 

brand equity 

Social tag 

co-occurrence patterns 

across brands 

Mining the social 

tagging network 

Social 

bookmarking 

platforms (e.g., 

Delicious, Digg) 

44 brands linked 

to 7019 key tags 

2000 bookmarks collected, 

and from a total of 60,377 

tags, 7019 key tags 

Proxy measures capturing 

components of 

customer-based brand 

equity (e.g., brand 

familiarity, association 

favorability) 

Tested the ability of the 

derived social tag proxies 

to predict the brand’s 

actual stock returns 

Ringel and 

Skiera (2016) 

Asymmetric brand 

competition in 

large markets 

Products that are 

viewed/considered 

together by the same 

consumer 

Aggregating 

consumer 

consideration sets 

Product- and 

price-comparison 

website 

56 television 

brands, 

corresponding to 

1124 products 

Clickstream data of 105,606 

consumers 

A modeling and 

two-dimensional mapping 

tool, visualizing 

asymmetric competition in 

product categories 

Tested the ability of 

product- and 

price-comparison data to 

predict actual market 

shares 

Culotta and 

Cutler (2016) 

Brand positioning 

relative to 

perceptual 

attributes 

Similarity between a 

brand’s and an 

“exemplar’s” account 

follower structure 

Mining the social 

followers network 

Twitter 239 brands and 3 

attributes 

A total of 30.6 million brand 

followers, 14.6 million of 

which were unique 

A followers’ similarity 

score, indicating the 

relationship between a 

brand and a predefined 

perceptual attribute 

Survey data elicited from a 

sample of 500 U.S. 

participants 

Nam et al. 

(2017) 

Heterogeneous 

brand perceptions 

Social tag 

co-occurrence patterns 

across brands 

Mining the social 

tagging network 

Social 

bookmarking 

platforms (e.g., 

Delicious) 

7 brands linked to 

6000 + key tags 

1869 bookmarks and 8610 

tags 

Aggregate and 

disaggregate brand 

perception map 

One-on-one interviews 

with 23 participants to 

obtain brand concept maps 

Peng et al. 

(2018) 

Brand-related 

content sharing on 

social media 

Similarity between a 

sender’s and a 

receiver’s follower 

structure 

Mining the social 

followers network 

Twitter and Digg Tweets authored 

by 9 brands 

397 tweets from 12,565 

senders and 869,899 receivers, 

with an average of 8000 

followers each 

A followers’ similarity 

measure, indicating 

receivers that are more 

likely to share content 

from particular senders 

Additional data collected 

from Digg, pertaining to 

sharing activities of 31 ads 

Malhotra and 

Bhattacharyya 

(2022) 

Brand extension 

opportunities 

Similarity between a 

brand’s and another 

brand’s follower 

structure 

Mining the social 

followers network 

Twitter 507 brands’ 

Twitter accounts 

Brand accounts with between 

a few thousand and more than 

a million followers, and a 

network consisting of 14,000 

edges between brands 

A followers’ similarity 

score, indicating 

cross-category 

brand–brand connections 

Survey data elicited from 

four samples of 250 U.S. 

participants each 

This study Celebrity 

endorsement fit 

and misfit 

Similarity between a 

brand’s and a 

celebrity’s account list 

membership structure 

Mining the social 

list network 

Twitter 64 brands and 62 

celebrities 

881,941 lists, totaling 63.3 

million list membership 

relations—650,406 lists with 

celebrities, 286,543 with 

brands, and 55,009 with both 

celebrities and brands 

A list similarity metric, 

indicating the level of 

congruence in a 

brand–celebrity pair 

Survey data elicited from 

samples of 167 (study 1, 

wave 1), 135 (study 1, 

wave 2), and 171 (study 2) 

U.S. participants 

3
1

8
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reate their own lists of selected accounts or subscribe to lists 

reated by other users. 1 The idea behind Twitter lists is to al- 

ow users to manage and guide their exposure in the Twitter en- 

ironment to only the accounts included in their lists. Twitter 

llows users to create up to 10 0 0 lists, each with up to 50 0 0

sers listed on it. A list can be private (i.e., only accessible to the 

ser who created it) or public (i.e., accessible to anyone). Twit- 

er lists, which until now have not been empirically examined, 

re user-generated and serve primarily as a tool to group other 

sers. The consistent grouping of specific brands/users and celebri- 

ies/users is a manifestation of their categorization co-alignment 

nd, in turn, indicative of perceived brand–celebrity congruence. 

e propose a new method for directly assessing associative links, 

ased on consumer categorizations explicitly displayed in these 

ists. Our method exploits Twitter list membership data to pro- 

ide a metric indicating the similarity of the users’ list member- 

hip profiles. We use this metric as a proxy for perceptions of 

rand–celebrity (mis)fit in endorsement situations. To validate the 

ccuracy of our method, we compare the proposed list similarity 

etric with directly elicited, cross-sector survey data pertaining to 

onsumers’ perceptions of brand–celebrity (mis)fit. The compari- 

on suggests that the co-membership of two users (e.g., a celebrity 

nd a brand) in several distinct lists reflects shared associations. 

n other words, our results indicate that brand–celebrity similarity 

easures mined from Twitter lists can accurately predict consumer 

valuations of celebrity endorsement fit as derived from traditional 

ata sources. 

Our study makes two important contributions. First, we offer 

 new tool for mining brand-related associative information from 

arge volumes of consumer online data by capitalizing on Twitter 

ists. To our knowledge, the proposed tool is the first of its kind in

he literature, as it allows for the direct assessment of alignment in 

ategorization. Our method provides unique insights by determin- 

ng brand associative structures directly displayed by consumers 

hrough list-based co-memberships. Thus, we extend the literature 

y presenting a new method, with unique informational value, for 

nalyzing a large volume of Twitter list membership data (more 

han 880,0 0 0 lists and more than 63 million list membership re- 

ationships). Our study responds to recent calls for novel method- 

logies that identify new online big data sources (e.g., Kietzmann 

aschen, & Treen, 2018 ; Tirunillai & Tellis, 2014 ; Zhan & Tan, 2020 )

nd new ways of data mining to increase the effectiveness of op- 

rational research (e.g., Bertsimas, Delarue, Jaillet, & Martin, 2019 ; 

eisel & Mattfeld, 2010 ; Olafsson, Li, & Wu, 2008 ). 

Second, we demonstrate the value of big data, generated by 

onsumers using online platforms, in the context of celebrity en- 

orsement. This is an important branding domain that has been 

verlooked in previous studies on mining brand-related associa- 

ive information. This oversight is significant, as celebrity endorse- 

ent offers an attractive setting for developing and testing min- 

ng tools that are primarily concerned with how strongly a brand 

e.g., Nike) is directly associated in consumers’ minds with a par- 

icular celebrity (e.g., LeBron James) rather than how strongly a 

rand (e.g., Nike) is associated in consumers’ minds with a spe- 

ific perceptual attribute (e.g., “coolness,” “athletic looking”). As 
1 Specifically, Twitter users can click the “More” option, which appears under the 

Profile” option, in the left-hand side of their Twitter’s account homepage. On the 

ropdown list that appears, users can click “Lists”. A new page will then appear 

here users can “Discover new Lists”. In Twitter’s lists discovery page, users can 

nd recommended lists to follow or search for additional lists by using a search box. 

urther, Twitter users can create their own lists by clicking the relevant “New List”

con that appears in the upper right corner of the lists discovery page. A “Create 

 new List” window will then appear where users are asked to choose a name for 

heir list, and a short description. In the same window, Twitter users can also select 

f they want to make their list private (only accessible to them) or public (anyone 

an follow the list). 
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319 
uch, we make a methodological contribution by showing how 

ublicly available data can be used to capture these connections 

nd, in turn, track complex brand–celebrity associations that oc- 

ur in consumers’ memory. Such an understanding is critical for 

he design and implementation of effective celebrity endorsement 

trategies. 

. Theoretical background and related work 

.1. Celebrity endorsement and associative links 

Celebrity endorsement is an inherently complex and difficult 

trategy (e.g., Erdogan, Baker, & Tagg, 2001 ; Miciak & Shanklin, 

994 ). Predictions about an effective match between a celebrity 

nd a desired brand image are usually made via informed judg- 

ents about the consistency between the characteristics of the en- 

orser and the attributes of the brand ( Kommiya Mothilal, Mishra, 

ishal, Lalani, & Pal, 2022 ; Misra & Beatty, 1990 ). This consistency 

an be crucial in eliciting positive consumer responses to adver- 

ising ( Kamins & Gupta, 1994 ; Knoll & Matthes, 2017 ). The issue of

t between endorser and brand is an important topic and has been 

tudied extensively under the rubric of the “match-up hypothesis”

r the “congruence model” (see, e.g., Carrillat & Ilicic, 2019 ). 

While such terms are often used interchangeably, they reflect 

ommon views about the key underlying elements behind fit. The 

asic premise underlying these views is that fit stems from an as- 

ociation that links the endorser and the brand ( Johar & Pham, 

999 ; Rodgers, 2003 ). This association results from a degree of 

erceived similarity between the two ( McDaniel, 1999 ) in terms 

f image and/or functional attributes ( Rifon, Choi, Trimble, & Li, 

004 ). The basic principle on which celebrity endorsement re- 

earch builds is that the more similar two concepts are, the more 

ikely the two concepts will become integrated in an associative 

etwork (e.g., Hamm, Vaitl, & Lang, 1989 ; Rozin & Kalat, 1971 ). This

ssociative link underlies perceptions of brand–endorser similarity 

nd drives predicted endorser effects. 

In general, much of the research involving associative links 

mploys attribute matching as a salient mode of categorization 

 Dolnicar & Rossiter, 2008 ; John et al., 2006 ). The widespread 

ssumption is that attribute matching maps onto similarity and 

orms the basis for category judgments ( Murphy & Medin, 1985 ). 

ith respect to celebrity endorsement, a celebrity and a brand ex- 

ibit categorization alignment if they share common attributes as- 

ociated with a category ( Rosch, 1978 ). In simple terms, catego- 

ization alignment involves the grouping of celebrities and brands 

hat exhibit common attributes and the exclusion of those that 

hare nothing in common. Attribute matching, in this context, ex- 

oses common attributes and serves as a vehicle for mapping 

rouping preferences ( Shapiro, Spence, & Gregan-Paxton, 2009 ). 

rouping preferences, therefore, constitute an important indicator 

f celebrity endorsement congruency judgments. We are not alone 

n emphasizing the importance of grouping preferences in the con- 

ext of celebrity endorsement. Murphy and Medin (1985) express 

imilar views, and Spry, Pappu, and Cornwell (2011) contend that 

 brand–celebrity pair is perceived as congruent when its group- 

ng makes sense to the consumer. This simple view suggests that 

 tool that directly captures consumers’ perceptual grouping eval- 

ations will offer the potential to capture brand–celebrity congru- 

ncy in novel ways. Categorization alignment could be identified, 

or example, between brands and celebrities that share common 

ttributes through the use of grouping evaluations rather than at- 

ribute matching. 

To date, however, the literature on celebrity endorsement con- 

ains no such tool. Filling this gap will involve revisiting traditional 

ata sources and methods conventionally applied to celebrity en- 

orsement research. Prior studies have typically used surveys em- 
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Fig. 1. Example of a Twitter list. 

p

a

E

d

p

e

s

v

2

f

P

g

(

C

i

t

“

a

t  

a

w

s

m  

F

(

m

s

m

i  

l

t

i

b

e

o

q

(

p

c

u

m

e

t

t

G

s

v

y

i

i

c

d

&

(

K

f

M

s

i

a

2

f

2

o

V

2

c

P

f

o

g

m

a

c

a

c

&

w

u

a

2

f

a

a

a

loying multi-item (e.g., Becker-Olsen & Simmons, 2002 ; Rifon et 

l., 2004 ), nominal, or single-item (e.g., Johar & Pham, 1999 ) scales. 

xtant research has paid scant attention to consumer (secondary) 

ata generated in large volumes from online platforms, which can 

rovide rich associative information. We propose that big data gen- 

rated by users who curate lists on Twitter can provide new in- 

ights into consumers’ perceptual grouping evaluations. We de- 

elop this idea in our discussion of Twitter lists. 

.2. Background for Twitter lists 

Twitter is one of the most frequently used social media plat- 

orms by celebrities and influencers ( Chen, Fan, & Sun, 2019 ; 

ishko, 2019 ). Twitter introduced lists in 2009, allowing users to 

roup other accounts according to meaningful topics or themes 

 Greene, O’Callaghan, & Cunningham, 2012 ; Makrides, Vrontis, & 

hristofi, 2020 ). Each Twitter list has a human-readable name, des- 

gnated by the list creator, which usually indicates the topic that 

he users in the list are associated with (e.g., “Thought Leaders,”

Most Innovative Companies,” “Fashion-Beauty”). Twitter lists can 

lso have an optional description, which provides a short defini- 

ion of the type of users in the list ( Kang & Lerman, 2012 ). Once

 list is created, users can add other Twitter accounts (members) 

ithout following them directly. In addition, other users can sub- 

cribe to the list to view status updates and tweets posted by list 

embers ( Zhao & Ram, 2011 ) (for an example of a Twitter list, see

ig. 1 ). 

Lists serve primarily as a tool to group other user accounts 

 Golder & Huberman, 2006 ). From a list creator’s viewpoint, the 

ain motivation for creating lists is to unite other users who 

hare some similar underlying attributes ( Rakesh, Singh, Vinza- 

uri, & Reddy, 2014 ). Users generally have something in common 

f they are added to the same list ( Zhao & Ram, 2011 ). Regard-

ess of the motivation, the process of list creation involves some 

ype of implicit filtering of the listed users’ attributes through ex- 

sting knowledge structures and schemas. This filtering acts as a 

asis for categorization ( Tomikawa & Dodd, 1980 ). Thus, the pre- 

xisting knowledge structures and schemas enable the formulation 

f evaluative inferences about the users’ attributes and the subse- 

uent extraction of common associations among the listed users 

 Maheswaran & Sternthal, 1990 ). 

In this research, we view lists as meaningful manifestations of 

erceived associative links among listed users. We argue that asso- 

iative information harvested from Twitter lists can be particularly 

seful in branding, especially in the context of celebrity endorse- 

ent, where managers search for highly congruent celebrities to 

ndorse their brands. These associative links serve as a bridge be- 
320 
ween the celebrity and the brand and, in turn, form the basis for 

ransferring additional associations in endorsement situations (e.g., 

regan-Paxton, 2001 ; Gregan-Paxton & John, 1997 ). Twitter lists in 

ocial networks are increasingly popular and have been used for a 

ariety of purposes in prior empirical literature over the past ten 

ears. For example, they have been used to infer latent character- 

stics of users ( Kim, Moon, & Oh, 2010 ), discover appropriate top- 

cs for a user ( Yamaguchi, Amagasa, & Kitagawa, 2011 ), track well- 

onnected and topic-sensitive followers ( Nasirifard & Hayes, 2011 ), 

istinguish between elite and ordinary users ( Wu, Hofman, Mason 

 Watts, 2011 ), measure the degree of homophily between users 

 Kang & Lerman, 2012 ), capture emergent semantics ( García-Silva, 

ang, Lerman, & Corcho, 2012 ), and uncover relationships between 

ollowing, membership, and subscription ( Velichety & Ram, 2013 ). 

ore recently, Twitter lists have also been used to provide per- 

onalized recommendations ( Rakesh et al., 2014 ), analyze terror- 

sm actions ( Kaur, 2016 ), and identify local communities of users 

nd their common interests ( Benabdelkrim, Savinien, & Robardet, 

020 ). This is the first reported use of Twitter lists in branding to 

acilitate celebrity endorsement decisions. 

.3. Data-mining methods 

Data mining has become an increasingly important area in the 

perational research literature (e.g., Baesens, Mues, Martens, & 

anthienen, 2009 ; Meisel & Mattfeld, 2010 ; Olafsson, Li, & Wu, 

008 ). Data-mining methods can be broadly classified into two 

ategories: text mining and social network mining ( Oikonomidou, 

ratikakis, Saridakis, & Angelidou, 2019 ). Text-mining methods re- 

er to the process of extracting interesting and nontrivial patterns 

f knowledge from unstructured text documents ( Gaikwad, Chau- 

ule, & Patil, 2014 ; Sumathy & Chidambaram, 2013 ; Symitsi, Sta- 

olampros, Daskalakis, & Korfiatis, 2021 ). Text-based analysis has 

ttracted considerable attention in the marketing literature, espe- 

ially for extracting information from user-generated content such 

s consumer reviews. Various issues have been investigated, in- 

luding the impact of consumer reviews on sales ( Berger, Sorensen, 

 Rasmussen, 2010 ), the relative importance of reviews compared 

ith own experience in consumers’ learning process about prod- 

cts ( Zhao, Yang, Narayan, & Zhao, 2013 ), the most significant char- 

cteristics being discussed in customer reviews ( Shama & Dhage, 

018 ), the change in conversion rates as a result of changes in af- 

ective content and linguistic style of online reviews ( Ludwig et 

l., 2013 ), the prediction of product sales based on review content 

nd sentiment ( Godes & Mayzlin, 2004 ), the elicitation of product 

ttributes and consumer preferences ( Lee & Bradlow, 2011 ), and 



C. Saridakis, C.S. Katsikeas, S. Angelidou et al. European Journal of Operational Research 311 (2023) 316–332 

t

(

m

i

m

c

w

w

o

b

t

p

o

e

b

f

i

i

2

o

u

c

w

a

b

p

t

i

p

m

c

T

w

l

c

fi

d

t

c

t

c

r

i

a

c

b

t

d

(

p

l

e

i

3

3

a

i

c

p

Fig. 2. Illustrative user-list graph containing 11 users (brand and celebrity accounts) 

grouped into three Twitter lists. 

Fig. 3. Illustration of the data set’s similarity cloud. 
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2 The full Twitter API code is available from the authors upon request. 
he conversion of online discussions to market structure insights 

 Netzer et al., 2012 ). 

However, when inferring consumers’ perceptions from social 

edia data, text-mining methods limit researchers to harvesting 

nformation about topics that are commonly discussed in social 

edia platforms. In contrast, by focusing on platform-based so- 

ial network structures, rather than on the text generated by users, 

e can capture unique information that often remains unharvested 

hen relying solely on text data ( Culotta & Cutler, 2016 ). Because 

ur aim in this study is to elicit perceptions of congruence in 

rand–celebrity pairs, a topic which many users may be less likely 

o discuss explicitly in online text, social network structures can be 

articularly useful. Indeed, researchers have already begun to use 

nline social network data for a variety of marketing purposes. For 

xample, social network mining has been used to predict consumer 

ehavior ( Goel & Goldstein, 2014 ), to understand information dif- 

usion ( Goel, Watts, & Goldstein, 2012 ), to measure social media 

nteraction ( Yu & Hu, 2020 ), and to elicit brand-related associative 

nformation (e.g., Culotta & Cutler, 2016 ; Malhotra & Bhattacharyya, 

022 ; Nam et al., 2017 ), which is our focus in this research. 

Given the constraints associated with using text-mining meth- 

ds in social media platforms such as Twitter, we explore a new, 

nexploited source of information, namely, the social network of 

urated lists. This is the first study to use Twitter lists’ social net- 

orks as a measure of brand–celebrity congruence perceptions. In 

ddition to capturing important information from a large, broad- 

ased sample of users, investigating Twitter lists’ social networks 

roduces a measure that directly assesses alignment in categoriza- 

ion, a particularly important issue when managers are evaluat- 

ng various celebrities as potential endorsers of their brands. The 

roposed list-based approach has several advantages over existing 

ethods for eliciting brand-related associative information from 

onsumer data, especially in the domain of celebrity endorsement. 

able 2 provides a summary comparison of the list-based approach 

ith existing methods. 

Primary data–based approaches are typically designed to col- 

ect highly tailored information and reveal unconscious aspects of 

onsumers’ perceptions. However, they tend to be more costly, dif- 

cult to administer, and sensitive to sample size, and they often 

epend on the researcher’s interpretation. Text mining employs au- 

omatic keyword extraction algorithms ( Netzer et al., 2012 ) that 

an be sensitive to a researcher’s assumptions. Because percep- 

ions of congruence in brand–celebrity pairs are a topic that most 

onsumers are less likely to discuss directly in their online text, 

elevant associative structures and derived categorizations can be 

nferred only indirectly. In social network–mining methods, such 

s the followers-based approach ( Culotta & Cutler, 2016 ), the asso- 

iative structure is indirectly inferred from the similarity between 

rand followers and “exemplar” account followers. Thus, just like 

ext mining, the followers-based approach does not allow for the 

irect inference of categorization. In contrast, both the tag-based 

e.g., Nam et al., 2017 ) and the list-based approaches that we pro- 

ose allow for a direct inference of categorization. Nonetheless, the 

ist-based approach is more appropriate in the context of celebrity 

ndorsement, as it also permits a direct assessment of alignment 

n this categorization. 

. Proposed mining method from Twitter account data 

.1. Twitter corpus 

Drawing on existing Twitter list memberships, we can construct 

 list-user graph, where an edge between a list and a user node 

ndicates that the list contains the specified user (i.e., brand or 

elebrity). As an example, Fig. 2 shows a simple graph that de- 

icts three lists. The users “Brand B” and “Celebrity C” are co-listed 
321 
wice because both users are members of lists A and C. Replicating 

his co-listing across the wider Twitter network may be indicative 

f an affinity between the pair of users. Using a list-user matrix 

epresentation, we can compute a measure that indicates the sim- 

larity of the users’ list membership profiles. Users who are more 

requently co-listed are deemed to be more similar. 

To assess the usefulness of information harvested from Twitter 

ist networks for identifying highly congruent celebrities as brand 

ndorsers, we first constructed a Twitter data set based on a test 

et of targeted Twitter user accounts. The targeted accounts are the 

fficial accounts of our chosen test set of brands and celebrities. In 

otal, we targeted 64 brand Twitter accounts and 62 celebrity Twit- 

er accounts (we detail the process for the construction of our test 

et in the “Validation Method” section). For each targeted account, 

e identified all Twitter lists to which they have been added by 

rawling the Twitter API (application programming interface) be- 

ween December 2019 and February 2020. For each identified list, 

e also crawled Twitter’s list object to collect information on the 

reator of the list, the title and description of the list, and the num- 

er of memberships and subscriptions to the list. This approach 

ielded a data set of 881,941 lists (i.e., 826,932 lists containing ei- 

her brands or celebrities, and 55,009 lists containing both brands 

nd celebrities) and 126 targeted users (i.e., 64 brands, 62 celebri- 

ies), totaling 63,270,277 list membership relationships. 2 

Fig. 3 shows the derived similarity cloud for our data set, with 

rands (highlighted in blue), celebrities (highlighted in green), and 
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Table 2 

Comparison of alternative methods for eliciting brand-related associative information from consumer data. 

Method Data collection effort Data volume Richness of elicited 

information 

Cost Relevance to the branding 

domain of this study 

Primary data (e.g., 

in-depth personal 

interviews, focus 

groups, structured 

questionnaires) 

High (–) 

(design of instruments, 

training of data 

collectors, recruitment 

of study participants, 

etc.) 

Low (–) 

(data from a 

sample of few, 

representative 

subjects) 

High ( + ) 

(tailored information, 

unconscious aspects can 

be revealed) 

High (–) 

(qualitative/quantitative 

analysis expert 

required, incentive for 

respondent 

participation needed, 

etc.) 

High ( + ) 

Cross-sector survey data 

also collected for 

validation purposes. 

Text mining ( Netzer et 

al., 2012 ) 

Moderate (–/ + ) 

(automated text 

classification by a 

text-mining tool, based 

on a predefined 

keyword list) 

High ( + ) 

(large-scale data) 

Moderate (–/ + ) 

(constrained by 

algorithmic interpretation) 

Moderate (–/ + ) 

(multiple stages of 

text-mining processes) 

Low (–) 

Perceptions of congruence 

in brand–celebrity pairs is 

a topic most users are less 

likely to directly discuss in 

online text. Associative 

structure can be inferred 

only indirectly. 

Social network mining: 

followers ( Culotta & 

Cutler, 2016 ) 

Low ( + ) 

(directly stated by 

consumers/online 

users, easily available 

as secondary data) 

High ( + ) 

(large-scale data) 

Moderate (–/ + ) 

(depending on the 

problem, it may be limited 

and sensitive to customers’ 

biases and potential social 

influences) 

Low ( + ) 

(publicly available and 

readily accessible) 

Low (–) 

Associative structure is 

indirectly inferred from 

the similarity between 

brand followers and 

“exemplar” account 

followers. Therefore, 

followers’ structure does 

not allow for the direct 

inference of categorization. 

Social network mining: 

social tags ( Nam et al., 

2017 ; Nam & Kannan, 

2014 ) 

Low ( + ) 

(directly stated by 

consumers/online 

users, easily available 

as secondary data) 

High ( + ) 

(large-scale data) 

Moderate (–/ + ) 

(depending on the 

problem, it may be limited 

and sensitive to customers’ 

biases and potential social 

influences) 

Low ( + ) 

(publicly available and 

readily accessible) 

Moderate (–/ + ) 

Tags are appropriate for 

the direct inference of 

categorization, but they do 

not allow for the direct 

assessment of alignment 

in this categorization. 

Social network mining: 

lists (this study) 

Low ( + ) 

(directly stated by 

consumers/online 

users, easily available 

as secondary data) 

High ( + ) 

(large-scale data) 

Moderate (–/ + ) 

(depending on the 

problem, it may be limited 

and sensitive to customers’ 

biases and potential social 

influences) 

Low ( + ) 

(publicly available and 

readily accessible) 

High ( + ) 

Lists represent the most 

appropriate crowdsourced 

method for the direct 

assessment of alignment 

in categorization. 
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our test set. 
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ists that contain both celebrities and brands (highlighted in black) 

epicted as graph nodes. Each list is linked to at least one brand 

nd at least one celebrity in the graph. Depending on the ratio 

f brands/celebrities in a list, the list is placed closer to brands 

r closer to celebrities, while “superstar” brand or celebrity nodes 

i.e., popular brand or celebrity accounts included in a relatively 

arger number of lists) are depicted with darker blue or darker 

reen shaded edges, respectively. A quantization of lists into sets 

f equal brand-to-celebrity ratios emerges. 

To visualize more clearly the similarity networks derived from 

ur proposed method, we present an illustrative example. Draw- 

ng on existing Twitter list memberships, we generate a list-user 

raph depicting the resulting associative network of three brand 

sers and three celebrity users from our test set ( Fig. 4 ). 

Brands (highlighted in blue), celebrities (highlighted in green), 

nd lists (highlighted in black) are depicted as graph nodes in 

ig. 4 . An edge between a list and a brand or celebrity node indi-

ates that the list contains the specified user. Each list in the graph 

ontains at least one brand, at least one celebrity, or both. “Su- 

erstar” brand or celebrity nodes are depicted with darker blue or 

arker green shaded edges, respectively, and are also surrounded 

y larger black-shaded areas (i.e., lists in which these users are not 

o-listed with any other users). Brand-user accounts appear to be 

ore popular than celebrity-user accounts, as they appear in more 

ists. 

The list-user graph in Fig. 4 suggests, for example, that the 

ser “Porsche” (automobile brand) is co-listed with the user “Team 

essi” (football player) in more lists compared with the num- 

er of lists that “Porsche” is grouped with the user “garthbrooks”
322 
songwriter). This may be indicative of a higher affinity between 

Porsche” and “Team Messi” than between “Porsche” and “garth- 

rooks.” Similar conclusions can be drawn for “American Express”

financial services company) and “Jeff Immelt” (business executive) 

s opposed to “American Express” and “Team Messi.”

Relying on the identified similarities of the users’ list member- 

hip profiles, we can compute a relevant measure indicating the 

evel of congruence between pairs of users, namely, brands and 

elebrities. In the following section, we turn to this computation. 

.2. List similarity metric 

We propose a list similarity metric, which extracts perceived 

orrespondences from list membership data. As we have explained, 
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Fig. 5. Illustration of the Jaccard-normalized list similarity. 
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eveloping this metric is based on the idea that, when Twitter 

sers create lists by selecting specific accounts to be included as 

embers, list creators implicitly identify some underlying common 

ssociations shared by all listed members. In other words, these 

ist memberships are not random, but instead reflect an implicit 

ltering of characteristics and attributes according to the creators’ 

nowledge structures and schemas. These knowledge structures 

nd schemas help list creators formulate categorization judgments 

ased on some common underlying properties shared among all 

ccounts that the creator adds to the list. On several occasions, 

witter users explicitly group sets of accounts into topical or other 

ategories on the basis of common interests, expertise, and other 

haracteristics. For example, a Twitter user may decide to group 

amily members in a Twitter list. It is logical to believe that such 

 grouping judgment is grounded in the implicit assumption that 

ll co-listed family members share some common associations 

e.g., they are members of the same family; have strong emotional 

onds with each other; and/or share common characteristics, ex- 

eriences, interests, etc.). This renders Twitter lists ideal for di- 

ectly exploring associative links between members that are co- 

isted. We aim to harvest this underlying associative information 

f perceived similarity between targeted accounts (i.e., celebrities 

nd brands) by considering the number of lists in which the tar- 

eted accounts are placed together. We assert that when an inde- 

endent Twitter user, who voluntarily spends time to create lists, 

as listed two targeted accounts (e.g., a brand and a celebrity) to- 

ether, the accounts must have something in common ( Kim et al., 

010 ). For example, Messi (football player) and Porsche (automo- 

ile brand) are co-listed in a Twitter list named “Prospects”—a list 

hat provides its followers with updates on the latest current af- 

airs posted by the listed members on a variety of topics, including 

he latest sports-related news. Thus, our central hypothesis is as 

ollows: The higher the number of independent lists in which two 

argeted accounts—in our case, a brand’s and a celebrity’s Twit- 

er account—are placed together, the stronger is the similarity (i.e., 

erceived fit) between these accounts, and thus, the greater is the 

otential for effective endorsement. Moreover, the co-membership 

f two accounts in several lists means that several users have inde- 

endently identified them as having some similar underlying prop- 

rty ( Benabdelkrim et al., 2020 ). 

However, we acknowledge that the co-membership count of 

he targeted accounts is often skewed, following the “superstar ef- 

ect” ( Rosen, 1983 ) or the “winner-take-all” phenomenon ( Frank 

 Cook, 2010 ). Specifically, it is particularly common to the Twit- 

er graph that the distribution of list membership follows a power 

aw, meaning that a few extremely popular accounts are included 

n a large number of lists. To account for this, we normalize our 

roposed similarity metric using a common and empirically suc- 

essful similarity function, the Jaccard index—also known as the 

accard similarity coefficient ( Jaccard, 1908 ). This index, defined as 

he size of the intersection divided by the size of the union of the 

ample sets, is a widely used statistic for understanding the sim- 

larities between sample sets. The mathematical representation of 

ur Jaccard-normalized list similarity metric ( L sim 

) between brand 

 and celebrity c is specified as follows: 

 sim 

(b, c) = 

| L (b) ∩ L (c) | 
| L ( b) ∪ L (c) | , 

here L ( b ) and L ( c ) are all the lists that include brand b and

elebrity c , respectively. 

To compute the Jaccard-normalized list similarity metric, we 

nalyzed 63,270,277 list membership relationships in our data 

et, counting the number of lists that include both brand b and 

elebrity c , divided by the total list membership of brand b and 

elebrity c , for all selected pairs ( b , c ). These lists include those
323 
reated and curated by users in no way linked to b or c , not just

ists by followers or friends of b and c . 

The Jaccard index is often used in social network analysis be- 

ause it is normalized over the set of total list membership, thus 

nabling a comparison of accounts included in different num- 

ers of lists. For example, as Fig. 5 shows, the Twitter account of 

elebrity 1 ( C 1 ) is placed in more lists than that of celebrity 2 ( C 2 )

nd thus has more lists in common with any brand ( B ) simply be-

ause of its larger sample (superstar effect). The Jaccard index ad- 

usts for this bias by normalizing over the total lists membership 

f the celebrity and brand, resulting in L sim 

( C 1 , B ) < L sim 

( C 2 , B ). 

For the illustrative example presented in Fig. 5 , the Jaccard- 

ormalized list similarity metric for the brand ( B ) with celebrity 1 
 C 1 ) would yield L sim 

( C 1 , B ) = 4/7 = 0.57, whereas with celebrity 2 
 C 2 ), it would be equal to L sim 

( C 2 , B ) = 3/5 = 0.6. This suggests that

 sim 

( C 1 , B ) < L sim 

( C 2 , B ), even though L ( C 1 ) ∩ L ( B ) > L ( C 2 ) ∩ L ( B ). 

Finally, our Jaccard-normalized list similarity metric also ac- 

ounts for the presence of potential negativity bias in curated 

ists—an issue that arises when people and brands are evaluated 

nfavorably ( Alves, Koch, & Unkelbach, 2017 ; Rozin & Royzman, 

001 ). The negativity bias is a cognitive bias suggesting that, even 

hen of equal intensity, things of a more negative nature (e.g., un- 

leasant thoughts, emotions, or information) have a greater effect 

n one’s psychological state and decisions than neutral or posi- 

ive things ( Rozin & Royzman, 2001 ). An extension of this bias is 

hat individuals are typically more likely to continue to interact 

ith people if they have a positive impression of them, while they 

eep people they dislike at a distance (e.g., Denrell, 2005 ; Fazio, 

iser, & Shook, 2004 ). In the same vein, it is reasonable to expect 

hat Twitter users tend to keep people (e.g., celebrities) and brands 

hey dislike at a distance, and therefore they may have limited in- 

ormation or lack well-established schemas about these celebrities 

nd brands. For example, there are brand–celebrity pairs that are 

o-listed in lists named “mortal-enemies” or “things-I-hate.” There 

s a possibility that any grouping activity in such negatively po- 

arized lists may be driven by isomorphism in the negative feel- 

ngs toward the brand and celebrity that are co-listed rather than 

haracteristic- or attribute-related similarities identified by the cre- 

tors of the relevant lists. This possibility suggests that celebrities 

nd brands co-listed in such negatively polarized lists may be less 

ppropriate endorsement matches. 

To identify and control for targeted user pairs that appear in 

ists with a negative valence, we followed several steps. Because 

very Twitter list has a name and a description attribute, we first 

erformed sentiment analysis on these to discover the polarity of 

ach association. Sentiment analysis is implemented with respect 

o a body of text to understand the sentiment expressed in it. 

ypically, this sentiment is quantified with a positive or negative 
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alue, or a polarity ( Li, Gupta, Zhang, & Flor, 2020 ). The overall

entiment is inferred from the sign of the polarity score. Based 

n this score, the body of text is classified as positive, neutral, or 

egative according to the overall sentiment expressed by its au- 

hor ( Molina-González, Martínez-Cámara, Martín-Valdivia, & Perea- 

rtega, 2013 ). We performed sentiment analysis using lexicon- 

ased models. In lexicon-based sentiment analysis, words in texts 

re labelled as positive, negative, or neutral with the help of a va- 

ence dictionary. Once each word in the text is labelled, an overall 

entiment score is then derived by counting the numbers of pos- 

tive and negative words and then combining these values math- 

matically (a combining function, usually the sum or average, is 

aken to make the final prediction regarding the overall sentiment). 

We repeated the analysis for every list in which the targeted 

rands and celebrities co-appear. Traditionally, sentiment analysis 

omputes the strength of the sentiment along with its polarity, 

ost often resulting in sentiment vectors that include positive and 

egative scores for a piece of text ( Ilk & Fan, 2022 ; Mai & Le, 2021 ;

ul, Dennis, & Yuan, 2017 ). To prevent lists with stronger wording 

rom disproportionally affecting our final sentiment scores, we fo- 

us on the polarity of the sentiment alone. The sole aim of this 

ltering mechanism is to identify whether a list has a positive or 

egative connotation—not how strong this connotation is accord- 

ng to the view of a single list curator. Second, we computed the 

umber of positive and negative lists for each pair. If the number 

f positive lists is equal to or higher than the number of negative 

ists, then the overall valence for this pair is positive (or negative 

therwise). 

The two attributes of each list that may contain sentiment—

amely, the title and the description—often include the use of lan- 

uage that differs in style and form. The title usually consists of a 

ew keywords (on average, 2 to 4), which are often connected with 

 hyphen and do not form a full sentence. On the contrary, descrip- 

ions are more often free-form text, which include full sentences 

nd punctuation and may be the length of a small paragraph. Due 

o the different nature of the language used in each attribute, we 

mploy two separate lexicons for the sentiment analysis. Specifi- 

ally, we use AFINN—a dictionary of words that rates connotation—

o compute the sentiment score for the title attribute. We chose 

FINN for the title attribute because it is a lexicon developed pri- 

arily to analyze sentiment in very small Twitter texts by assign- 

ng each word a sentiment score ( Nielsen, 2011 ). We use Vader—

 lexicon and rule-based sentiment analysis tool ( Darko & Liang, 

023 ; Hutto & Gilbert, 2014 )—to conduct sentiment analysis on the 

escription attribute. We chose Vader for the description attribute 

ecause it is a lexicon specifically attuned to sentiments expressed 

n free-form text on social media. In addition, Vader can gage over- 

ll syntactical sentiment—making it more appropriate for the de- 

cription attribute, which includes full sentences—while AFINN can 

ssess types of words used—making it more appropriate for the 

itle attribute, which consists of a few keywords ( Chappelka, Oh, 

cott, & Walker-Holmes, 2017 ). 

After conducting sentiment analysis on both attributes, we end 

p with two polarity “votes” for each Twitter list. We then count 

nd aggregate these votes separately. Assume, for example, that a 

elebrity ( C ) is placed on four lists, a brand ( B ) is placed on seven

ists, and the celebrity ( C ) and brand ( B ) are placed together on

hree lists. Their Jaccard-normalized list similarity score is as fol- 

ows: L sim 

( C , B ) = 3/8 = 0.375. After calculating the similarity score,

e perform sentiment analysis on the three common lists to ob- 

ain two separate polarity scores for each list. In our example, we 

ssume that we get the following results ( + 1 = positive connota- 

ion, 0 = neutral sentiment, –1 = signifies negative connotation): 

• List 1 : title score = + 1, description score = 0, 
• List : title score = 0, description score = –1, 
2 

324 
• List 3 : title score = + 1, description score = + 1. 

Subsequently, we aggregate these scores to get the overall sign 

or each pair, which we then multiply by L sim 

. If a list has an empty

escription field, we count 0 on the description score. In our ex- 

mple, the final similarity score is given by the following function: 

L sim 

( C, B ) × sign ( Lis t 1 scores + Lis t 2 scores + Lis t 3 scores ) 

= + L sim 

( C, B ) = +0 . 375 . 

We can now infer that the list similarity score between the 

elebrity ( C ) and the brand ( B ) is positive, with a 0.375 value of

imilarity strength. 

We use the overall sign of the sentiment score—rather than the 

entiment score itself—as the weight, for two main reasons. First, 

o account for the presence of potential negativity bias in curated 

ists, our intention in this context is to identify and control for 

ll the targeted user pairs that appear in lists with a negative va- 

ence, regardless of how strong this valence may be. Second, the 

ign of the sentiment score is more trustworthy than the score 

tself. Specifically, we use the sign of the sentiment to equalize 

ow much each list affects the final similarity score. Had we not 

one so, a list title or description using strong or explicit language 

ould affect the similarity score much more than a list title or de- 

cription using polite language, even though both lists may express 

he same sentiment. To avoid this bias, especially because opinions 

n Twitter are frequently very polarized, we consider each list to 

mount to “a vote of opinion” of equal weight. 

. Validation method 

The next step is to validate the extent to which the proposed 

utomated list similarity metric matches actual consumer percep- 

ions of fit or congruence in brand–celebrity pairs. To achieve this, 

e compare automated list similarity metric scores with directly 

licited survey similarity responses for brand–celebrity pairs in- 

luded in our test set. 

.1. Brand and celebrity selection for the test set 

Our fixed targeted users are the official Twitter accounts (see, 

.g., Paul, Khattar, Chopra, Kumaraguru, & Gupta, 2019 ) of a test 

et that includes brands and celebrities. We chose the shortlisted 

rands and celebrities in the test set as follows: First, using of- 

cial 2017 Forbes ’ ranking lists, we identified the 100 “World’s 

ost Valuable Brands.” Similarly, celebrity targets were identified 

y merging two Forbes ’ personality-related ranking lists—namely, 

he 2017 Forbes ’ list of the 100 “World’s Most Powerful People”

nd the 100 “World’s Highest-Paid Celebrities.” By merging these 

wo personality lists, we can generalize our approach across dif- 

erent personality types that can be used as brand endorsers (e.g., 

thletes, entertainers, dignitaries). Second, we manually matched 

he identified targeted brands and personalities with their offi- 

ial Twitter account. We dropped brands or personalities maintain- 

ng no or more than one official Twitter accounts from the lists. 

hird, to test the generalizability of our mining method across sec- 

ors, we grouped all remaining targeted brands under eight indus- 

ry sectors (i.e., automobiles and parts, financial services, food and 

everage, media and telecommunications, personal and household 

oods, retail, technology, and industrial goods and services), us- 

ng the Industry Classification Benchmark—a taxonomy launched 

y Dow Jones and Financial Times Stock Exchange in 2005. Classi- 

cation of brands into these sectors relied on information provided 

n their official websites. Furthermore, to account for the presence 

f negative valence on social media, which could artificially inflate 

he results of our proposed similarity measure, the actual test set 
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Table 3 

Illustrative targeted brands by sector. 

Sector Illustrative brands N Illustrative occupations of personalities 

used in the consideration sets 

N (validation 

study 1) 

Automobiles and parts Toyota, Ford, Audi, 

Mercedes Benz 

8 Football player, entrepreneur, singer and 

songwriter, basketball player 

40 

Financial services American express, 

Mastercard, Citi, JP Morgan 

8 Media personality, journalist, basketball 

player, actor and film producer 

40 

Food and beverage Starbucks, Coca-Cola, 

Corona, Nestlé

8 Radio personality, golfer, technology 

entrepreneur, talk show host 

40 

Media and 

telecommunications 

Facebook, Netflix, Disney, 

Fox TV 

8 Singer and songwriter, stand-up 

comedian, tennis player, journalist 

40 

Personal and household 

goods 

Colgate, Gillette, NIVEA, 

L’Oreal Paris 

8 Racing driver, actor, entrepreneur, baseball 

pitcher 

40 

Retail H&M, Walmart, ZARA, CVS 

Pharmacy 

8 Producer, writer and filmmaker, actor, 

basketball player 

40 

Technology Philips, Huawei, Microsoft, 

Intel 

8 Stand-up comedian, baseball player, court 

judge, electronic DJ and producer 

40 

Industrial goods and 

services 

Caterpillar, Boeing, General 

Electric, FedEx 

8 Economist, media personality, singer, 

football player 

40 
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onsisted of target accounts with no prior involvement in major 

candals. Finally, we excluded any brands carrying a full or partial 

elebrity name. This selection process resulted in a test set of 64 

rands and 62 personalities. 

.2. Validation study 1 

In study 1, the 64 targeted brands were grouped into eight bal- 

nced and sector-specific subsets (i.e., eight brands per sector). A 

andomly generated consideration set was allocated to each brand, 

hich included five personalities from the original pool of 62 per- 

onalities in the test set. This random allocation resulted in 40 po- 

ential brand–celebrity pairs per industry sector (i.e., 8 brands per 

ector × 5 randomly allocated celebrities in its relevant considera- 

ion set) and 320 potential brand–celebrity pairs across all eight 

ectors. In constructing the 64 consideration sets for the targeted 

rands, we ensured that none of the randomly allocated person- 

lities in a given choice set had engaged in any type of endorse- 

ent relationship in the past with the allocated brand. Broadly, 

e accounted for the presence of “inorganic” similarity in each of 

he 320 potential brand–celebrity pairs (e.g., carefully coordinated 

oves, induced by the firm and/or the celebrity to engage in simi- 

ar content or strategy in their Twitter accounts) that could poten- 

ially bias the results of our proposed similarity measure. Specif- 

cally, we carried out relevant online searches via the three most 

opular search engines (i.e., Google, Bing, Yahoo) to ensure that the 

airs do not co-appear or relate in any way to material published 

nline. 

Table 3 provides illustrative examples of targeted brands per 

ector. Within each sector, we included different types of person- 

lities in the consideration sets. We also provide the occupation of 

ome illustrative targeted personalities. 

Next, using our test set of 64 brands, we directly elicited sur- 

ey responses to determine how well consumers associate each 

rand with each of the five randomly allocated personalities in the 

espective consideration set. We administered the survey through 

mazon Mechanical Turk (AMT), which has been shown to be a 

eliable source for social science data collection (e.g., Buhrmester, 

wang, & Gosling, 2011 ). Indeed, recent work on the usefulness of 

MT in academic research suggests that AMT samples are more 

epresentative of the general population than participants from 

ther subject pools (e.g., Hulland & Miller, 2018 ; Matherly, 2019 ; 

mith, Roster, Golden, & Albaum, 2016 ). To assess our sample’s 

epresentativeness, we collected key demographic data on partici- 

ant characteristics. The median income of participants is $62,389, 

hich maps to the U.S. median household income of $61,937 

 Guzman, 2019 ). Similar to the Twitter population, participants are 
325
elatively young, with a median age of 36.5 years, which is repre- 

entative of the U.S. population median age of 38.2 years ( U.S. Cen- 

us Bureau, 2019 ). Consistent with the gender distribution of the 

witter population (i.e., 65% of Twitter audiences are male and 35% 

re female) ( Statista, 2020 ), our sample has a higher representa- 

ion of males (64.3%) than females (35.7%). To further increase the 

alidity of responses, we required participants to be based in the 

nited States and to have a successful track record on AMT (i.e., 

ompletion of at least 100 prior assignments with an acceptance 

ate of at least 95%). After grouping the test set’s 64 brands into 

ight subsets by sector, we asked AMT participants to rate each 

ubset. 

In study 1, we aimed to validate our list similarity scores by ap- 

roaching data collection as a real managerial problem. Specifically, 

or each brand, participants were asked to choose the personality 

ho would provide the best fit and those who would provide a 

ad fit, if they knew that the relevant brand manager had short- 

isted the given five personalities in the consideration set as poten- 

ial endorsers. Participants could select a separate column if they 

id not recognize a brand or a celebrity. Although we collected rel- 

vant choice data for all 64 brands in our test set, to make the 

asks more manageable for respondents and increase the valid- 

ty of responses, we collected data in two waves. In each wave, 

articipants were randomly allocated to identify the best and bad 

ts for half of the brands in the test set (i.e., in each wave, each

articipant evaluated 32 brands, 4 per sector). In both waves, we 

andomized brand and personality order in the consideration sets 

or each participant. We also included attention filters to ensure 

alid responses by asking participants to specify the brand they 

ad evaluated earlier, to select a particular response for a given 

ine, and/or to appropriately indicate that they did not recognize a 

onsense word inserted in place of a real brand. In addition, sur- 

ey respondents had to be active Twitter users. We discarded re- 

ponses for those who did not pass these checks, resulting in a 

otal sample of 167 (wave 1) and 135 (wave 2) respondents. 

.3. Study 1 results 

To evaluate the effectiveness of the proposed automated list 

imilarity metric in capturing fit across sectors, we report the per- 

entage of agreement between our list similarity metric and partic- 

pants’ responses. Table 4 presents these results. Across all sectors, 

he list similarity metric correctly predicted respondents’ celebrity 

hoices of best fit in 76.56% of tasks—81.25% and 71.88% in wave 

 and wave 2, respectively. Respondents’ celebrity choices for bad 

t were correctly predicted in 94.53% of tasks. Correct predictions 

or best fit range from 50% (food and beverage sector) to 100% (fi- 
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Table 4 

Validation study 1 (waves 1 and 2): percentage of correct celebrity choice predictions. 

Sector % Correctly identified 

celebrity with best fit 

% Correctly identified 

celebrity with bad fit 

Chi-square 

( p -value) 

N (number of 

tasks) 

Automobiles and parts 50.00 90.63 7.32 (0.02) 40 

Financial services 100.00 100.00 40.00 (0.00) 40 

Food and beverage 50.00 87.50 5.63 (0.04) 40 

Media and telecommunications 87.50 96.88 28.48 (0.00) 40 

Personal and household goods 87.50 96.88 28.48 (0.00) 40 

Retail 62.50 90.63 11.29 (0.00) 40 

Technology 87.50 96.88 28.48 (0.00) 40 

Industrial goods and services 87.50 96.88 28.48 (0.00) 40 

Average 76.56 94.53 163.67 (0.00) 320 

Table 5 

Validation study 2: percentage of correct brand–celebrity pairing predictions. 

Sector % Correctly identified pairs 

(good or bad pairs) 

Chi-square ( p -value) N (number of 

tasks × individuals) 

Automobiles and parts 71.64 128.09 (0.00) 684 

Financial services 76.32 189.47 (0.00) 684 

Food and beverage 65.79 68.21 (0.00) 684 

Media and telecommunications 80.70 257.90 (0.00) 684 

Personal and household goods 78.07 215.58 (0.00) 684 

Retail 88.30 401.43 (0.00) 684 

Technology 83.33 304.00 (0.00) 684 

Industrial goods and services 76.61 193.71 (0.00) 684 

Average 77.60 1666.74 (0.00) 5472 
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ancial services sector), while correct predictions for bad fit range 

rom 87.50% (food and beverage sector) to 100% (financial services 

ector). The proposed metric performed well, correctly predicting 

urvey responses across all sectors and brands approximately eight 

ut of ten times for celebrities with the best fit and nine out of 

en times for celebrities with bad fit. Correct choice predictions 

ere relatively lower within the automobile and parts and the food 

nd beverage sectors (best fit was correctly predicted in 50% of the 

asks, while bad fit was correctly predicted in 90.63% and 87.50% 

f tasks, respectively). Chi-square tests suggest that all identified 

ifferences between predicted and survey-elicited responses were 

tatistically significant ( p < 0.05). 

.4. Validation study 2 

In study 2, as an additional analysis, we randomly picked only 

 few brands (i.e., eight brands in total, or one brand per sector) 

nd determined the relevant list similarity scores between them 

nd all 62 celebrities in our original test set. Contrary to study 1, 

n study 2 we focus on a few brands in the test set, as pairing all

4 brands with all 62 celebrities would have resulted in an un- 

anageable number of pairs. We ranked all celebrities in our test 

et on our list similarity metric and found the best two and the 

orst two overall celebrity pairings for each of the eight brands 

2 × 8 + 2 × 8 = 32 pairs in total). As in study 1, in study 2 we val-

dated our list similarity scores by approaching data collection as 

 real managerial problem. We informed respondents that these 

airs had been short-listed by relevant brand managers and asked 

espondents to evaluate them and identify good and bad pairings. 

imilar to study 1, we ensured that none of the pairs had engaged 

n any type of endorsement relationship in the past, by accounting 

or the presence of “inorganic” similarity. 

We administered the survey via AMT, and each of the recruited 

articipants evaluated all 32 “good” and “bad” pairs. Participants 

ould select a separate column if they did not recognize a brand 

r a celebrity in a given pair. Participants also had to be based in

he United States and have a successful track record on AMT. We 

andomized the order of appearance of the pairs for each partici- 

ant. As in study 1, we included the same attention filters to en- 
326 
ure valid responses. Likewise, survey respondents had to be active 

witter users. We eliminated participants who did not meet these 

riteria, resulting in a total sample of 171 respondents. The final set 

f questions focused on respondent demographics, including gen- 

er, marital status, age, education, occupation, and annual personal 

ncome. 

.5. Study 2 results 

To evaluate the effectiveness of the proposed automated list 

imilarity metric in capturing survey-elicited perceived brand–

elebrity fit, we report the level of agreement between survey re- 

ponses and list similarity metric scores ( Table 5 ). Across all sec- 

ors, respondents identified pairs with good and bad fit consis- 

ently with predictions based on our list similarity scores 77.60% 

f the time. Correct predictions range from 65.79% (food and bev- 

rage sector) to 83.33% (technology sector). Chi-square tests sug- 

est that all identified differences between predicted and survey- 

licited responses were statistically significant ( p < 0.01). 

The proposed metric performed well in both celebrity choice 

Study 1) and brand–celebrity pairing (Study 2) tasks, correctly 

redicting survey responses across all sectors and brands eight out 

f ten times. Because automated brand–celebrity similarity percep- 

ion estimation is a novel contribution to the marketing literature 

nd the stream of studies eliciting brand-related associative infor- 

ation from big data, there is no clear external benchmark against 

hich to directly compare the performance of our approach. For 

n indirect comparison, we consider the studies of Netzer et al. 

2012) and Culotta and Cutler (2016) , who also use survey data 

o validate their approaches. Netzer et al. (2012) present an au- 

omated data methodology for estimating car brand co-association 

ets (i.e., car brands that consumers cluster together in purchase 

onsideration sets), using text analysis of online user forum posts. 

n their validation, they obtained correlations between their es- 

imates and survey results ranging from 0.43 to 0.55. Likewise, 

ulotta and Cutler (2016) , using a metric based on Twitter follow- 

rs to capture perceptual brand attribute ratings, obtained correla- 

ions ranging from 0.62 to 0.82. Given that these studies examine 

rand market structure and perceptual attribute ratings as opposed 
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Table 6 

Validation study 1 (waves 1 and 2): percentage of correct celebrity choice predictions for higher-order relationships. 

Sector % Correctly identified 

celebrity with best fit 

% Correctly identified 

celebrity with bad fit 

Chi-square 

( p -value) 

N (number of tasks) 

Automobiles and parts 11.11 25.00 0.57 (0.45) 40 

Financial services 50.00 25.00 5.63 (0.01) 40 

Food and beverage 0 0 2.50 (0.11) 40 

Media and telecommunications 25.00 12.50 0.15 (0.69) 40 

Personal and household goods 11.11 12.50 0.35 (0.55) 40 

Retail 0 12.50 2.50 (0.11) 40 

Technology 25.00 37.50 0.15 (0.69) 40 

Industrial goods and services 50.00 25.00 5.62 (0.01) 40 

Average 21.54 18.46 0.12 (0.73) 320 

Table 7 

Validation study 2: percentage of correct brand–celebrity pairing predictions for higher-order relationships. 

Sector % Correctly identified pairs 

(good or bad pairs) 

Chi-square ( p -value) N (number of 

tasks × individuals) 

Automobiles and parts 28.36 0.00 (1.00) 684 

Financial services 47.37 0.00 (1.00) 684 

Food and beverage 34.21 0.00 (1.00) 684 

Media and telecommunications 51.46 4.00 (0.05) 684 

Personal and household goods 21.93 0.00 (1.00) 684 

Retail 47.66 4.00 (0.05) 684 

Technology 50.87 0.00 (1.00) 684 

Industrial goods and services 47.95 4.00 (0.05) 684 

Average 41.22 4.50 (0.03) 5472 
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o our focus on perceptual brand–celebrity similarity, any compar- 

sons need to be made with caution. This said, the evidence cited 

ere compares well with that of prior research efforts. Finally, we 

erformed two additional robustness checks to verify that our pre- 

ictions are indicative of brand–celebrity similarity associative in- 

ormation and not driven by popularity or demographic differences 

for details, see Online Appendix A). 

. Supplemental analyses 

Our proposed list similarity metric relies on first-order relation- 

hips, in the sense that brand–celebrity pairs that are not directly 

o-listed in any lists receive a score of “0” (meaning no similar- 

ty or fit). An example is the brand A–celebrity E pair in Fig. 2 .

n social networks, however, researchers may also be interested 

n examining higher-order relationships. Such relationships sug- 

est that two objects are similar if they are linked with objects 

hat are themselves similar ( Jeh & Widom, 2002 ). For example, al- 

hough there are no edges between any single list and the brand A 

nd celebrity E nodes in Fig. 2 , there are nodes—specifically, brand 

, celebrity C, and celebrity D—that serve as bridges between list 

 and list C that contain brand A and celebrity E, respectively. 

igher-order relationships may suggest that brand A and celebrity 

 nodes are similar, even if they are not first-order neighbors, as 

hey are linked to the interconnected lists A and C, respectively. 

To examine whether the consideration of such “higher-order 

eighbors” improves the ability to predict brand–celebrity (mis)fit 

erceptions, we performed a supplemental analysis. 3 Specifically, 

e computed the SimRank metric, which is a general similarity 

easure that is applicable to domains that are naturally modelled 

s graphs, with nodes representing objects (e.g., brands, celebri- 

ies, lists) and edges representing relationships among them ( Jeh & 

idom, 2002 ). Moreover, it is an edge metric in that it estimates a 

ingle similarity score for each pair of nodes (e.g., brand–celebrity 

air), and therefore, it is directly comparable to our proposed list 

imilarity metric. The SimRank is a higher-order metric, in that it 
3 We thank an anonymous reviewer for bringing this point to our attention. 

t

w

m

327 
s affected by the structure of the full graph, not just the relation- 

hip of the immediate (direct) neighbors of the brand and celebrity 

odes ( Chen, Fan, & Sun, 2021 ; Jeh & Widom, 2002 ). 

The basic SimRank equation is given as follows: For a node v in 

 graph, we denote the set of in-neighbors of v and out-neighbors 

f v as I(v ) and O (v ) , respectively. Individual in-neighbors are de-

oted as I i (v ) , for 1 ≤ i ≤ | I(v ) | , and individual out-neighbors are

enoted as O i (v ) , for 1 ≤ i ≤ | O (v ) | . We denote the similarity be-

ween brand b and celebrity c as s ( b, c ) ∈ [ 0 , 1 ] . We can then write

 recursive equation for s ( b, c ) . If b = c, then s ( b, c ) is defined to

e 1. Otherwise, 

 ( b, c ) = 

C 

| I ( b ) | | I ( c ) | 
| I ( b ) | ∑ 

i =1 

| I ( c ) | ∑ 

j=1 

s ( I i ( b ) , I j ( c ) ) , 

here C is a constant between 0 and 1. A minor technicality here 

s that either b or c may not have any in-neighbors. Because there 

s no way to infer any similarity between b and c in this case, sim- 

larity is set to s ( b, c ) = 0 , so the summation in the equation is de-

ned to be 0 when I(b) = ∅ or I(c) = ∅ . 
For each brand–celebrity pair in our test set, we compute a 

imRank score, which captures the structural similarity of nodes 

ithin the network recursively ( Jeh & Widom, 2002 ). For a direct 

omparison against our proposed list similarity metric, we per- 

ormed the same validations by examining how well the SimRank 

etric predicts survey responses for our test set of 62 celebrities 

nd 64 brands. Validation results suggest that our proposed list 

imilarity metric outperforms the SimRank metric in both celebrity 

hoice (Study 1) and brand–celebrity pairing (Study 2) tasks. On 

verage, the SimRank metric correctly predicted survey responses 

nly two out of ten times across sectors and brands in Study 1 

see Table 6 ) and four out of ten times across sectors and brands

n Study 2 (see Table 7 ). 

From a theoretical perspective, focusing on first-order rela- 

ionships alone to infer perceptions of brand–celebrity (mis)fit 

eems more relevant and informative in the given context domain 

han extending to higher-order relationships. First-order neighbors, 

hich appear in several lists together, explicitly share some com- 

on underlying attributes that unite them and form the basis for 
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heir direct co-categorization. In contrast, this is not necessarily 

he case with higher-order neighbors. For example, the user “Es- 

ée Lauder” is unlikely to have a high affinity with the user “Usain 

olt,” even if there is a node (e.g., “Maria Sharapova”) that serves 

s a bridge between the lists “beautiful world” and “famous ath- 

etes” that contain Estée Lauder and Usain Bolt, respectively. It is 

ogical to believe that the higher the distance between two neigh- 

ors, the weaker are the inferences the researcher can make about 

heir common underlying attributes and thus their level of affin- 

ty. Finally, an additional weakness of the SimRank and other simi- 

ar higher-order metrics (e.g., PageRank [see Page, Brin, Motwani, & 

inograd, 1999 ; Scholz, Pfeiffer, & Rothlauf, 2017 ]) relative to our 

roposed metric is that they are computationally more expensive 

nd require the full network for computation. In contrast, our list 

imilarity metric can be computed on demand, using partial data 

argeting a specific brand–celebrity pair. In our context, for exam- 

le, we computed the SimRank metric only on the subset of the 

o-membership network consisting of brand and celebrity nodes 

ue to its high computational cost. 

Last, to examine whether sentiment analysis improves the abil- 

ty of our proposed metric to predict brand–celebrity (mis)fit 

erceptions, we performed an additional supplemental analysis. 

pecifically, for each brand–celebrity pair in our test set, we com- 

ute a list similarity metric score that does not incorporate the 

entiment analysis component. Subsequently, we performed the 

ame validations by examining how well the list similarity met- 

ic without the sentiment analysis component predicts survey re- 

ponses for our test set of 62 celebrities and 64 brands. Valida- 

ion results suggest that our proposed list similarity metric with 

entiment analysis outperforms the metric that does not incorpo- 

ate the sentiment analysis, in both celebrity choice (Study 1) and 

rand–celebrity pairing (Study 2) tasks. On average, the metric that 

oes not incorporate the sentiment analysis component correctly 

redicted survey responses seven out of ten times across sectors 

nd brands, in both studies—eight out of ten times was the rele- 

ant score based on the proposed metric with the sentiment anal- 

sis component. Although our proposed metric performs well in 

oth cases, the sentimental analysis component slightly improves 

ts performance. From a theoretical perspective, individuals keep 

bjects they dislike at a distance (e.g., Denrell, 2005 ; Fazio, Eiser, 

 Shook, 2004 ) and, hence, they may possess limited information 

bout such objects (e.g., celebrities and brands) that are co-listed 

n negatively polarized lists. 

. Discussion and implications 

.1. Contribution to knowledge 

Twitter lists, a common activity on Twitter, provide valuable in- 

ights into whether consumers using the platform perceive chosen 

onsideration sets of celebrities to have a good or bad fit with dif- 

erent brands. The power of Twitter lists in our context resides in 

he interpretation that users generate with respect to shared as- 

ociations between a celebrity and a brand. Our results, which are 

obust to alternative research design settings, indicate that the co- 

embership of two Twitter users (e.g., celebrity and brand) in sev- 

ral distinct lists is a good reflection of these shared associations. 

Our research contributes to the stream of studies focusing on 

he elicitation of brand-related associative information from big 

ata by proposing a new method. We propose a Twitter list–based 

pproach that can be employed to directly infer brand associative 

tructures and categorization. Our work is the first to provide a 

ool that quantifies the degree of alignment in consumers’ explicit 

ategorizations and to investigate its accuracy in capturing percep- 

ions of fit. This easy-to-implement and fully automated metric can 

e more effective in certain branding domains than existing tools, 
328 
s it goes beyond brand-related attributional matches to directly 

ssess how tightly two or more entities (e.g., brands, celebrities) 

re co-aligned in consumers’ associative structures. While prior 

pproaches have paved the way for developing new data-mining 

ethods that can assist several marketing tasks, they are more 

omplicated and time consuming than our approach because they 

equire prior tracking and specification of common dimensions or 

ttributes (e.g., Culotta & Cutler, 2016 ; Nam et al., 2017 ). Thus, 

ith existing methods, associative structures and alignment in cat- 

gorization can be inferred only indirectly—a premise that makes 

hem less effective in capturing perceptions of (mis)fit. 

Given the unique informational value of our proposed proxy 

o accurately capture the strength of association between selected 

ntities, we show how it serves as a new, efficient, and precise 

ethod to track perceptions of fit or congruence in the context 

f celebrity endorsement decisions. To our knowledge, this is the 

rst attempt to address this issue, not only in the area of celebrity 

ndorsement but also in the broader marketing literature. Extant 

esearch has focused on problem domains in which category judg- 

ents can be tracked effectively using brand-related attributional 

atching (e.g., Nam & Kannan, 2014 ; Ringel & Skiera, 2016 ). Us- 

ng celebrity endorsement as a focal branding domain, the current 

tudy provides a more complete picture of how big data can be 

sed to infer brand-related associative information. We provide ev- 

dence that big data can also be used for observing brand–celebrity 

ssociative links and offer new insights into grouping preferences 

oncerning celebrity endorsement congruency judgments. 

We validate the notion that grouping preferences can accurately 

redict perceptions of brand–celebrity fit, confirming prior work 

uggesting that consumers perceive brand–celebrity pairs as con- 

ruent when their grouping makes sense to them (e.g., Murphy & 

edin, 1985 ; Spry et al., 2011 ). Unlike attribute matching, which 

as been used for the analysis of similarity judgments in other 

roblem domains, grouping preferences can deal with multiple at- 

ributes simultaneously ( Ben-Av & Sagi, 1995 ). This is particularly 

mportant, given that any set of two entities may share a seem- 

ngly infinite number of common attributes. Thus, the actual ver- 

ict on whether two entities are perceived to be more or less simi- 

ar depends heavily on the particular weights of salient importance 

hat each consumer allocates to each individual attribute ( Murphy 

 Medin, 1985 ). For example, Kim Kardashian might be perceived 

s being more (less) similar to IBM than Christopher Langan, if the 

ttribute “rich” is more (less) important than the attribute “smart”

n the consumer’s mind. In essence, the accurate prediction of sim- 

larity judgments on the basis of attribute matching requires prior 

nowledge of the importance weights that consumers allocate to 

ach attribute. In contrast, grouping preferences seem to be medi- 

ted by attribute selection in the sense that grouping information 

mplies that two or more entities are co-categorized on the ba- 

is of preselected and shared salient attributes (e.g., Huang, 2015 ; 

evinthal & Franconeri, 2011 ). In other words, a particular con- 

umer will be able to group Twitter users together only after de- 

oting attention to different attributes that are particularly impor- 

ant in their background knowledge. This opens new avenues for 

esearch on brand association through the lens of similarity judg- 

ents as a combination of multiple attribute cues. 

Our measure provides a way to directly assess similarity, re- 

ardless of the complexity and multiplicity of attribute cues that 

ome into play during consumers’ similarity judgments. At the 

ost fundamental level, our approach inverts the process of cap- 

uring perceived similarities, from identifying common attributes 

hat potentially justify subsequent similarity judgments to directly 

valuating the final similarity judgments per se . This shift from at- 

ribute matching to a more generative attribute selection view of 

imilarity expands the scope of brand associative structures in the 

ontext of celebrity endorsement. Such a view calls for attention 



C. Saridakis, C.S. Katsikeas, S. Angelidou et al. European Journal of Operational Research 311 (2023) 316–332 

t

a

s

f

a

6

a

c

f

r

k

c

t

l

e

l

f

h

s

r

o

i

c

W

t

p

e

m

c

i

t

m

s

a

a

g

h

p

s

r

c

u

b

c

b

e

fl

a

c

t

d

p

i

e

6

i

b

t

d

m

f

s

E

s

v

e

b

a

c

f

T

d

c

t

t

i

o

j

p

l

s

fi

f

s

n

w

t

i

m

d

s

i

l

i

s

c

m

a

e

w

2

r

a

t

“

o

f

q

t

p

e

h

e

a

J

s

c

i

(

&

1

o meaningful similarity judgment outcomes, which emerge from 

 constellation of shared attributes that are salient in the con- 

umer’s memory and that, in turn, have significant implications 

or the transferring of additional associations in endorsement situ- 

tions (e.g., Gregan-Paxton, 2001 ; Gregan-Paxton & John, 1997 ). 

.2. Managerial implications 

Our list similarity metric provides brand managers with a new 

nd easily applied approach to accurately assess perceived brand–

elebrity fit from publicly available online data. Although such data 

requently contain valuable information about consumers’ brand- 

elated perceptions ( Buzeta, De Pelsmacker, & Dens, 2020 ), mar- 

eters often find the task of mining and analysis challenging and 

omplex. Our method provides a roadmap for extracting informa- 

ion from big data in online platforms—in this case, from Twitter 

ists. Marketing practitioners can use this method to automatically 

valuate existing or potential celebrity endorsement decisions for a 

arge set of personalities of interest. Such evaluations can be useful 

or a brand to map alternative celebrity endorsement options that 

ave the potential to initiate positive associations in endorsement 

ituations and to disregard options that might have detrimental 

eputation effects. 

Because celebrity endorsements are expensive for the brand, 

ur tool could be particularly useful to managers because it helps 

dentify large sets of congruent celebrities for targeting and thus 

an help managers select more attractive and affordable options. 

hile similar insights can be obtained using survey-based elici- 

ation methods, our method provides similarity scores for an un- 

recedented number of brand–celebrity pairs, which gives it sev- 

ral advantages over traditional methods. This capability provides 

anagers with the unique opportunity to evaluate multiple brand–

elebrity pairs at a low cost quickly and effectively. Our approach 

s attractive due to its accuracy, simplicity, and computational 

ractability. 

Twitter lists curated by individual consumers may also provide 

arketing researchers with a unique opportunity to observe con- 

umers’ heterogeneous perceptions of congruence between brands 

nd celebrities. Because not all groups of users who generate lists 

re equally important for brands, an analysis of consumers’ hetero- 

eneous congruence perceptions using clustering techniques can 

elp marketing managers discover distinct associations and im- 

lement tailored celebrity matches to access targeted consumer 

egments. An investigation into the dynamic nature of list cu- 

ation could reveal how brand–celebrity congruence perceptions 

hange over time following significant incidents (e.g., a new prod- 

ct launch). As content (e.g., product reviews, newspaper articles, 

logs, commentaries) emerges for a brand in response to an in- 

ident, a potential shift in the type of celebrities with which the 

rand is co-listed may reveal interesting insights. As more content 

merges on the incident, its aftermath and firm actions will in- 

uence a brand’s list membership profile over time. Information 

bout the temporal effect of incidents on list membership profiles 

an be useful for managers to understand how customer percep- 

ions change over time and how to effectively adapt celebrity en- 

orsement strategies as a result of these changes. In Online Ap- 

endix B, we provide a nine-step guide for managers on how to 

ntegrate our approach into the process of choosing celebrities as 

ndorsers for their brands. 

.3. Limitations and future research directions 

This research and our proposed metric should be considered 

n the context of certain limitations. First, our sample may not 

e representative of the entire population of current and prospec- 

ive customers, due in part to the existence of platform-specific 
329 
ynamics and sample bias (e.g., Schweidel & Moe, 2014 ) com- 

on across all studies that use social media data ( Ruths & Pfef- 

er, 2014 ). This may explain the lack of full overlap of our mea- 

ure with the survey-based consumer metrics (see Pauwels & Van 

wijk, 2013 ). Because Twitter list data rely on user input, users’ 

elf-selection plays a role in their participation decision on rele- 

ant platforms and their choice of brands or celebrities to list. For 

xample, those who list a particular brand and/or celebrity might 

e more knowledgeable about them and more engaged with news 

nd content related to them. Furthermore, the characteristics of list 

urators can depend on the characteristics of the particular plat- 

orm. Twitter users tend to be younger, and the majority are male. 

o tackle this self-selection bias and obtain more representative 

ata, it is critical for marketing managers to understand whether 

haracteristics of their aggregate customer base are in line with 

he characteristics of list curators. Further, Twitter allows its users 

o keep their lists private. This implies that our data set does not 

nclude private lists, and thus the examined relationships are based 

n membership data crawled from public lists. Although the ma- 

ority of Twitter lists are public, we understand that focusing on 

ublic lists alone may bias our findings. Future work might col- 

ect data from multiple platforms, thus controlling for platform- 

pecific dynamics that pose threats to the generalizability of 

ndings. 

Second, our method does not account for social signaling ef- 

ects, which may artificially inflate our similarity metric in some 

ectors. Specifically, in sectors with a high potential for status sig- 

aling, users may be more motivated to use Twitter lists to engage 

ith relevant brands than in sectors with a low potential for sta- 

us signaling. This is a possible explanation for some of our find- 

ngs. For example, in two high-status-signaling sectors (e.g., auto- 

obiles and parts, food and beverages), our similarity choice pre- 

ictions were lower than predictions in other industries. Future 

tudies should control for these signaling effects when interpret- 

ng the co-membership of users across different sectors. 

Third, we did not ask survey participants whether they have 

isted or followed on Twitter the brands or celebrities included 

n the test set. We expect that the percentage of positive re- 

ponses for any given brand in this context would be too small to 

onduct meaningful analysis. However, researchers might explore 

ore direct connections between survey respondents and Twitter 

ctivity. Furthermore, although our method is straightforward and 

asy to implement, future work might supplement our technique 

ith text-mining and data reduction methods (e.g., Puranam et al., 

017 ; Tirunillai & Tellis, 2014 ) to infer specific common attributes 

eflected in Twitter lists. For example, because each Twitter list has 

 name indicating the topic or theme that the co-listed users per- 

ain to, this reflects the implicit rational for their grouping (e.g., 

Thought Leaders,” “Most Innovative Companies”). The examination 

f the rationales for grouping in Twitter lists is a fruitful avenue for 

urther research, as this could provide brand managers with rich 

ualitative insights into the representative attributes that describe 

heir brands and the celebrity selected each time. 

Fourth, a natural extension of our study would be to ap- 

ly this methodology to other substantive marketing tasks. For 

xample, empirical evidence from several studies confirms that 

igher fit is related to more positive brand–product extension 

valuations (e.g., Aaker & Keller, 1990 ; Boush & Loken, 1991 ) 

nd higher rates of sponsor–sponsee partnership success (e.g., 

ohar, Pham, & Wakefield, 2006 ; Olson & Thjømøe, 2009 ). In- 

tead of estimating brand–celebrity similarities, researchers could 

ompute brand–brand, brand–product, and sponsor–sponsee sim- 

larities and use them to identify competitive market structures 

e.g., Henderson et al., 1998 ; Netzer et al., 2012 ; Urban, Johnson, 

 Hauser, 1984 ), brand extension opportunities ( Aaker & Keller, 

990 ; Park, Milberg, & Lawson, 1991 ), and areas for potential 
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ponsorships (e.g., Johar et al., 2006 ; Olson & Thjømøe, 2009 ), 

espectively. 

Finally, the approach we advance in this work can serve as a 

oundation for future research developments capable of exploit- 

ng new sources of big data from social media platforms (e.g., 

ikes, shares, mentions, impressions, URL clicks, comments, hash- 

ag usage, keyword usage) in marketing. For example, by examin- 

ng “likes” (i.e., approvals of someone else’s content) and “shares”

i.e., reposts of someone else’s content), researchers may be able 

o assess the level of consumers’ engagement with a brand and/or 

dentify influencers viewed as experts within their niche. A com- 

arison of a brand’s social media followers with those of competi- 

ive brands, along with an examination of the type of content these 

ompetitor followers engage with, could reveal opportunities and 

ransformative trends in a given market. 
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