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A B S T R A C T   

An understanding of how listeners divide their attention between two simultaneous talkers requires modelling 
the interaction between acoustic factors (energetic masking) and cognitive processes (control of auditory 
attention). The impact of spatial separation between the two talkers on this interaction is unclear, since sepa-
ration is likely to create both acoustic benefits (release from energetic masking) and cognitive costs (increased 
demands on spatial attentional control). To explore this question, we manipulated the degree of energetic 
masking (high vs. low) and spatial separation (collocated to dichotic) between two simultaneous talkers. When 
energetic masking was high (Experiment 1, unmanipulated talker voices), transcription performance improved 
monotonically from collocated to dichotic, owing to a gradual release from energetic masking. When energetic 
masking was low (Experiment 2, bandpass-filtered talker voices), the benefit of spatial separation disappeared; 
performance even worsened in the dichotic condition. Additionally, across both experiments, individual dif-
ferences in working memory best predicted transcription performance in conditions where energetic masking 
was low. These results suggest that energetic masking is the dominant challenge during divided-attention 
listening, but that the contribution of cognitive control and working memory can be observed when energetic 
masking is reduced, at least in the context of the current paradigm. The findings are discussed in light of Norman 
and Bobrow’s (1975) concept of data-limited vs. resource-limited tasks, which we propose is a promising 
framework for reinterpreting existing results from speech-in-noise perception research.   

Introduction 

Speech perception in multi-talker environments is often challenging. 
Difficulties may be due to spectrotemporal overlap between a target 
voice and competing (masker) voices, resulting in direct competition at 
the cochlear level – a phenomenon referred to as energetic masking 
(Brungart, 2001). However, even when energetic masking is minimal, 
difficulties can arise from an inability to successfully parse the auditory 
scene into separate streams (segregation), particularly when the target 
and maskers share phonological, prosodic, or semantic properties. 
Additionally, even after successful segregation, listeners may struggle to 
allocate attention to the target stream and inhibit the masker (Shinn- 
Cunningham, 2008). Such failures in segregation and attention alloca-
tion are often referred to as informational masking and may manifest as, 
for example, misallocations of portions of masker speech to the target 
(Cooke et al., 2008). 

Performance can be improved by separating targets and maskers 
spatially (Culling & Stone, 2017; Kidd & Colburn, 2017). For example, 

Arbogast et al. (2002) found an improvement of up to 7 dB in the target- 
to-masker ratio required for accurate target recognition when target and 
masker were separated by 90◦ on the azimuth plane compared to when 
they were collocated. This benefit, which is referred to as spatial release 
from masking (Litovsky, 2012), is primarily due to a reduction in ener-
getic masking: as a masker is moved away from a target, there is an 
increase in the number and duration of spectrotemporal regions in 
which the energy in the target exceeds that in the masker for a given ear, 
which in turn increases target intelligibility (Edmonds & Culling, 2006). 
Spatial release from masking can lead to significant improvements in 
performance. For instance, Freyman et al. (1999) reported an advantage 
of at least 12 dB SNR when target and masker were separated by 60◦ as 
opposed to collocated. 

The benefit of spatial separation is clear for situations in which lis-
teners are required to track only one auditory stream (i.e., selective 
attention). The situation is less straightforward when two streams must 
be tracked simultaneously (i.e., divided attention). Understanding the 
role of spatial separation during divided-attention listening raises 
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theoretical questions about the interaction between energetic masking 
and the cognitive mechanisms involved in auditory attention control. Of 
particular interest is whether the benefit of spatial separation observed 
during selective-attention listening extends to divided-attention 
listening. Although spatial separation between two simultaneous 
streams should lead to reduced mutual energetic masking, existing 
studies point to possible costs associated with tracking multiple auditory 
stimuli when they are perceived to be in different spatial locations. Such 
costs have been observed when participants are required to track stimuli 
alternating between the ears (left–right-left–right, etc.). For instance, 
Treisman (1971) showed that alternating dichotic presentation of digits 
led to poorer recall than binaural presentation, implying a cost of 
shifting attention between the two locations. Similarly, Axelrod et al. 
(1968) found that, when presented with either alternating dichotic 
clicks or successive monaural clicks, participants needed a faster dich-
otic rate to match perceived rates across the two conditions. This implies 
that switching auditory attention between sound sources at different 
spatial locations causes listeners to “lose” a certain amount of infor-
mation. Furthermore, Axelrod and Powazek (1972) showed that the 
perceived rate of clicks coming from alternating spatial locations varied 
monotonically with angular separation, which indicates that the cost of 
attention shifts may increase with spatial separation (although see 
Mondor & Zatorre, 1995). Taken together, these studies suggest that 
spatial separation between two talkers during divided-attention 
listening may be detrimental to performance compared to when the 
talkers are collocated, and this cost may increase as spatial separation 
increases. 

How, then, might listeners cope with the potential costs of divided- 
attention listening? One possibility is that they recruit additional 
cognitive resources, such as working memory (WM), to facilitate 
attentional switches between spatial locations. Research has emphasised 
the importance of cognition for speech perception in adverse conditions 
(e.g., Arlinger et al., 2009; Mattys et al., 2012; Rönnberg et al., 2021), 
and WM is thought to be particularly vital because of its role in the 
maintenance of degraded speech fragments for delayed integration 
(Gatehouse et al., 2003). The fact that attentional control is often seen as 
a key component of WM (e.g., Baddeley, 2000; Engle & Kane, 2004; 
Unsworth & Spillers, 2010) suggests close connections between WM and 
wider processes of selective attention and attention switching. Indeed, 
good WM is associated with better inhibition of irrelevant sound during 
selective attention (Conway et al., 2001) and with increased flexibility 
in attention switching during divided attention (Colflesh & Conway, 
2007). If listeners recruit WM to counteract the costs of spatial separa-
tion between simultaneous talkers, then the relationship between an 
individual’s WM ability and their performance on a divided-attention 
listening task should be stronger when that task involves spatially- 
separated than collocated streams. 

Lin and Carlile (2015) provided some supporting evidence for this 
claim. In their study, listeners were asked to track target sentences 
presented in a background of other talkers, and the target talker’s 
location either stayed the same within a trial or changed. They found 
that switch costs (i.e., the difference in performance between fixed- and 
changed-location trials) were correlated with scores on a WM task, with 
poorer WM associated with larger switch costs. This suggests that WM is 
recruited more heavily when the to-be-tracked streams are spatially 
separated. 

Data-limited vs. resource-limited processes 

To investigate the benefits and costs of spatial separation for divided- 
attention listening, we considered the distinction made by Norman and 
Bobrow (1975) between data-limited and resource-limited processes. 
According to this framework, a task is characterised by the extent to 
which performance on that task depends on the allocation of processing 
resources. A task is said to be resource-limited if performance is deter-
mined primarily by the amount of processing resources allocated to that 

task (e.g., a digit span task). However, if performance is largely inde-
pendent of the resources allocated, and instead primarily determined by 
the quality of the data available, then the task is said to be data-limited 
(e.g., an audiometric test). Crucially, in the case of data-limited tasks, 
the allocation of additional processing resources is unlikely to lead to 
further improvements. For instance, recruiting additional resources 
during an audiometric test will not improve performance if the tones are 
below the listener’s detection thresholds. 

The application of Norman and Bobrow’s framework to selective- 
and divided-attention listening requires, first, a definition of the concept 
of “data limit” in this context. The quality of a speech signal (the data) 
may be impaired in various ways, e.g., accented speech, disordered 
speech, energetic masking, hearing impairment (see Mattys et al., 2012). 
However, much work on speech perception in adverse conditions has 
focused on degradations arising from energetic masking. Energetic 
masking is a useful characterisation of challenging listening conditions 
not only because it is relevant to almost every real-world context, but 
also because it is an objective attribute of the overlap between 
competing auditory streams, whatever those streams are (unlike, for 
example, the highly idiosyncratic signal degradation arising from an 
individual’s particular pattern of hearing impairment). Energetic 
masking is therefore the definition of data limit used in the current 
study. With this in mind, the question of whether divided-attention 
listening in a multi-talker environment is data-limited or resource- 
limited can be said to depend critically on the level of energetic mask-
ing: when energetic masking is high, portions of the target speech will 
simply be unavailable to the listener, thus creating a data limit. 

Applying Norman and Bobrow’s (1975) framework to divided- 
attention listening, we first anticipate that the reduction in energetic 
masking arising from spatial separation should improve data availability 
and allow additional processing resources to positively impact perfor-
mance (a spatial benefit). At the same time, tracking streams across 
spatial locations should put high demands on these processing resources 
and possibly affect performance negatively (a spatial cost). Thus, we 
expect that benefits and costs will trade off as spatial separation in-
creases. Furthermore, since spatial separation should allow additional 
processing resources to impact performance – in contrast to data-limited 
situations, in which additional resources should have only a small 
impact – we also expect a stronger relationship between individual 
differences in cognitive abilities and performance when divided- 
attention listening involves a high degree of spatial separation 
(resource limit) than when it involves a high degree of energetic 
masking (data limit). 

The trade-off described above, if confirmed, could explain the mixed 
findings reported in the literature regarding the role of cognitive abili-
ties – and specifically WM – during speech perception in challenging 
listening environments. Indeed, the proposed link between good WM 
and successful speech perception in adverse conditions remains debated 
when considering younger adults with audiometrically normal hearing 
(Besser et al., 2013; Bianco & Chait, 2022; Füllgrabe & Rosen, 2016). 
One potential explanation for this ambiguity is that many studies have 
focused on adverse conditions involving energetic masking, making it 
likely that the tasks in those studies were data-limited. As discussed 
above, a data limit would substantially reduce the likelihood of 
observing a link between performance and cognitive resources and, by 
extension, a link between performance and individual differences in 
WM. Only studies where the speech perception tasks were resource- 
limited would be able to demonstrate such a link, hence the discrep-
ancies in reported findings. 

It is worth noting that the data-limit explanation is in contrast to 
Rönnberg et al.’s (2010, 2019, 2021) Ease of Language Understanding 
(ELU) model. The ELU model postulates that increased background 
noise should lead to greater reliance on cognitive resources during 
speech processing, thus giving rise to a stronger observable link between 
WM and speech perception during conditions with more energetic 
masking. However, support for the ELU model comes largely from 
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selective attention studies involving older and/or hearing-impaired lis-
teners (e.g., Arehart et al., 2013; Ng & Rönnberg, 2020; Rudner et al., 
2011; see Rönnberg et al., 2022, for a review). As discussed above, 
hearing impairment introduces an additional and idiosyncratic type of 
source degradation beyond energetic masking alone, and it is conceiv-
able that different types of degradation may interact with WM in 
different ways. For example, it is plausible that the recruitment of WM is 
more effective in counteracting degradation caused by listener-based 
factors (e.g., hearing impairment) than degradation caused by external 
factors (e.g., background noise). This notwithstanding, there is some 
empirical support for a stronger (as opposed to weaker) relationship 
between WM and speech perception with increased energetic masking 
for young, normal-hearing listeners (e.g., Michalek et al., 2018). Ulti-
mately, whether the Norman and Bobrow (1975) framework or the ELU 
model best accounts for the relationship between cognition and speech 
perception in a divided-attention listening scenario for younger, 
normal-hearing listeners remains an empirical question. 

Few studies have directly explored the trade-off between spatial 
benefits and costs during divided-attention listening, and the findings 
are mixed. Moreover, the methods used in those studies differed 
significantly. Ihlefeld and Shinn-Cunningham (2008) used pairs of sen-
tences from the CRM corpus (Bolia et al., 2000) and presented them as 
collocated (either at 0◦ or 90◦ azimuth) or spatially separated (one voice 
at each location). Participants reported the content of both sentences. 
Pinto et al. (2020) used word lists produced by four talkers, presented 
either as collocated or in different spatial locations (−80◦, −40◦, +40◦, 
+80◦ azimuth). Participants were asked to detect a target word, which 
was either produced by one designated talker (selective attention) or 
could be produced by any of the talkers (divided attention). Both studies 
reported a benefit of spatial separation on the ability to track multiple 
voices simultaneously. Moreover, Pinto et al. (2020) showed that the 
magnitude of the spatial benefit was comparable across the selective and 
divided attention conditions, implying that divided-attention listening is 
dominated by the benefit arising from release from energetic masking, 
with little or no spatial cost. However, this contrasts with Best et al. 
(2006), who showed that the cost of tracking two voices compared to 
one grew as spatial separation between the voices increased, suggesting 
that increased demands on spatial attention allocation can negatively 
impact performance. 

The above studies used either a task featuring closed response sets 
(CRM sentences) or a task involving online monitoring of word lists 
(Pinto et al., 2020). These tasks are far removed from real-world 
communication and may not fully engage the cognitive processes asso-
ciated with the perception of connected speech, e.g., syntactic parsing 
and semantic integration, which are known to recruit broader cognitive 
processes such as WM (Best et al., 2018; MacDonald & Christiansen, 
2002; Waters & Caplan, 1996). As a result, they may be less sensitive to 
factors affecting top-down processing, such as spatial separation, than 
tasks using more natural stimuli. Sample sizes in these studies were also 
generally small, with both Best et al. (2006) and Ihlefeld and Shinn- 
Cunningham (2008) testing fewer than ten participants per experiment. 

The present study 

In the present study, we attempted to address the trade-off between 
spatial benefits (i.e., release from energetic masking) and spatial costs (i. 
e., exercising attentional control) using a “split-listening” paradigm 
similar to that used by Best et al. (2006). This paradigm measures lis-
teners’ ability to track two simultaneous talkers varying in their 
perceived spatial location. In each trial, participants heard a male 
speaker and a female speaker simultaneously over headphones. Each 
speaker said a meaningful but low-predictability sentence (e.g., M: The 
box was thrown beside the parked lorry; F: Glue the paper to the dark blue 
background). Participants were asked to pay attention to both speakers. 
Immediately after stimulus offset, one of the two voices was cued (e.g., 
male) and participants had to report the content of the sentence spoken 

by the cued speaker. The voice to report was specified at the end of 
stimulus presentation to avoid strategic listening.1 The relative intensity 
of the two voices was manipulated to reflect different degrees of 
perceived spatial separation, from collocated (diotic presentation) to 
maximally separated (dichotic presentation, i.e., each voice presented in 
a separate stereo channel). 

As described earlier, spatial separation sets up a trade-off between 
factors related to energetic masking, on the one hand, and factors related 
to attentional control on the other. In the collocated condition, energetic 
masking is high, but the burden on spatial attentional control is low, 
since the two voices originate from the same location. By contrast, in the 
maximally separated (dichotic) condition, energetic masking should be 
minimal, but the burden on spatial attentional control is high, since 
tracking both voices requires dividing one’s attention between widely- 
spaced locations. Intermediate conditions (near, far) offer intermedi-
ate proportions of energetic masking and attentional demands. As a 
result, the paradigm allows the relative contributions of spatial benefits 
and costs during divided-attention listening to be decoupled. Fig. 1 
presents a schematic illustration of the relative contributions of ener-
getic masking and cognitive demands across the different spatial 
conditions. 

In Experiment 1, the stimuli were created from natural speech, thus 
implementing real-world energetic masking. Experiment 2 was similar 
to Experiment 1, except that the voices were bandpass filtered such that 
each speaker was in a separate frequency region. This ensured the 
absence of spectral overlap between the two voices (i.e., no energetic 
masking). We hypothesised that the energetic masking present in 
Experiment 1 would create a strong data limit in the collocated condi-
tion, and that transcription performance would therefore be dominated 
by release from energetic masking as the two voices became more 
spatially separated. In other words, we predicted a clear spatial benefit, 
with performance improving as perceived distance between targets 
increased, thus replicating the results from previous studies (Ihlefeld & 
Shinn-Cunningham, 2008; Pinto et al., 2020). Although a spatial cost 
may also be present in this context, we expected it to be smaller in size 
than the benefit arising from spatial release from energetic masking, 
leading to a net improvement in performance with increased spatial 
separation. In contrast, with energetic masking (and hence the data 
limit) removed, Experiment 2 should primarily be a test of processes 
related to attentional control. We therefore expected a smaller 
improvement in performance with increased spatial separation 
compared to Experiment 1 – if any at all – with the additional prediction 
that performance might even drop for conditions with the largest spatial 
separation. 

To address the contribution of individual differences in WM to 
divided-attention listening, participants’ WM capacity was measured 
using the Letter-Number Sequencing task (LNS), which is designed to tap 
into both verbal short-term memory capacity and executive control 
(Wechsler, 1997). On the whole, we expected a positive relationship 
between LNS scores and transcription accuracy, with higher LNS scores 
associated with higher accuracy. Critically, however, we also expected 
that this relationship would emerge most strongly when the transcrip-
tion task was not data-limited, that is, in the spatially separated condi-
tions of Experiment 1 and in all the conditions of Experiment 2. In both 
cases, we hypothesised that the reduction in, or absence of, energetic 
masking would increase the potential for individual differences in 
cognitive abilities (WM) to impact performance. 

1 The fact that participants were required to report the content of only one 
voice minimised unnecessary task demands. Although the split-listening task is 
likely to tap into WM for basic maintenance and recall of the materials, the load 
should be comparable across all spatial conditions. Any variability in the 
contribution of WM to performance across the spatial conditions is therefore 
likely to reflect the role of WM in identification – the question of interest – 

rather than in maintenance and recall. 
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Experiment 1 

Data availability and ethics 

All stimuli, data and analysis code for both experiments are available 
at https://osf.io/vznhu/. Ethical approval for the experiments was 
granted by the local departmental ethics committee (ref. 757), all par-
ticipants provided informed consent before taking part, and all pro-
cedures were performed in compliance with relevant laws and 
institutional guidelines. 

Methods 

Participants 
Participants were recruited via the Prolific recruitment platform 

(www.prolific.co) and testing was carried out via the online testing 
platform Gorilla (www.gorilla.sc; Anwyl-Irvine et al., 2020). The sample 
size was chosen on the basis of the planned analyses. We chose to use 
generalised linear mixed models (GLMMs) to analyse our data (see An-
alyses below), and it has been suggested as a rule-of-thumb that a 
minimum of 1600 observations per condition is necessary to adequately 
power a mixed effects model (Brysbaert & Stevens, 2018). Given 20 
trials in each condition (see Procedure below), a total of 160 participants 
were recruited in the first instance to ensure double this number of 
observations per condition. However, data from 7 participants were 
discarded due to poor performance on the LNS task (see Analyses). This 
left a final sample of 153 participants (mean age = 27.8 [SD = 6.3], 
female/male = 79/74). All participants initially completed a headphone 
check based on a task designed and validated by Woods et al. (2017). In 
each trial of this task, participants were asked to identify the quietest of 
three tones. The use of antiphase audio for some of the tones meant that 
this task could only be successfully completed with stereo headphones. 
Participants were required to correctly respond to at least 5/6 trials in 
order to continue with the experiment. Recruitment filters were used on 
Prolific to ensure that all participants spoke English as their first lan-
guage, had self-reported normal hearing, and had a Prolific approval 
rating of at least 90%. Approval ratings reflect the number of Prolific 
studies for which a participant has not been rejected by the researcher 
(e.g., because of attention check failures), and therefore indicates level 

of compliance and engagement in previous studies. 

Materials 
The stimuli for the split-listening task were drawn from a set of 750 

meaningful sentences (IEEE sentences; Rothauser, 1969) modified to fit 
modern British English. Each sentence contained 5 keywords which 
were used to score transcription accuracy. All sentences were spoken by 
a male talker and a female talker, both native British English speakers. 
The male and female speakers had average f0 values of 164 Hz (SD = 50 
Hz, range = 80–332 Hz) and 213 Hz (SD = 73 Hz; range = 117–494 Hz), 
respectively. The male and female sentences were pseudo-randomly 
paired, and a subset of 100 pairs with the closest male–female match-
ing durations were selected. Some pairs were manipulated using Adobe 
Audition to ensure that the largest difference in duration was less than 
50 ms. The average duration of the pairs was 2.7 s (SD = 0.05 s; range =
2.6–2.8 s). Of the 100 pairs, 80 were chosen for the main task and a 
further four were used for practice trials. 

The relative intensity of the male and female sentences within a pair 
was manipulated to create four spatial conditions: diotic (both speakers 
presented in both channels), 33% dichotic, 66% dichotic, and 100% 
dichotic audio (each speaker presented in a separate stereo channel). For 
simplicity, these conditions will be referred to as collocated, near, far, 
and dichotic, respectively. This was achieved using the panning function 
from the audio manipulation module Pydub in Python (https://pydub. 
com/). To create dichotic stimuli, the male and female sentences were 
played in separate channels. To create the far condition, the panning 
function was applied to the dichotic stimuli to create versions in which, 
when wearing headphones, one talker appeared to be approximately 60◦

to the left of the listener and the other talker approximately 60◦ to the 
right. To create stimuli for the near condition, the process was repeated 
to create apparent locations of approximately 30◦ to the left and right. 
To create the collocated condition, the sentence pairs were combined to 
make one-channel mono audio. All individual sentences were root- 
mean-square (RMS) equalised to the same level before mixing and 
applying the panning function. After applying the panning function, all 
stimuli were then RMS-equalised again to the same overall level. 

Procedure 
During the initial audio checks, participants first heard a brief 

Fig. 1. Schematic of the split-listening paradigm used in Experiments 1 and 2. Participants are asked to track two simultaneous voices, male (M) and female (F). The 
relative spatial location of the two voices is manipulated (collocated, near, far, dichotic), leading to listening conditions with different proportions of energetic 
masking (EM) and cognitive (attentional) demands. Right-side inset: The size of the black circles represents the relative contributions of energetic vs. cogni-
tive demands. 
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segment of white noise which had been RMS-equalised to the same level 
as the stimuli in the main task, and were asked to adjust their volume to 
an audible and comfortable listening level. Participants then completed 
the headphone check task described above. 

Participants who passed the headphone check proceeded to the main 
split-listening task. For this task, participants were assigned to one of 
two designs, in which the spatial location of the stimuli either varied 
randomly from trial-to-trial or was blocked (mixed or blocked, respec-
tively). This dual-design set-up was intended to rule out any order or 
practice effects related to specific spatial configurations – in other 
words, to test the robustness of any spatial effects given trial-to-trial (as 
opposed to block-by-block) changes in perceived speaker location. 
Within the mixed design, participants were assigned to one of four 
groups. All participants heard the same sentence pairs, but the spatial 
condition (collocated, near, far, dichotic) for each unique pair was 
counterbalanced between the groups. For the blocked design, the order 
of presentation of blocks was also partly counterbalanced, leading to 
eight groups in total. For the near, far, and dichotic trials, the assignment 
of talker (male vs. female) to channel (left vs. right) was randomised. For 
all participants, the task started with four practice trials, one in each 
spatial condition. The main task consisted of 80 trials with the oppor-
tunity for a short break every 20 trials. For participants in the mixed 
design, all 80 sentence pairs were presented in a random order, divided 
into 4 blocks of 20 trials. For participants in the blocked design, each 
block of 20 trials corresponded to one of the four spatial conditions, with 
the order of sentence pairs randomised within that block and the order 
of block presentation partly counterbalanced across participants. 

On each trial, participants were presented with a fixation cross while 
the audio stimulus played. After listening to each stimulus, participants 
were given a visual prompt (“Male” or “Female”) as to which talker to 
transcribe. The male voice was prompted in 40 of the 80 sentence pairs 
and the female voice in the other 40 pairs. Participants were asked to 
type their responses into a response box and press the enter key to start 
the next trial. They were given a maximum of 60 s to respond before the 
next trial started. 

After completing the split-listening task, participants performed the 
Letter-Number Sequencing (LNS) task, a measure of working memory. 
On each trial, participants heard a sequence of letters and numbers 
spoken by a male talker. Immediately afterwards, they were asked to 
type out the letters in alphabetical order followed by the numbers in 
ascending order. Sequences began with a length of two and increased in 
length by one item every three trials, with a maximum length of eight. 
The LNS is relatively simple compared to some WM tasks. However, it 
taps into the core features of WM (i.e., storage and manipulation), and 
has been shown to relate to performance on a range of speech-in-noise 
perception tasks (e.g., Heinrich & Knight, 2016) as well as to other, 
more complex WM tasks (e.g., the size-comparison span; Heinrich et al., 
2016). It is also straightforward to implement online and has good 
test–retest reliability (Heinrich & Knight, 2020). 

At the end of the experiment, participants were given the opportu-
nity to leave comments and mention if they used any particular strate-
gies while participating. 

Analyses 
Each target sentence contained 5 keywords. For each trial, perfor-

mance transcription was averaged across the five keywords. The 
outcome variable was therefore per-trial scores for each participant 
expressed as a proportion of keywords correctly transcribed. 

For the LNS task, trials were scored as incorrect if there was any 
deviation from a fully correct response. If participants got all three trials 
of a particular length incorrect, the task ended; otherwise there was a 
maximum number of trials (and hence maximum score) of 21. Of the 
160 participants initially recruited for the study, 7 participants scored 
less than 3 in the LNS task, indicating that they were not able to suc-
cessfully complete the task even with a list length of 2 (i.e., one letter 
and one number). Because such low performance likely reflects 

misunderstood instructions and/or inattentiveness rather than genu-
inely poor WM, these participants were removed from all subsequent 
analyses. The final dataset was therefore slightly unbalanced, since there 
were unequal numbers of participants in each group. However, our 
primary statistical analyses involve the use of GLMMs, which are typi-
cally robust to unbalanced data except in extreme cases (e.g., Schielzeth 
et al., 2020). 

Data were analysed in R (v. 4.1.1), using RStudio (v. 1.4.1717) and 
the packages dplyr, tidyr, lme4, emmeans (for posthoc pairwise compar-
isons) and rstatix (to generate summary statistics). Generalised linear 
mixed-effects models (GLMMs) with a binomial distribution and logit 
link were used to model the proportion correct scores. Since participants 
heard all four spatial conditions and all items (sentence pairs) were 
presented in all four conditions, we were able to fit a maximal random 
effects structure (Barr et al., 2013) with random intercepts for partici-
pants and items, and, for each intercept, a correlated random slope for 
spatial condition. The fixed effects structure included spatial condition 
(dichotic, far, near, collocated), design (mixed, blocked), LNS score 
(centred), and their interactions. Spatial condition was treatment coded 
with the collocated condition as the baseline. Likelihood ratio tests 
(LRTs) were used to determine whether the fixed effects contributed 
significantly to the model. Specifically, the full model as described above 
was compared to a reduced model that did not include the effect of in-
terest. All models used the BOBYQA optimiser (Powell, 2009) and a 
maximum of 109 iterations. The full model specification was as follows: 

score ~ condition þ design þ LNS þ condition:design þ
condition:LNS þ design:LNS þ condition:design:LNS þ (1 þ
condition|participant) þ (1 þ condition|item) 

The full analysis code is available in the open materials. 
Posthoc pairwise comparisons for the GLMMs were conducted using 

the pairwise argument from the emmeans function, which conducts z- 
tests on the model data and produces Tukey-corrected p-values. We also 
explored intrusion errors in participants’ responses, that is, words re-
ported from the non-target voice. The absolute number of intrusions was 
low, however, so we were not able to model these in a similar way to the 
proportion correct scores. 

Results 

Overall performance was around 50% correct across all four spatial 
conditions (see Fig. 2, panel A). This is somewhat better than the per-
formance levels reported for a comparable paradigm by Best et al. 
(2006), where scores were typically below 35% correct. Average per-
formance on the LNS task was 12.6 (SD = 3.7). Results from the initial 
GLMM modelling showed no significant effects or interactions involving 
the design factor (mixed, blocked) (see Appendix). Since the effect of 
design was not our primary research question, and to maximise statis-
tical power, we removed the design term from the fixed effects structure. 
This created a new model with fixed effects of condition, LNS, and their 
interaction. LRTs on this model indicated no significant interaction be-
tween condition and LNS, X2(3) = 3.41, p =.33, and no main effect of 
LNS, X2(1) = 1.18, p =.28. However, there was a significant main effect 
of condition, X2(3) = 70.16, p <.001, reflecting better performance as 
spatial separation increased. Posthoc pairwise comparisons based on 
estimated marginal means from the GLMM indicated that performance 
in the collocated condition was significantly worse than in all other 
conditions (all p <.001). Performance in the near condition was signif-
icantly worse than in the dichotic condition (p <.001). Performance in 
the far condition was significantly worse than in the dichotic condition 
(p =.03). The near and far conditions were not significantly different to 
each other (p =.26). Raw means for the four conditions are displayed in 
Fig. 2, panel A. Estimated model means were 44.3%, 50.9%, 53.0% and 
56.1% for the collocated, near, far, and dichotic conditions respectively. 

Intrusion errors (i.e., words reported from the non-cued target voice) 
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were rare, constituting only 3.9% of responses overall, and this rate was 
consistent across the four spatial conditions (3.9%, 3.7%, 3.7%, and 
3.8% for the collocated, near, far, and dichotic conditions, respectively). 

Sentence recall is a complex process involving semantic, lexical, and 
phonological cues. Nevertheless, there is evidence for something 
approximating a serial recall curve (Ebbinghaus, 1913) for sentence 
materials, in which performance is better (i.e., fewer errors) for early 
and late items – albeit with local fluctuations reflecting linguistic cate-
gories and structures (e.g., Mandler & Mandler, 1964; Wearing, 1971). 
Thus, memory processes are likely to differ according to the position of a 
to-be-remembered word within a sentence. With this in mind, we 
decided to conduct an exploratory analysis of the LNS scores according 
to word position. Although there was no significant main effect of LNS 
on performance in the GLMM analysis, it is plausible that WM might 
contribute to performance more strongly at some points within a sen-
tence than others. We therefore examined the correlations between LNS 
scores and transcription accuracy for each word position (1 to 5) in each 
spatial condition (Fig. 2, panel B). Because this analysis was not part of 
our original design, there was not sufficient power to include word po-
sition as a predictor in an additional GLMM, and all reported correla-
tional analyses are therefore exploratory. These caveats 
notwithstanding, the results highlight two broad patterns. First, the 
relationship between LNS and transcription accuracy was stronger for 
words occurring towards the beginning than towards the end of sen-
tences. This likely reflects the greater involvement of WM in maintaining 
sentence-initial words than more recently-heard words. Second, the 
relationship between LNS and transcription accuracy was weakest for 
the collocated condition and strongest for the dichotic condition. This 
may reflect the data limit caused by energetic masking in the collocated 
condition and the absence of energetic masking in the dichotic condi-
tion. As discussed earlier, the auditory inaccessibility of portions of the 

target in the collocated condition may have reduced the extent to which 
cognitive resources, such as WM, were able to contribute to transcrip-
tion performance, thus weakening the relationship between LNS and 
transcription accuracy in this condition. 

Discussion 

The main effect of spatial condition on transcription accuracy sug-
gests a benefit arising from spatial release from masking. Thus, listeners’ 

ability to track two voices simultaneously seems to have been driven 
primarily by factors related to the acoustic integrity of the speech signal, 
with no evidence of a spatial cost arising from attentional demands, even 
when spatial separation between target voices was large, as in the 
dichotic condition. We also observed a low rate of intrusion errors (i.e., 
words reported from the non-cued target voice), suggesting that par-
ticipants were successfully able to segregate the two voices. Improved 
performance with spatial separation can be interpreted in two ways. On 
the one hand, it is possible that, contrary to our initial assumption, 
spatial separation does not lead to an increased demand on cognitive 
resources compared to when talkers are collocated. On the other hand, it 
is possible that the size of the spatial benefit created by release from 
masking was large compared to any increased spatial-attentional de-
mands, thus producing a net improvement in performance even under 
conditions of extreme spatial separation. 

Furthermore, energetic masking may have created an intrinsic data 
limit that made it difficult to observe effects related to individual dif-
ferences in WM. This possibility was supported by our analyses of the 
LNS data. Although exploratory, they show that the relationship be-
tween LNS scores and transcription accuracy was weakest in the spatial 
condition with the greatest amount of energetic masking (collocated 
condition). In order to isolate the cognitive costs of divided-attention 

Fig. 2. A: Average performance (proportion of correct keywords) for each spatial condition in Experiment 1. B: Correlation coefficients (Pearson’s r) between LNS 
and transcription accuracy for each spatial condition and word position (WP) in Experiment 1. C: Average performance (proportion of correct keywords) for each 
spatial condition in Experiment 2. D: Correlation coefficients (Pearson’s r) between LNS and transcription accuracy for each spatial condition and word position (WP) 
in Experiment 2. For panels A and C, lower and upper hinges of boxes correspond to the first and third quartiles. Whiskers extend to the largest and smallest values no 
further than 1.5*IQR from the mean. Horizontal bars indicate condition medians and yellow dots indicate condition means. For panels B and D, significance levels are 
indicated by orange shading, with darker colours indicating smaller p values. (For interpretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.) 
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listening and observe relationships with individual cognitive differ-
ences, it is therefore necessary to investigate it in a context in which 
energetic masking has been removed. This was the aim of Experiment 2. 

Experiment 2 

Methods 

Participants 
Participants were recruited and tested as for Experiment 1, using the 

same recruitment filters on Prolific. A total of 160 participants were 
recruited in the first instance. However, data from 3 participants were 
discarded due to poor performance on the LNS task (see Analyses for 
Experiment 1 above). This left a final sample of 157 participants (mean 
age = 27.5 [SD = 6.0]; female/male = 96/61). 

Materials 
The stimuli were those of Experiment 1, except that the male and 

female sentences were filtered into non-overlapping frequency bands 
before being combined to create the different spatial conditions. Spe-
cifically, the sentences produced by the male talker were lowpass- 
filtered below 1400 Hz, while the sentences produced by the female 
talker were bandpass-filtered between 1500 Hz and 6000 Hz, in both 
cases with a smoothing window of 50 Hz. These values were chosen 
because pilot data comparing various other combinations indicated that 
these specific filters had a similar effect on intelligibility for both the 
male and female sentences. Fig. 3 shows the spectrograms for a sentence 
pair as it appeared in Experiment 1 (panel A) vs. Experiment 2 (panel B), 
with the male talker in blue and the female talker in orange. The two 
talkers’ overlapping spectra (i.e., energetic masking) are visible in the 
former, as is their clear spectral separation (i.e., no energetic masking) 
in the latter. 

Procedure and analyses 
Experimental procedure and statistical analyses were as for Experi-

ment 1. 

Results 

Overall performance was around 35% correct across all four spatial 
conditions (Fig. 2, panel C), which is lower than in Experiment 1 and 
likely a consequence of reduced naturalness caused by the filtering 
procedure. However, this level of performance is comparable to that 
reported in Best et al. (2006). As anticipated, the impact of the filtering 
was similar for the male and female talkers, with average performance 
for male vs. female sentences of 35.3% and 35.8% respectively. Average 
performance on the LNS task was 13.0 (SD = 3.4). As before, the initial 
GLMM model included fixed effects of spatial condition (dichotic, far, 
near, collocated), design (mixed, blocked), LNS score (centred), and 
their interactions. This model revealed no significant effects or in-
teractions involving the design factor (see Appendix); we therefore 
removed the design factor from the model, as for Experiment 1. This 
created a new model with fixed effects of condition, LNS, and their 

interaction. LRTs on this model revealed a significant main effect of 
condition, X2(3) = 12.42, p <.01. Posthoc pairwise comparisons based 
on model means indicated that this effect was driven by poorer perfor-
mance in the dichotic condition: scores in this condition were signifi-
cantly worse than in the far condition (p < 0.01) and marginally worse 
than in the near condition (p = 0.058). There were no significant dif-
ferences between the collocated, near, and far conditions (all p >.70). 
Raw means for the four conditions are displayed in Fig. 2, panel C. 
Estimated model means were 34.7%, 34.9%, 35.7%, and 32.2% for the 
collocated, near, far, and dichotic conditions respectively. LRTs also 
revealed a significant main effect of LNS scores, X2(1) = 24.41, p <.001, 
indicating that participants with higher LNS scores also had higher 
transcription scores. There was no significant interaction between con-
dition and LNS, X2(3) = 4.90, p =.18. 

Intrusion errors were even less frequent in absolute terms than in 
Experiment 1, constituting only 1.8% of responses overall. This may 
suggest an enhanced ability to segregate the target voices due to the 
spectral separation between them. However, the lower intrusion rate is 
also consistent with the generally poorer accuracy in this experiment, 
which suggests that perception of both target voices was vulnerable to 
the reduced naturalness caused by the filtering process. The rate of in-
trusions was consistent across the different spatial conditions (1.8%, 
1.7%, 2.0%, and 1.9% for the collocated, near, far, and dichotic condi-
tions, respectively). 

Finally, we explored the correlation between LNS scores and tran-
scription accuracy across word positions, as reported in Fig. 2, panel D. 
Significant correlations were found for every combination of word po-
sition and spatial condition, with the exception of positions 4 and 5 in 
the dichotic condition. In other words, good WM capacity was associ-
ated with good transcription performance across spatial locations and 
word positions, but that relationship was somewhat weaker for words 
occurring towards the end of sentences and only when spatial separation 
between the target talkers was large. Note too, that, although significant 
correlations were found for all spatial conditions, the consistently 
strongest correlations occurred in the collocated condition. This is in 
sharp contrast to Experiment 1, in which the collocated condition pro-
duced the weakest correlations between LNS and transcription accuracy. 

Comparison between Experiment 1 and Experiment 2 

To make a direct comparison between the patterns of performance 
and contribution of WM across Experiments 1 and 2, we ran a GLMM 
combining the data of both experiments. The random effects structure 
included random intercepts for participants and items, with correlated 
random slopes for spatial condition in both cases. The fixed effects 
included spatial condition (collocated, near, far, dichotic), LNS score 
(centred), experiment (1, 2), and their interactions. The effects of in-
terest were those involving an interaction with the experiment factor. 
Results from LRTs indicated a significant interaction between condition 
and experiment, X2(3) = 115.00, p <.001, confirming the contrasting 
effect of spatial separation across the two experiments. Specifically, 
Experiment 1 showed a benefit of spatial separation which grew with 
increased spatial separation. This benefit was not observed in 

Fig. 3. Spectrograms for the same sentence pair presented in Experiment 1 (panel A) and Experiment 2 (panel B), with the male talker in blue and the female talker in 
orange. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Experiment 2, and a small but significant detriment to performance was 
observed in the dichotic condition. LRTs also revealed a significant 
interaction of LNS × experiment, X2(1) = 6.77, p <.01, showing that LNS 
scores were a better predictor of transcription accuracy in Experiment 2 
than Experiment 1. Finally, there was a significant 3-way interaction of 
condition × LNS × experiment, X2(3) = 8.18, p =.04. The relationship 
between LNS scores and transcription accuracy was not only stronger for 
Experiment 2 than for Experiment 1, it was particularly strong for the 
collocated condition in Experiment 2. 

Discussion 

Experiment 2 shows that the benefit of spatial separation observed in 
Experiment 1 was largely due to release from energetic masking. Indeed, 
when energetic masking was removed through bandpass filtering, that 
benefit disappeared, and a cost of spatial separation was observed in the 
dichotic condition. These results suggest that energetic masking is 
dominant during divided-attention listening (thus resulting in a spatial 
benefit), but also that the challenges of cognitive control due to spatial 
separation (i.e., a spatial cost) can be observed when energetic masking 
is removed. This pattern in turn suggests that the recruitment of 
cognitive processes is more likely to support successful listening in the 
absence of a data limit. The LNS data were also consistent with this 
claim: high LNS scores (good WM) were associated with high tran-
scription accuracy, but only when energetic masking was removed 
(Experiment 2). An exploratory break-down by serial word position 
suggested that the link between LNS and performance held across the 
majority of spatial conditions and word positions when energetic 
masking was removed through bandpass filtering. In Experiment 1, 
however, that link was only reliably apparent in the dichotic condition, 
i.e., when energetic masking was removed through spatial separation. 
Although statistical power was too low to systematically test this dif-
ference, the overall pattern suggests that the contribution of cognitive 
abilities – and specifically WM – to speech perception is most easily 
observed in the absence of energetic masking, consistent with the data- 
limit claim. 

General discussion 

Speech perception in multi-talker environments is challenging, due 
to both energetic masking (i.e., spectrotemporal overlap between target 
and masker voices) and informational masking (i.e., interference with 
stream segregation and attention allocation). Spatial separation between 
target and masker voices has been shown to improve performance 
during selective-attention listening by reducing energetic masking and 
thus increasing target intelligibility. However, it is unclear how spatial 
separation between two voices may impact performance during divided- 
attention listening, when both voices need to be tracked simultaneously. 
Specifically, although spatial separation during divided-attention 
listening should provide the same benefits as during selective- 
attention listening in terms of reductions in energetic masking, it also 
introduces the need to exercise additional cognitive control in order to 
divide auditory attention between spatial locations and compensate for 
information loss, thus potentially creating a cost. We have argued that 
these spatial benefits and costs can usefully be conceptualised in terms of 
Norman and Bobrow’s theory of data- vs. resource-limited tasks (Nor-
man & Bobrow, 1975). According to this framework, any given task can 
be characterised by the extent to which performance depends on the 
allocation of processing resources. A task is resource-limited if perfor-
mance is contingent on the resources allocated to that task. In contrast, a 
task is data-limited if performance is determined primarily by the 
amount and quality of the data available, and the allocation of addi-
tional processing resources does not lead to further improvements. 

In the case of speech perception in multi-talker environments, en-
ergetic masking is a critical determinant of the relationship between 
performance and resources. When energetic masking is high, portions of 

the target speech are unavailable to the listener, thus rendering the task 
data-limited. Considered from this perspective, spatial separation during 
divided-attention listening should alleviate the data limit by reducing 
energetic masking, and hence, improve performance. However, spatial 
separation may also increase the processing resources needed to control 
attention across spatial locations and compensate for lost information, 
effectively introducing a cognitive cost. The alleviation of the data limit 
though spatial separation should also move the task into a resource- 
limited mode, whereby the allocation of additional cognitive resources 
(if available) has the potential to improve performance. As a result, 
spatial separation should increase our ability to observe differences in 
performance related to individual differences in cognitive abilities. 

In the current experiments, we addressed these hypotheses using a 
split-listening paradigm, in which participants heard meaningful sen-
tences spoken by two talkers simultaneously over varying degrees of 
spatial separation. Participants had to attend to both speakers and then 
report the sentence spoken by one of the two. The voice to report was 
specified at the end of stimulus presentation to avoid strategic listening. 
In Experiment 1, the stimuli were created from natural speech and thus 
contained real-world-like energetic masking. In Experiment 2, the voices 
were spectrally filtered so that each speaker was in a separate frequency 
region, thus removing energetic masking. 

Overall performance 

Average split-listening performance was around 50% correct in 
Experiment 1 and 35% correct in Experiment 2. In both cases, this was 
somewhat better than the average performance level reported by Best 
et al. (2006), where scores in a similar paradigm were typically below 
35% correct. The poorer performance in the Best et al. studies may be 
due to the fact that the same talker was used for both target voices on 
any given trial, thus increasing the difficulty of segregating the two 
streams, or to other differences in stimuli, set-up, and task demands. 

The poorer performance in Experiment 2 compared to Experiment 1 
is likely to reflect the reduced naturalness of the sentences after the 
filtering process. Although performance still remained within an 
acceptable range for comparable multi-talker experiments, future 
studies should explore alternative filtering procedures to attempt to 
preserve naturalness and intelligibility in the targets as far as possible 
(for example, by using multiple non-overlapping frequency bands across 
the frequency range; see Experiment 1 from Best et al., 2006; Ihlefeld & 
Shinn-Cunningham, 2008). 

Intrusions were rare in both experiments across all conditions. This 
suggests that participants were able to successfully segregate the two 
target voices even when they were collocated and energetic masking was 
high. This is likely due to the distinct spectral characteristics of the two 
voices (i.e., male vs. female) and to the semantic and syntactic coher-
ence of each sentence acting as an additional streaming device. 

Effect of spatial separation 

Spatial separation between target voices had a clear beneficial effect 
when energetic masking was present (Experiment 1) – performance 
improved monotonically as spatial separation increased. However, there 
was no benefit of spatial separation when energetic masking was 
removed (Experiment 2). In fact, there was evidence of a decrease in 
performance when the target voices were maximally separated. These 
results suggest that the benefits of spatial separation are largely due to 
release from energetic masking, and hint at a cost of spatial separation 
once energetic masking is removed. In terms of the data- vs. resource- 
limit framework, these results indicate that energetic masking was 
imposing a strong data limit in the collocated condition of Experiment 1. 
The reduction in energetic masking caused by spatial separation alle-
viated this limit, allowing for a considerable improvement in perfor-
mance – an improvement that dominated the pattern of results, making 
any costs of spatial separation difficult to detect. In Experiment 2, by 
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contrast, the task was largely resource-limited, thus allowing costs 
associated with the increased need for cognitive control to become 
apparent. 

It is worth noting that posthoc pairwise comparisons for Experiment 
2 indicated a significant difference only between the dichotic (maxi-
mally separated) and far conditions, with a marginally significant dif-
ference between the dichotic and near conditions. One interpretation of 
this pattern is that an intermediate degree of spatial separation was ideal 
for split-listening performance under these conditions, affording 
enhanced streaming based on spatial separation without imposing too 
large a demand on spatial attentional control. This explanation can be 
seen as an extension of findings in the domain of selective attention, 
where it has been shown that listeners benefit from turning their heads 
slightly away from a target talker when masker noise is presented from a 
different spatial location, thus maximising spatial release from masking 
and optimising conditions for better-ear listening (Grange & Culling, 
2016a; 2016b). In a divided-attention listening situation, however, the 
ideal spatial locations of the target talkers relative to the listener’s head 
position would need to balance spatial release from masking and 
binaural segregation cues with spatial attentional control demands. As a 
result, an intermediate separation (akin to our “far” condition) may 
produce the best performance. This explanation is speculative, however, 
and therefore requires further exploration. 

The role of working memory (WM) 

WM is hypothesised to be important for speech perception in chal-
lenging listening environments (e.g., Rönnberg et al., 2021). However, 
the Norman and Bobrow (1975) framework suggests that the influence 
of WM may not be evident in listening contexts where energetic masking 
is imposing a significant data limit. As discussed above, tasks need to be 
resource-limited for variations in processing resources – such as WM – to 
have an observable effect on performance. Supporting this hypothesis is 
Neher et al.’s (2009) finding that hearing-aid users’ WM and attention 
abilities can better predict their speech-in-noise performance if the 
target and competing talkers are spatially separated than if they are 
collocated. Additional support comes from Janse and Andringa (2021), 
who found that the association between WM and word-in-noise recog-
nition for older adults was weaker under more acoustically-challenging 
listening conditions. Similarly, the review conducted by Humes (2007) 
suggests that the importance of cognitive factors becomes most apparent 
for older listeners once audibility passes a certain threshold. 

Bearing in mind the data- vs. resource-limit framework, we therefore 
made two predictions. First, we expected to see a stronger relationship 
between WM (as measured by the LNS task) and split-listening perfor-
mance when energetic masking was minimal. Second, we expected to 
see a stronger relationship between WM and split-listening performance 
when the highest levels of cognitive control were required (i.e., larger as 
opposed to smaller spatial separation). 

The first prediction was confirmed: we observed a relationship be-
tween LNS and split-listening scores only for Experiment 2. This finding 
is more closely aligned with Neher et al.’s (2009) results than with the 
predictions of the ELU model (e.g., Rönnberg et al., 2021). However, the 
current findings and the ELU model are not necessarily in direct conflict. 
First, as noted above, a speech signal may be “data limited” in a variety 
of ways (c.f., Mattys et al., 2012). These may include degradation of the 
source itself (e.g., through filtering), the presence of external distractors 
(e.g., competing talkers), or listener-based factors which result in an 
imperfectly encoded signal (e.g., aging, hearing impairment). The 
stimuli in Experiment 2 could be argued to be “data limited” due to the 
filtering procedure, which resulted in a drop in overall intelligibility. In 
other words, Experiment 2 was a more challenging listening situation 
than Experiment 1, and may thus have recruited relevant cognitive 
processes more strongly (Akeroyd, 2008; Rönnberg et al., 2019). Also, 
and as noted above, it is conceivable that different types of degradation 
may interact with WM in different ways. For example, it is possible that 

degradation caused by listener-based factors can be ameliorated to a 
greater degree by the recruitment of WM than degradation caused by 
energetic masking. Indeed, our results from Experiment 2 already sug-
gest this type of dissociation, with WM coming to the fore when ener-
getic masking (an external degradation) is removed but filtering (a 
source-based degradation) is introduced. 

A second point to consider when interpreting our results relative to 
the ELU model is that studies supporting a stronger role for WM when 
the speech signal is impoverished have typically used selective, not 
divided, attention tasks. It may therefore be the case that the role of WM, 
and its relationship to speech perception under conditions of degrada-
tion, changes when listeners are required to track more than one stream 
simultaneously. Future work should address this possibility by using the 
split-listening set-up within the context of a selective-attention task – 

that is, indicating to participants before each trial which of the two 
target voices to track. 

Finally, we used the LNS task to assess WM, whereas many studies 
based on the ELU model have used more complex WM tasks such as the 
Reading Span Task (RST) or Size-Comparison Span (SICspan). Our re-
sults may therefore reflect the recruitment of a subset of WM processes 
as indexed by the LNS, whereas results obtained using the RST or SIC-
span may reflect a broader range of cognitive processes with different 
relationships to speech perception. More generally, it is important to 
bear in mind that any results obtained using a single measure of WM will 
be dependent on the specific task demands of the chosen WM measure. 

Our second prediction – that the relationship between WM and split- 
listening performance would be stronger for larger as opposed to smaller 
spatial separation – was partially confirmed. On the one hand, we 
observed no significant interactions between LNS scores and spatial 
condition in the main analyses. Thus, these analyses did not indicate a 
stronger relationship between WM and split-listening performance for 
larger than smaller degrees of spatial separation. On the other hand, 
subsequent analyses looking at this relationship across word positions in 
the target sentences lend some support to our hypothesis. As noted 
above, these analyses were exploratory, and no statistical comparisons 
between correlation coefficients were carried out. However, two rele-
vant patterns emerge. First, the relationship between WM and split- 
listening scores was weakest for later word positions. This is perhaps 
unsurprising, since words occurring later in the target sentence require a 
shorter period of maintenance in WM before recall. Second, the WM/ 
split-listening relationship was weakest for the collocated condition in 
Experiment 1, whereas the relationship was fairly strong across all 
spatial conditions in Experiment 2. This again suggests the presence of a 
data limit: where energetic masking was highest (the collocated condi-
tion of Experiment 1), there was only a limited role for cognitive abili-
ties, whereas in any situation where the data limit was eased – either 
through spatial release from masking (dichotic condition, Experiment 1) 
or through filtering (Experiment 2) – the role of cognition became 
observable. Indeed, the WM/split-listening relationship was strongest for 
the collocated condition in Experiment 2. This may point to a role for 
WM in bottom-up (segregation) processes rather than top-down atten-
tional control processes, although this is somewhat speculative given the 
exploratory nature of the analyses. 

Finally, it is worth briefly noting the language background of our 
participants. Not only did all participants report having English as their 
first language, the majority (~70%) also described their nationality as 
“United Kingdom”, suggesting that they were native speakers of British 
English, the variety and accent used in the experimental stimuli. How-
ever, the remaining minority of participants were from a mixture of 
locations where other varieties of English are spoken, such as Canada 
and Ireland. It is possible that listening to a non-native variety of English 
may have impacted these participants’ performance and/or the nature 
or degree of their recruitment of WM. Future studies should seek to 
address the role of non-native languages and dialects during divided- 
attention listening. 
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Conclusion 

In these studies, we explored the effect of spatial separation between 
two target talkers during divided-attention listening using a novel split- 
listening task, in which participants had to attend to the two talkers 
simultaneously over varying degrees of spatial separation. We also 
measured working memory (using the letter-number sequencing (LNS) 
task) in order to assess the relationship between split-listening perfor-
mance and cognitive abilities. When natural speech was used (Experi-
ment 1), performance on the split-listening task was dominated by the 
degree of energetic masking present in the stimuli, with split-listening 
scores increasing monotonically as spatial separation between target 
talkers increased. When energetic masking was removed (Experiment 
2), this spatial benefit disappeared and a small spatial cost was found for 
the greatest degree of spatial separation. Additionally, a significant 
relationship between split-listening performance and working memory 
was observed only for Experiment 2. Taken together, these results point 
to both spatial benefits and spatial costs during divided-attention 
listening, with spatial separation of targets creating a trade-off be-
tween spatial release from masking on the one hand and an increased 
need for top-down spatial attentional control on the other. They also 
suggest that the presence of energetic masking may in some cases make 
it difficult to measure effects related to the recruitment of cognitive 
resources. Further work is needed to determine the extent to which this 
trade-off between spatial benefits and spatial costs, and the associated 
relationships with cognition, are observed when using different para-
digms assessing divided-attention listening. More generally, these re-
sults highlight the usefulness of the data- vs. resource-limit framework in 
considering the relationship between acoustic and cognitive factors 
during speech perception. Future studies should endeavour to assess the 
ability of this framework to account for speech perception performance 
across a range of different tasks and listening environments. 
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Appendix 

Supplementary Table 1. Significance tests from the initial GLMM for Experiment 1. No effects or interactions involving the design factor (mixed, 
blocked) are significant.   

condition X2(3) = 43.48, p < 0.001 
design X2(1) = 1.01, p = 0.32 
LNS X2(1) = 2.90, p = 0.09 
condition x design X2(3) = 3.22, p = 0.36 
condition x LNS X2(3) = 2.06, p = 0.56 
design x LNS X2(1) = 1.65, p = 0.20 
condition x design x LNS X2(3) = 1.43, p = 0.70  

Supplementary Table 2. Significance tests from the initial GLMM for Experiment 2. No effects or interactions involving the design factor (mixed, 
blocked) are significant.  

condition X2(3) = 8.00, p < 0.05 
design X2(1) = 0.00, p = 0.99 
LNS X2(1) = 9.93, p < 0.01 
condition x design X2(3) = 0.55, p = 0.91 
condition x LNS X2(3) = 6.23, p = 0.10 
design x LNS X2(1) = 0.72, p = 0.40 
condition x design x LNS X2(3) = 7.08, p = 0.07  
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Ng, E. H. N., & Rönnberg, J. (2020). Hearing aid experience and background noise affect 
the robust relationship between working memory and speech recognition in noise. 
International Journal of Audiology, 59(3), 208–218. 

Norman, D. A., & Bobrow, D. G. (1975). On data-limited and resource-limited processes. 
Cognitive Psychology, 7(1), 44–64. 

Pinto, D., Agmon, G., & Golumbic, E. Z. (2020). The Role of Spatial Separation on 
Selective and Distributed Attention to Speech. bioRxiv. https://doi.org/10.1101/ 
2020.01.27.920785. 

Powell, M. J. (2009). The BOBYQA algorithm for bound constrained optimization 
without derivatives. Cambridge NA Report NA2009/06, University of Cambridge, 
Cambridge. 
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