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Abstract
Characterisation of the vibrational kinetics in nitrogen-based plasmas at atmospheric pressure is
crucial for understanding the wider plasma chemistry, which is important for a variety of
biomedical, agricultural and chemical processing applications. In this study, a 0-dimensional
plasma chemical-kinetics model has been used to investigate vibrational kinetics in repetitively
pulsed, atmospheric pressure plasmas operating in pure nitrogen, under application-relevant
conditions (average plasma powers of 0.23–4.50W, frequencies of 1–10 kHz, and peak pulse
powers of 23–450W). Simulations predict that vibrationally excited state production is
dominated by electron-impact processes at lower average plasma powers. When the average
plasma power increases beyond a certain limit, due to increased pulse frequency or peak pulse
power, there is a switch in behaviour, and production of vibrationally excited states becomes
dominated by vibrational energy transfer processes (vibration–vibration (V–V) and
vibration–translation (V–T) reactions). At this point, the population of vibrational levels up to
v ⩽ 40 increases significantly, as a result of V–V reactions causing vibrational up-pumping. At
average plasma powers close to where the switching behaviour occurs, there is potential to
control the energy efficiency of vibrational state production, as small increases in energy
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deposition result in large increases in vibrational state densities. Subsequent pathways analysis
reveals that energy in the vibrational states can also influence the wider reaction chemistry
through vibrational–electronic (V–E) linking reactions (N + N2(40 ⩽ v ⩽ 45)→ N(2D) +
N2(A) and N + N2(39 ⩽ v ⩽ 45)→ N + N2(a ′)), which result in increased Penning ionisation
and an increased average electron density. Overall, this study investigates the potential for
delineating the processes by which electronically and vibrationally excited species are produced
in nitrogen plasmas. Therefore, potential routes by which nitrogen-containing plasma sources
could be tailored, both in terms of chemical composition and energy efficiency, are highlighted.

Keywords: vibrational state kinetics, dielectric barrier discharge, vibrational up-pumping,
atmospheric pressure plasmas

(Some figures may appear in colour only in the online journal)

1. Introduction

Low temperature plasmas (LTPs) using nitrogen or nitrogen
mixtures as a feed gas have a variety of existing applications,
such as thin-film deposition, surface cleaning and sterilisa-
tion, and steel nitriding [1, 2]. Whilst many current applica-
tions are concerned with low pressure operating systems, there
are emerging uses for nitrogen LTPs in the fields of biomedi-
cine, agriculture and chemical processing, which benefit from
operation at atmospheric pressure. The rationale behind the
application of LTPs in these areas relies on making use of the
rich cocktail of reactive nitrogen species, electric fields and
charged particles they produce, to elicit biological responses
in treated soil, seeds or biological tissues, or in using the non-
equilibrium chemical kinetics for energy efficient chemical
conversion. For example, there is potential for using nitrogen
LTPs to increase the rate of seed germination, increase seed-
ling growth, reduce seed contamination and aid nitrogen fixa-
tion in soil [3–6]. Similarly, the same rich cocktail of active
components is under investigation for therapeutic purposes,
such as for chronic wound and cancer treatments [7, 8].

In all applications, understanding the underlying chemical
kinetics that control the production of important reactive spe-
cies is vital, in order to develop optimal plasma compositions
and treatments in each case. Of particular importance is the
link between the chemical kinetics and experimental operat-
ing parameters, such as the applied power or the characteristics
of the voltage waveform driving the plasma. This relationship
needs to be understood to allow tailoring of specific plasma-
produced species.

Nitrogen, as with other diatomic molecules, can exist in
many electronically and vibrationally excited states. In nitro-
gen, the electron impact cross sections for the excitation of
vibrational states from the ground state are large. This means
that low lying vibrationally excited states are significantly pop-
ulated by electron-impact excitation, and their production is a
major energy loss mechanism for electrons [9]. On top of this,
due to the high dissociation energy of the nitrogen molecule,
vibrationally excited states of nitrogen can carry energies of
up to ≈9 eV [10]. These high energies allow vibrationally
excited nitrogen molecules to actively participate in the over-
all plasma chemistry by influencing the densities of molecu-
lar metastables that lie at similar energy levels. For example,

molecular and atomic metastables of N2 (N2(A,B,a ′)) and N
(N(2P,2D)) all lie in a similar energy range (approx. 6–9 eV)
as the upper vibrational levels [10]. It is known that at low
pressures, the degree of vibrational excitation in nitrogen LTPs
can have a strong influence on the chemical kinetics of other
species, both in active discharges and associated afterglows
[9, 11–14]. Therefore, it is important to determine whether
vibrational excitation is similarly influential for the overall
chemistry occurring in atmospheric pressure nitrogen LTPs.

Further, the energies of vibrationally excited nitrogen
molecules can be equal to, or greater than, that of many
organic bonds. Therefore, their potential for directly influen-
cing bio-molecules and biological pathways should also be
considered. For example, carbon–hydrogen (C–H) bonds in
saturated hydrocarbons have a bond energy of ≈400 kJ/mole
(≈4.1 eV) [15], which is exceeded by the energies of nitrogen
vibrational levels of v= 15 and above. In addition, when oxy-
gen is present, vibrationally excited nitrogen can play a sig-
nificant role in the production of nitric oxide (NO). This is an
important species in the fields of biomedicine, as NO can influ-
ence blood pressure regulation, immune responses and wound
healing [16–18], and agriculture, where it can contribute to
nitrogen fixation processes [19]. The production of NO can
occur via the Zel’dovich reaction as follows [5, 20, 21]:

N2(v⩾ 13)+O→ NO+N. (1)

Therefore, elucidation of the vibrational kinetics and densities
of vibrationally excited states in atmospheric pressure nitro-
gen discharges should allow a deeper understanding of how
the production of species, such as NO, can be promoted for
specific applications.

The chemical kinetics in plasma sources produced in
molecular nitrogen have been studied in detail in the literat-
ure under various conditions. Previous work concerning nitro-
gen plasmas can be broadly split into several groups. (a) Low
pressure discharges, where discharge and afterglow chemical
and vibrational kinetics have been interrogated by both exper-
iment and modelling [9, 11, 13, 20–31]. These studies give
insight into many of the basic chemical kinetics occurring in
N2 plasmas. (b) High pressure nitrogen plasmas, where vibra-
tional excitation has been investigated for plasmas produced
by single pulses in modelling studies [32]. These studies are
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particularly interesting from a fundamental plasma physics
perspective, but are not necessarily representative of the full
range of effects that may occur in application-focused plasma
sources that typically operate over longer timescales/multiple
pulses. (c) High pressure, repetitively pulsed, or radiofre-
quency plasmas containing nitrogen (for example, using an
air feed gas, or noble gases with a nitrogen admixture), where
chemical kinetics are investigated, but without the inclusion of
detailed vibrational kinetics [33–43]. (d) Studies over a vari-
ety of pressure ranges that have sought to identify the role of
N2 vibrational excitation in chemical conversion applications,
such as the production of NO or NH3 [44–46].

The research undertaken in low pressure nitrogen LTPs sug-
gests the importance of vibrational excitation in mediating
both powered and non-powered regions of a discharge. Since
atmospheric pressure plasmas operating in molecular gases,
such as nitrogen, are often powered by repetitive pulses, it is
important to consider how vibrational states produced during
one pulse period may influence subsequent pulses, by taking
into account the afterglow between periods of power depos-
ition. In this work, the chemical kinetics occurring in repetit-
ively pulsed nitrogen discharges at atmospheric pressure are
investigated through use of a 0-dimensional plasma chemical-
kinetics model, GlobalKin [33]. Conditions typical of a dielec-
tric barrier discharge (DBD) are modelled, with dimensions
equivalent to the experimental system described in [47, 48].
The power input to the plasma is modelled as repetitive square-
wave pulses, similar to the power inputs commonly used in
experimental DBDs, and is suitable to describe the basic phe-
nomena occurring in application-focused systems.

It is expected that a significant amount of the energy depos-
ited into the discharge will lead to the excitation of vibrational
levels under the conditions studied here. In general, the frac-
tion of energy input into a plasma which is lost into differ-
ent processes varies, depending on the reduced electric field
(E/N) of the plasma. This has been discussed in the context
of chemical conversion applications in a number of works,
for example, [49]. At low values of E/N (<5Td), energy is
mainly deposited into rotational states, and at high values of
E/N (>200Td), energy is increasingly deposited into ionisa-
tion. Between these two extremes, significant energy is depos-
ited into vibrational excitation. In this study, the peak E/N
values at the time when power is applied are in the range of
80–120Td, which falls in the range where strong vibrational
excitation is expected. While this is well known, the longer-
term kinetics of vibrational levels, after their initial formation
by electron impact processes, has not been extensively studied
at atmospheric pressure. This, is the key basis of the present
work, where the effect of energy input on the excitation of
vibrational states, in an atmospheric pressure plasma, is invest-
igated. Specifically, the energy delivery is varied by changing
the peak power and pulse frequency. These variation tech-
niques are chosen as they are experimentally accessible, and
can provide practical guidance to experimental works studying
discharges operating within these commonly used parameter
ranges.

2. Modelling and reaction scheme

2.1. GlobalKin

The plasma chemical-kinetics code, GlobalKin, described in
[33, 50] is used to calculate the time-evolution of species dens-
ities and the electron temperature. Briefly, the model calcu-
lates the solution of coupled mass balance equations for each
species, as shown in (2), taking into account species interac-
tions at the surfaces (first term), and species formation and
consumption due to the gas phase plasma-chemical reactions
(second term)

dni
dt

=
S
V

(

−
Diniγi

γiΛD+
4Di
νth,i

+
∑

j

D jn jγ j f ji

γ jΛD+
4D j

νth, j

)

+ Si . (2)

Here, ni is the number density of species i, Si is the source
term accounting for gas-phase plasma-chemical reactions and
S
V is the surface area to volume ratio of the plasma source. The
surface interactions of different species are determined by cer-
tain properties: their sticking coefficients, γ, which is the prob-
ability of the species being lost to the surface; the diffusion
coefficient, D, dependent on the properties of the species, and
the surrounding gas; the diffusion distance,ΛD; the return frac-
tion, f ji, which is the fraction of species j lost, that returns to
the gas-phase as species i; and the thermal velocity of species
i, νth,i.

The electron temperature is determined by solving the elec-
tron energy conservation equation, where the external power
deposition into the system, Pd, acts as a source term. Elec-
tron energy losses are given by elastic and inelastic collisions,
accounted for by the second and third terms on the right hand
side of (3). Energy is assumed to be entirely deposited in elec-
trons initially, due to the low mobility of ions [33]

d
dt

(3
2
nekBTe

)

= Pd −
∑

i

3
2
neνmi

(2me

Mi

)

kB(Te − Ti)

+
∑

l

neklnl∆ϵl. (3)

Here, ne is the electron number density; Te and Ti are the
electron and heavy particle temperatures, respectively; me and
Mi are the masses of electrons and heavy particles, respect-
ively. νmi is the electron collision frequency, k is the reaction
rate coefficient and∆ϵl is the electron energy change through
inelastic collisions. kB is the Boltzmann constant.

The electron energy distribution function (EEDF) is
determined using the two-term approximation of the
Boltzmann equation, using electron impact cross sections
as input. The consistent set of electron impact cross sections
used are described in the next section. The solver is called
at regular, user-defined time intervals and provides electron
mobilities and electron impact reaction rate coefficients for
use in the mass conservation and electron energy conservation
equations.
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2.2. Plasma-chemical reaction scheme

A plasma-chemical reaction scheme for the simulation of
atmospheric pressure nitrogen discharges has been developed,
with special attention paid to the vibrationally excited states
of the electronic ground state of nitrogen. The reaction scheme
presented here is developed from theworks presented in [9, 21,
24, 51], where reaction schemes for a range of pressures have
been constructed and discussed in detail. Particular emphasis
is placed on the vibrational kinetics, with electron impact
excitation of vibrational levels from ground state nitrogen
molecules included using the cross section data from [10]. As
per [21, 52], vibrational state resolved vibration–vibration (V–
V) and vibration–translation (V–T) reaction rate coefficients
are calculated using a method based on the Schwartz, Slawsky
and Herzfeld (SSH) theory [53–56], which is described in
detail in appendices A and B.

The species included in the reaction scheme are
shown in table 1. Alongside electrons, ground state
molecular nitrogen (N2(X)), electronically excited nitro-
gen (N2(A3Σ+

u ,B
3Πg,B ′3Σ−

u ,W
3∆u,C3Πu,E3Σ+

g ,a
1Πg,

a ′1Σ−

u ,w
1∆u), N(2P,2D)) and nitrogen ions (N+

4 , N
+

2 (X,B)
and N+(3P)) are included. Some of the electronically excited
states of N2 are included as effective lumped states, rather
than individual species. The radiative lifetimes of N2(a) and
N2(w) are ≈10−4 s, and both states undergo decay to produce
the much longer lived N2(a ′) metastable state with a lifetime
of ≈0.5 s [57]. In addition, N2(a) and N2(w) are converted
into N2(a ′) through collisional quenching with N2 with a high
reaction rate coefficient of ≈10−11 cm3 s−1, meaning that
the three states are strongly coupled [21, 24]. Therefore, only
N2(a ′) is included in the reaction scheme, and the cross section
for electron impact excitation of N2(a ′) is the sum of the cross
sections for the individual states. Similarly, N2(B) and N2(W)
are considered as a lumped state as per [9]. Finally, the N2(C)
and N2(E) triplet states are also considered as a single state,
as in [24]. For the starting conditions, N2 has an initial molar
fraction of 1 (MFN2 = 1), while the molar fraction of electrons
is MFe = 10−11. Ions and electronically excited states have
MF values of 10−12

− 10−10. The initial MF of vibrationally
excited states are determined by a Boltzmann distribution at
310K.

Reactions for each species at surfaces are specified for use
in (2). For ground state molecular nitrogen, γN2 = 0, meaning
there is no loss at the walls. For positive ions and electronic-
ally excited species, γ+ = γ∗ = 1, and f+ = f∗ = 1 where the
return species is the neutral, ground state of the species. Elec-
trons are assumed to be lost to the surfaces with γe = 1 and
fe = 0.

Exceptions to these generalisations in this case are the
vibrationally excited states of nitrogen, and atomic nitrogen.
For N2(X,v), γvib = 4.5× 10−4 [58, 59] and fvib = 1, return-
ing as N2(X,v− 1) [21, 42]. For N, a value of γN = 1× 10−4

was chosen to be suitable, with all lost N returning as N2.
While this value is an estimate, it falls within the assumed
range of N wall losses in low pressure discharges of 3× 10−6

and 1× 10−3 [9].

Table 1. Species included in the reaction scheme.

Particle State

N2 X(v= 0− 45),A,(B,W)1,B ′,(C,E)a, (a ′,a,w)a

N 4S,2P,2D
N+

4 X
N+

2 X,B
N+ X
e− —
a Species considered as a single lumped state. The name of the lumped state
is denoted by the species in bold.

Table 2 shows the consistent set of electron impact reac-
tions included in the model, their threshold energies, the ori-
ginal reference for the cross section data, and any notes about
their use in the reaction scheme. All reaction rate coefficients
for the electron impact reactions are calculated as a function
of the electron temperature from the EEDFs calculated by
the solution of the two-term approximation of the Boltzmann
equation.

Table 3 shows all of the heavy particle reactions taken
into account in the reaction scheme. Here, the reactions, their
rate coefficients in cm3 s−1, cm6 s−1 or s−1 (for 2-body reac-
tions, 3-body reactions and radiative processes, respectively),
original reference, and notes about their implementation are
shown.

Heavy particle collisions between vibrationally excited
states (V–V and V–T reactions) have also been included. This
is due to their known importance in low pressure systems
for influencing the nitrogen vibrational distribution function
(VDF), which in turn, influences the EEDF, and overall plasma
chemistry [9]. The role of these reactions will be discussed in
more detail later. The expressions for calculating the reaction
rate coefficients for each of these processes, involving each of
the vibrationally excited states, are shown in the appendices,
and are based on the works of [21, 52, 70]. For V–V reac-
tions (reactions 58) and V–T processes between molecules
(V–Tm, reactions 59), only single quantum transitions are
included. For V–T processes involving atoms (V–Ta, reac-
tions 60), multi-quantum transitions of up to five vibrational
levels are also significant, therefore, they are included, with
the reaction rate coefficient being kept constant for all trans-
itions where v ′ − v⩽ 5 [9, 52, 71].

With increasing pressure, 3-body recombination processes
for N atoms are thought to become more important, therefore,
these reactions are included as per the works of [72, 73].

2.3. Geometry, power input and gas temperature

With the exception of section 3.1, the system modelled in
this work is a repetitively pulsed plasma source, with char-
acteristics similar to a volume DBD, such as that studied in
[47, 48]. Simulations are performed with the diffusion length
and plasma volume specified for a cylindrical plasma-forming
region of 1 cm diameter, with a 1mm discharge gap. These are
typical dimensions for DBD devices.
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Table 2. Electron impact reactions.

No. EThr (eV) Reaction Rate Reference Note

Rotational excitation

1 0.002 e− +N2 → N2(r)+ e− f (E) [61]

Momentum transfer

2 0.0 e− +N2 → N2 + e− f (E) [61]
3 0.0 e− +N2(A)→ N2(A)+ e− f (E) [61] a

4 0.0 e− +N2(a
′)→ N2(a

′)+ e− f (E) [61] a

5 0.0 e− +N→ N+ e− f (E) [62]
6 0.0 e− +N+ → N+ + e− f (E) — b

7 0.0 e− +N+

2 → N+

2 + e− f (E) — b

8 0.0 e− +N+

4 → N+

4 + e− f (E) — b

Excitation

9 6.17 e− +N2(X)⇌ N2(A)+ e− f (E) [61] c

10 8.40 e− +N2(X)⇌ N2(a
′,a,w)+ e− f (E) [57, 63] c,d

11 7.35 e− +N2(X)⇌ N2(B,W)+ e− f (E) [63, 64] c,d

12 8.16 e− +N2(X)⇌ N2(B
′)+ e− f (E) [63, 64] c

13 11.1 e− +N2(X)⇌ N2(C,E)+ e− f (E) [61] c,e

14 0.288–9.163 e− +N2(X,v= 0)⇌ N2(X,v> 0)+ e− f (E) [10] c

15 2.38 e− +N(4S)⇌ N(2D)+ e− f (E) [65] c

16 3.57 e− +N(4S)⇌ N(2P)+ e− f (E) [65] c

Ionisation

17 15.5 e− +N2 → N+

2 + e− + e− f (E) [61]
18 9.33 e− +N2(A)→ N+

2 + e− + e− f (E) [66]
19 8.8 e− +N2(a

′)→ N+

2 + e− + e− f (E) [67]
20 14.55 e− +N→ N+ + e− + e− f (E) [68] e

Dissociation

21 9.76 e− +N2 → N+N+ e− f (E) [61]
22 24.3 e− +N2 → N+ +N+ e− + e− f (E) [61]

(Dissociative) Electron-ion recombination

23 0.0001 e− +N+ → N f (E) [69]
24 0.001 e− +N+

2 → N+N f (E) [60]
25 0.001 e− +N+

4 → N2 +N2 f (E) [60] f

a Cross section assumed to be the same as for the ground state.
b Calculated using the Coulomb Logarithm.
c Cross section for reverse process determined by the principle of detailed balance.
d Cross section for formation of the lumped state calculated as the sum of the cross sections for the individual states.
e Normalised Gryzinski approximation used for the cross section below 25 eV.
f Cross section for electron recombination with N+

2 is used with absolute value scaled based on the difference in rate
coefficients specified in [60].

In this work, the energy is delivered to the plasma by means
of square pulses, with a rise and fall time each of 100 ns, and
a pulse width of 10µs in all cases. Using this shape, the peak
power and the pulse frequency can be varied to determine the
effects of altering the average power/energy input on react-
ive species densities. The pulse repetition frequency is var-
ied from 0.5–10 kHz, and the peak pulse power is varied from
23–450W. The shape of the pulse is shown in figure 1 for a
variety of pulse powers (the full off-time between pulses is
not shown).

In [47], a DBD with the same geometry as that mod-
elled here is powered by damped sine wave voltage pulses,

which deliver approximately 0.45mJ of energy in the first
two sine waves of the pulse (the only waves where current
peaks appear). Therefore, this energy was taken to be the base
case for this study. The base case is, therefore, a pulse of
45W peak power, at 1 kHz frequency. By changing the pulse
power or the frequency between 1

2× and 10× the base case,
the energy delivered over a period of 1ms is varied between
0.23mJ and 4.5mJ. This equates to an average plasma power
of 0.23–4.5W.

At this point, it is worth noting that DBDs operated in
nitrogen, such as those considered in [47, 48], are typically
filamentary in nature, and are not necessarily, quantitatively,

5
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Table 3. Heavy particle reactions.

No. Reaction Rate (cm3s−1/cm6s−1/s−1) Reference Note

Ion chemistry

26 N2(A)+N2(a
′)→ N+

4 + e− k= 1× 10−11 [25]
27 N2(a

′)+N2(a
′)→ N+

4 + e− k= 5× 10−11 [25]
28 N(2D)+N(2P)→ N+

2 + e− k= 1× 10−13 [74]
29 N+

2 +N2 +N2 → N+

4 +N2 k= 6.8× 10−29 [75]
30 N2(12⩽ v⩽ 17)+N+

2 → N+

2 (B)+N2(v− 12) k= 1× 10−11 [28]

Quenching by N2 and N

31 N(2D)+N2 → N+N2 k= 1× 10−13exp(−510/T) [76]
32 N(2P)+N→ N+N k= 6.2× 10−13 [77, 78]
33 N(2P)+N2 → N+N2 k= 3× 10−17 [79, 80]
34 N2(A)+N2 → N2 +N2 k= 2× 10−18 [81]
35 N2(B)+N2 → N2(A)+N2 k= 2.85× 10−11 [25, 82]
36 N2(B)+N2 → N2 +N2 k= 1.5× 10−12 [25, 82]
37 N2(C)+N2 → N2(a

′)+N2 k= 1.32× 10−11 [83]
38 N2(a

′)+N2 → N2(B)+N2 k= 1.9× 10−13 [84] a

Radiative decay

39 N2(B)→ N2(A)+ hv k= 1.62× 105 s−1 [85]
40 N2(C)→ N2(B)+ hv k= 2.74× 107 s−1 [85]
41 N2(B

′)→ N2(X)+ hv k= 2.56× 104 [85]
42 N+

2 (B)→ N+

2 (X)+ hv k= 1.6× 107 s−1 [85]

Dissociation

43 2N2(14⩽ v⩽ 25)→ N2 +N+N k= 3.5× 10−15 [11] b

44 N2(A)+N2(14⩽ v⩽ 19)→ N2 +N+N k= 1.8× 10−11exp(−1765/T) [11, 24]
45 N2(43⩽ v⩽ 45)+N2 → N2 +N+N k= 8.4× 10−17 — c

Energy Pooling

46 N2(A)+N2(A)→ N2(B)+N2(v= 8) k= 7.7× 10−11 [86]
47 N2(A)+N2(A)→ N2(C)+N2(v= 2) k= 1.5× 10−10 [87]
48 N2(A)+N2(5< v< 14)→ N2(B)+N2 k= 2× 10−11 [25]
49 N2(A)+N→ N2(v= 8,9)+N(2P) k= 1.5× 10−11 [24, 78]
50 N2(A)+N→ N2(7⩽ v⩽ 13)+N(2D) k= 2.5× 10−11 [24, 78]
51 N+N2(40⩽ v⩽ 45)→ N(2D)+N2(A) k= 10−11 − 10−14 [13] d

52 N+N2(39⩽ v⩽ 45)→ N+N2(a
′) k= 10−11 − 10−14 [13] d

3-body recombination

53 N+N+N2 → N2 +N2 k= 8.3× 10−34exp(500/T) [72, 73] e

54 N+N+N2 → N2(A)+N2 k= 1.7× 10−33 [72, 73] e

55 N+N+N→ N2(A)+N k= 1.4× 10−32 [72, 73] e

56 N+N+N2 → N2(B)+N2 k= 2.4× 10−33 [72, 73] e

57 N+N+N→ N2(B)+N k= 1.4× 10−32 [72, 73] e

Vibrational Kinetics

58 N2(v)+N2(w− 1)⇌ N2(v− 1)+N2(w) See appendix A [21] f

59 N2(v)+N2 ⇌ N2(v− 1)+N2 See appendix B [52] f

60 N2(v)+N⇌ N2(v
′)+N where v ′ − v⩽ 5 See appendix C [9, 21] f

a N2(a ′) data assumed.
b Only exothermic reactions are included.
c Rate coefficient estimated from the reverse V–Tm process for v= 45.
d Rate coefficient varied in this study, see text for more details.
e The total reaction rate coefficient for reactions 53–57 in an atmospheric pressure plasma was measured in [72] and found to have a value of
7.77± 1.04× 10−33 cm6 s−1. This reaction rate coefficient can then be split between the constituent reactions, as found in [73], where N recombines to
produce N2, N2(A) and N2(B).
f Rate coefficients calculated at 300K.
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Figure 1. Pulse characteristics used in this modelling study, for a
variety of peak pulse powers. The rise and fall times are 100 ns
each, and the pulse width is 10µs. The full off-time is not shown on
this figure, and will vary with frequency.

well represented in 0-dimensional models. Therefore, to make
detailed comparisons with a specific experimental system it
is generally necessary to carefully match the model to the
system using different adaptations of the basic global model
framework, as has been done for DBD systems in [88–90], for
example. In this work, the aim is not necessarily to provide
a quantitative description of the kinetics occurring in these
filamentary systems. Rather, the focus is to demonstrate the
basic scaling of the longer-term chemical kinetics, in particu-
lar, those related to the vibrational levels, with the total energy
deposited into the system, independently of the temporal or
spatial distribution of this energy deposition.

Throughout this work, a fixed gas temperature of 310K is
used for all simulations. This can also be viewed as a limita-
tion of the current approach. As the power input or frequency
is increased, it is expected that the gas temperature would rise
in experimental systems. This would lead to changes in reac-
tion rate coefficients for V–V, V–T and other heavy particle
reactions. The inclusion of variable or calculated gas temper-
atures for higher energy inputs, would be likely to quantitat-
ively affect some of the results presented in this work, such
as the timing of switching behaviour discussed in the next
sections. This should be kept in mind for future experimental
comparisons.

2.4. Pathways analysis

To assess the contribution of different reaction pathways to
species production and consumption, the absolute reaction
rates of the different reactions can be compared. The absolute
reaction rate, Rj is defined as:

R j(t) = n ja× n jb× k j. (4)

Where R j(t) is the absolute rate of reaction j at time t, nja
and njb are the densities of the reactants in reaction j (assuming

a 2-body reaction), and kj is the reaction rate coefficient for
reaction j.

For this work, unless otherwise stated in the text, reactions
with an absolute rate less than 1× 1010 cm−3 s−1 are ignored
in the analysis.

3. Results

3.1. Experimental validation

As an initial validation of the reaction scheme developed in
this work, and its application to repetitively pulsed plasma
systems, simulations have been carried out for the conditions
studied by Jans et al [91]. Here, the authors measured the dens-
ities of N2(A) in a flowing DBD operated in nitrogen at a pres-
sure of 250 Torr. For the power input in the simulations, the
‘Simulation Power’ profile given in figure 2(a) of [91] was
used. This peak power deposition is much higher (MW), and
the duration of the power deposition is much shorter (ns), than
that considered in the following sections of this work. Despite
these differences, the choice to compare with the results of
[91] was motivated by the high quality and time resolution of
the measurements, and the lack of such measurements under
the conditions studied in the following sections.

Figure 2 shows the comparison between the published con-
centrations of N2(A), and those simulated using the reac-
tion scheme developed in this work. In [91], the densities of
N2(A,v= 0,1,2,4,5) are all measured separately. Since these
states are not included individually in our reaction scheme,
we have added together the densities of each vibrational level
measured in [91] and compare this summed density to the
effective N2(A) from the simulations of this work. Here, it can
be seen that the simulated densities of N2(A) are approxim-
ately a factor of 2 higher than the measured densities. The rel-
ative variation in the densities, from maximum to minimum,
is similar when comparing experiment and simulation. Over-
all, this can be viewed as a reasonable agreement, in particular
given the lack of a detailed description of the vibrational kin-
etics of N2(A) in our reaction scheme. It is also notable that
the model used in [91] yields better quantitative agreement
with the measured N2(A) densities. Though the reasons for
this discrepancy have not been studied in detail, differences in
the reaction scheme are likely to be an important factor.

3.2. Simulation base case

In line with conditions typical of a DBD, the base case for this
study is a square-wave pulse of 45W peak power, repeated at
1 kHz frequency, delivering 0.45mJ of energy in each pulse
cycle (1ms). The gas temperature is set at 310K in all simu-
lations. Figure 3 shows the time-evolution of the densities of
a number of charged and neutral species under the base case
conditions. Aside from atomic nitrogen, it can be seen that the
densities of all species increase rapidly during the power on-
time. They then decay rapidly during the power off-time due to
an excess of recombination or quenching reactions occurring
during the off-time. The maximum densities and decay rates
vary between the species, but the trends remain consistent. In
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Figure 2. Comparison between measured and simulated N2(A)
densities in a flowing pure nitrogen discharge at 250 Torr.
Measurements have been reproduced with kind permission of the
authors of [91].

contrast, atomic nitrogen densities increase during the power
on-time, but remain relatively constant during the off-time
between pulses.

The electron density in this base case fluctuates with the
pulse. Once the simulation has reached equilibrium (after
≈15ms), the average electron density over a whole pulse
period is≈1× 1010 cm−3. The equivalent experimental source
investigated in [47] gives an average electron density of ≈3×
109 cm−3 (this work is approximately equivalent to the 18 kV
pure nitrogen case in [47]). The factor of ≈3 between these
two values can be considered a reasonable agreement, given
the difference in pulse shapes, and intrinsic errors in measur-
ing plasma power in the experimental setup, which is an input
to the simulation.

During the power on-time, electrons and N+

2 are formed
mainly by electron impact ionisation (reaction 17). Due to the
high pressure conditions, N+

2 is rapidly converted into N+

4 via
the three body ion-molecule association reaction:

rxn 29: N+

2 +N2 +N2 → N+

4 +N2.

This reaction serves to keep the density of N+

2 low at all times,
and the dominant ion is N+

4 . During the power off-time fol-
lowing each pulse, the electron-ion recombination reactions
between electrons and N+

2 /N
+

4 (reactions 24/25) lead to a
decrease in the densities of all three species.

While other species decrease during the power off-time, for
ground state N atoms, production occurs in both the power
on- and power off-times. The increase in N density during
the pulse is mainly due to electron impact dissociation of N2

(reaction 21). However, during the off-time, destruction pro-
cesses of electronically excited atomic nitrogen (N(2P) and
N(2D)) atoms act as a production mechanism for ground state
N. Of particular importance is the quenching of N(2P) and
N(2D) by N2, which results in the production of N and N2

(reactions 31 and 33). This reaction has a consistently high
absolute rate during the power off-time, and allows the N

Figure 3. Densities of charged species (a), molecular metastables
(b), and atomic species (c) in the base case simulation. The base
case is defined as having a pulse repetition frequency of 1 kHz, a
peak pulse power of 45W, and a pulse width of 10µs.

density to remain high, and even increase, due to the long life-
time of N(2P) seen in figure 3. The main destruction mechan-
isms for N are:
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rxn 49: N2(A)+N→ N2(v= 8,9)+N(2P)

rxn 50: N2(A)+N→ N2(7⩽ v⩽ 13)+N(2D).

These serve to produce N(2D) and N(2P), which can then
be recycled to produce N. Due to the low fractional density of
N atoms, 3-body recombination reactions (reactions 53–57)
have a consistently low absolute rate, and have only a small
contribution to the destruction of N. Since the absolute rate of
the N consuming reactions is consistently low, the result is a
long lifetime for N, something which has also been observed
experimentally by Es-Sebbar et al [92].

3.3. Power variation

By changing the peak pulse power, the energy input to the
plasma can be varied. Here, a peak pulse power variation was
performed to determine the effects on the kinetics and dens-
ities of different species. For this, species are split into vibra-
tionally excited states, and non-vibrationally excited species,
which are considered separately initially. The broader effects
of the vibrationally excited states are then investigated and
discussed.

3.3.1. Vibrationally excited states. Figure 4 shows
the time evolution of the densities of N2(v=
5,10,15,20,25,30,35,40,45) over the full simulation time of
0.1 s (sufficient for densities to reach a periodic steady state).
For all of the species shown up to, and including N2(v= 35),
the densities increase over time, with higher equilibrium dens-
ities being achieved at higher peak powers. However, for the
highest vibrationally excited states shown (N2(v= 40,45)),
only peak pulse powers greater than 45W result in a strong
increase in density between the start and end of the simulation
time, meaning that these states are only significantly populated
in higher peak power cases.

However, while this general trend is observed, there are
more subtle differences between the kinetics of the differ-
ent vibrationally excited states as well. The species shown
in figure 4 can be split into three groups of low, medium
and high level vibrationally excited states, and for each of
these groups, different kinetics are observed. For low level
vibrational states (v<≈ 20, top row), the densities increase
throughout the simulation time, until they reach a power-
dependent pulsed steady-state density. However, the densities
throughout the simulation are strongly influenced by the power
input occurring every 1ms. This is shown by the large fluctu-
ations in their densities and is particularly noticeable for the
lower power cases (≈45–90W).

Moving to the medium level vibrationally excited states
(≈20⩽ v⩽ 30, middle row), the kinetics start to change. For
these states, initially, densities show small fluctuations that
coincide with the power pulses. However, as time progresses,
the densities start to increase significantly in a smooth and
consistent manner. The densities still fluctuate in time with
the power pulse, however, the extent of the fluctuation relat-
ive to the much larger density means that it is masked by the

log scale, and is less important than at earlier time points. The
rate of these increases (the gradients of the lines) are power
dependent, with high powers showing faster density increases.
For each of the power cases greater than 90W, the densities
reach a plateau value.

For the highest level vibrationally excited states (≈v> 35),
the kinetics are split between the low power cases (45W) and
the higher power cases (⩾90W). For the low power cases,
the kinetics are similar to those seen in the low level vibra-
tionally excited states—the densities fluctuate with the power
pulses. However, unlike the low level states, the densities of
these high level vibrationally excited states in low power cases
remain very low throughout the simulation time (maximum
density ≪1× 107 cm−3). When comparing the trends of the
high level vibrationally excited state densities with increasing
power, there is a distinctive switch in kinetics for peak powers
⩾90W. Initially these species show fluctuations in density,
remaining at similar densities to the lower powers. However,
at a certain time point, their kinetics change significantly, with
a rapid increase in density occurring, followed by an equilib-
rium density that is many orders of magnitude greater than
the starting density. From the point that the density starts to
increase rapidly, the dependence on the power input during the
pulse on-time is reduced. This equilibrium density differs for
each vibrationally excited state, but is largely consistent for
all power cases above 90W, particularly for N2(v= 35) and
N2(v= 40). This suggests that the species densities approach
a saturation point, and that increasing the power further has a
less significant effect on their densities. This gives an interest-
ing insight into the way of potentially producing vibrationally
excited states in the most energy efficient way. For example,
figure 4 shows that for the 225W and 450W peak pulse power
cases, a plateau density for v= 20− 40 of ≈1015 cm−3 is
reached just 20ms after the start of the simulation. There-
fore, there may be opportunities to optimise the energy effi-
ciency of vibrationally excited state production by alternating
periods of pulsing with periods where no power is applied.
Ideally, the pulsed time would be long enough that the plat-
eau could be reached (here≈20ms), and the peak pulse power
would need to be sufficient for the maximum plateau to be
reached.

3.3.2. Vibrationally excited state production mechanisms.
The switch from pulse-dependence to pulse-independence
seen in the high vibrational states suggests that there is a
change in how these species are being produced at a certain
time point in the simulation. Further to this, the mechanism
that allows the switch in kinetics to occur is power dependent,
and does not happen in the lowest power cases.

For each of the vibrationally excited states shown in
figure 4, there appears to be a plateau density that is reached by
the 225W and 450W cases, and in some cases the 90W case.
However, for the 45W base case, this plateau is never reached,
and the densities in this low power case are often orders of
magnitude lower than the densities in the higher power cases.
This is shown in more detail in figure 5(a), where the average
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Figure 4. The time evolution of the densities of N2(v= 5,10,15,20,25,30,35,40,45) as a function of peak pulse power. For each panel,
the base case (45W) is the blue line showing the lowest densities, with progressively higher densities observed at 90W, 225W and 450W,
respectively. For all cases, the pulse repetition frequency remains at 1 kHz and the pulse width at 10µs. The vertical dashed black lines at
90ms and 96ms signify the time period for obtaining the average species densities shown in figures 5, 7 and 9.

equilibrium density of N2(v= 10,20,30,40), over the time
region indicated by the vertical dashed black lines in figure 4,
is shown as a function of peak pulse power. There is a striking
increase in density between the 45W and 90Wpower cases, of
≈3–10 orders of magnitude, for N2(v= 10) and N2(v= 40),
respectively. However, above this peak pulse power range,
there is no further increase in species density, thereby reit-
erating the notion of a plateau density of vibrational states.
In figure 5(b), average VDFs (averaged between 90–96ms)
are plotted for the 50W and 405W peak pulse power cases
(corresponding to the vertical dash-dot lines in figure 5(a)).
Here, the high power VDF appears to be significantly pop-
ulated, right up to ≈v= 40, and there is a plateau region at
≈10< v< 37. A similar plateau feature is also seen in [93].
However, in the low power case, the VDF is far less populated,
and no plateau region exists.

To explain the change in behaviour between the low,
medium and high level vibrationally excited states shown in
figure 4, and the vast increase in vibrationally excited state
density between 45W and 90W shown in figure 5, the pro-
duction mechanisms of the vibrationally excited states are
considered.

The densities of vibrationally excited states are largely
influenced by two groups of reactions:

(a) Electron impact processes (elastic and superelastic)

rxn 14: e− +N2(v= 0)⇌ N2(v> 0)+ e−

(b) Vibrational energy transfer processes:

• Vibration-vibration (V–V) reactions:

rxn 58: N2(v)+N2(w− 1)⇌ N2(v− 1)+N2(w)

• Molecular vibration–translation (V–Tm) reactions:

rxn 59: N2(v)+N2 ⇌ N2(v− 1)+N2

• Atomic vibration–translation (V–Ta) reactions:

rxn 60: N2(v)+N⇌ N2(v
′)+N where v− v′ ⩽ 5.

To compare the influence of these different mechanisms
over time, the production of different vibrationally excited
states through electron impact and vibrational energy trans-
fer processes are shown in figure 6, using a peak power of
225W as a representative case. In figure 6, the solid blue line
shows the absolute electron impact excitation rates for each
of N2(v= 10,20,30,40) as a function of time throughout the
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Figure 5. Average densities of vibrationally excited states. (a) Shows the equilibrium densities of N2(v= 10,20,30,40) as a function of
peak pulse power. The densities were calculated by averaging over the time period 90–96ms, as shown by the vertical dashed black lines in
figure 4. (b) Shows the average VDFs over the same 90–96ms period, in the 50W and 405W cases (corresponding to the vertical dash-dot
lines in (a)). The frequency and pulse width were constant at 1 kHz and 10µs, respectively.

simulation. Generally, these reactions show a regularly fluc-
tuating rate, with a peak occurring during the power on-time
when the electron density is high, followed by a fast decay
when the electron density decreases.

The orange dashed line in figure 6 shows the sum of all
vibrational energy transfer processes (V–V, V–Tm and V–Ta)
contributing to the production of that particular vibrationally
excited state. In contrast to the electron impact excitation reac-
tions, these processes have a very different temporal profile.
The sum of the absolute reaction rates for these vibrational
energy transfer processes initially fluctuates coherently with
the power input. However, at a certain time point, the rates for
these processes increase smoothly over time, and lose their
direct dependence on individual power pulses. At this point,
the vibrational energy transfer reaction rates rise rapidly and
overtake the maximum electron impact excitation rates during
the power on-time of the pulse. When the vibrational energy
transfer reactions overtake the electron impact reactions, the
production of vibrationally excited states can be described as
changing from being electron-mediated to being vibrational
energy transfer-mediated. It is important to note, that the same
conclusion is reached when a similar analysis is performed
where the net vibrational state production is compared to elec-
tron impact production (rather than only the vibrational pro-
duction mechanisms, data not shown).

As shown in figure 6, the time point for the switch is
dependent on the specific vibrationally excited state. It is also
dependent on the value of the peak power, with higher power
cases switching earlier than lower ones (data not shown).

3.3.3. Non-vibrationally excited species. Varying the peak
pulse power also affects other species in the plasma, besides
the vibrationally excited states. Figure 7, shows the average
densities of electrons, N, N2(A), and N2(a ′), between 90–
96ms, as a function of the peak pulse power. This figure

shows that the average equilibrium densities of each of these
species rises with increasing peak power. However, in com-
parison to figure 5 where vibrationally excited states were
discussed, non-vibrationally excited species do not show a
large jump in density between the 45W and 90W peak power
cases.

Themechanisms by which the increased peak power results
in an increased average density of N, electrons and metastable
states will be discussed in later sections.

From experimental data available in the literature, the over-
all densities of N seen in this present study are reasonable. As
mentioned above in section 3.2, experimental data available
in [92] suggest that the maximum density for N in the energy
deposition range of the present simulations is 3× 1014 cm−3.
This is broadly consistent with the range of densities predicted
by the simulations in this work. However, given the differences
between the experimental setup used in that work, and that
simulated here, we do not attempt a rigorous comparison. The
order of magnitude of the presented N densities also agrees
with other atmospheric pressure nitrogen discharge N densit-
ies, such as those presented in [94].

3.4. Pulse repetition frequency variation

A common mechanism of controlling the energy input to
pulsed plasmas is to vary the pulse repetition frequency.
Similar to the investigation into the effects of varying the
peak pulse power, here, a pulse repetition frequency variation
has been performed to determine the effects on vibrationally
excited states, electrons, atomic nitrogen and the longer-lived
metastable states, N2(A) and N2(a ′).

3.4.1. Vibrationally excited states. Figure 8 shows the dens-
ities of N2(v= 5,10,15,20,25,30,35,40,45) as a function of
time, for four different pulse repetition frequencies, 1 kHz,
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Figure 6. Comparison of the production of N2(v= 10) (a), N2(v= 20) (b), N2(v= 30) (c), and N2(v= 40) (d) via electron impact
processes and vibrational energy transfer processes. ‘Sum of Vibrational Processes’ represents the total reaction rate for all V–V, V–Ta and
V–Tm processes which result in the formation of the state in question. Data is from the 225W peak pulse power case, with a pulse repetition
frequency of 1 kHz and a pulse width of 10µs.

2 kHz, 5 kHz and 10 kHz. The 1 kHz case is the base case, the
same as the 45W peak pulse power case in figure 4.

When varying the pulse repetition frequency, the trends
seen in the different vibrationally excited states are largely
consistent with those seen in figure 4 when the peak pulse
power is varied. As with the peak power variation:

• There is an overall increase in density over time, for all fre-
quencies and vibrationally excited states up to, and including
N2(v= 35).

• The low vibrational levels (≈N2(5⩽ v⩽ 15)) show large
fluctuations in density, increasing during the power on-time
and decreasing during the power off-time. The medium
vibrational levels (≈N2(20⩽ v⩽ 30)) show some initial
fluctuations in the early stages of the simulation, after which
their densities rise more quickly, with less dependence on
the power on- and off-times, shown by the fluctuations

becoming smaller (relative to the overall density). Finally,
the higher vibrational levels (≈N2(v⩾ 35)) show differ-
ing kinetics depending on the pulse repetition frequency.
Pulse repetition frequencies higher than the 1 kHz base case
show initial species fluctuations (similar to the low vibra-
tional levels), after which the densities rise quickly, and lose
dependence on the power on- and off-times. The high vibra-
tional levels are never strongly populated for the base case.

• The species reach similar plateau densities in the 2 kHz,
5 kHz and 10 kHz cases, though the plateau reached in the
2 kHz case is lower than for the higher frequency cases.

• There is potential for achieving the most energy efficient
conditions for production of high energy vibrational states
(≈v⩾ 20) by alternating periods of pulsing and periods
where no power is applied. In both the 10 kHz and 5 kHz
cases, the maximum species density is reached by 20ms into
the simulation. Beyond this, there is no further increase in
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Figure 7. Average densities of electrons, N, N2(A) and N2(a
′)

during the equilibrium phase of the simulation, as a function of peak
pulse power. The average density is calculated over the period
90–96ms denoted by the vertical black lines in figure 4. The
frequency and pulse width were constant at 1 kHz and 10µs,
respectively.

density. However, for the pulsed pulsing situation to achieve
the intended results, the pulse frequency must be sufficient
to reach the maximum plateau density (5–10 kHz here) and
the pulsed period must be sufficient to allow the plateau to
be reached (≈20ms here).

3.4.2. Comparison of frequency and power variation. While
the kinetics are largely very similar between the power and fre-
quency variation, there are some subtle differences between
the two cases. These relate to the difference in the peak power
input during each pulse. This can be seen by comparing equi-
valent pairs of simulations when the total energy input to the
plasma over a given time frame, or the average power depos-
ition, is the same but delivered either through a higher peak
pulse power, or a higher pulse frequency, as shown in table 4.
For the higher peak pulse power cases (as in the power vari-
ation), the higher power results in higher peak electron densit-
ies during the pulse, in comparison to the frequency variation,
where the peak pulse powers are lower, and the peak electron
densities are lower. This means that the short-term kinetics
(changes in single pulses) vary between the power and fre-
quency variation cases. However, for the frequency variation,
the lower peak electron density is counteracted by the higher
pulse frequency and resultant shorter off-time, compared to
the power variation data. While over longer timescales, this
has little effect (the plateau density appears to be unaffected),
it does result in the densities of some species in the high fre-
quency case lagging behind the high power case slightly. An
example of this is shown in figure 9(a), where the densities of
N2(v= 40) are shown in equivalent high power or high fre-
quency cases. In both cases, 2.25mJ of energy are delivered
every 1ms. Here, from about 10ms, the N2(v= 40) density
rises rapidly in the high power cases, while there is a short

time lag (<1ms) before the density in the high frequency case
follows. This is likely due to the fact that an energy threshold
required for the rapid density increase is met at the start of a
1ms period for the high power case, whereas this threshold is
reached later in the higher frequency case where more pulses
in the 1ms period are required. There are also more subtle
differences between the different cases, which come about
through the different electron energies achieved during the
pulses. For example, at the 10ms point, the electron-impact
reaction rate coefficient for e−+N2 → N2(v= 40)+ e− is
7.4× 10−19 cm3 s−1 in the 225W, 1 kHz case, while for the
45W, 5 kHz case, the same coefficient is 2.5× 10−19 cm3 s−1.
However, these effects are minimal, compared to the effects
of the different temporal energy depositions between the fre-
quency and power variations.

Despite the differences depicted in figure 9(a), within this
range of frequency and power parameters that are typical
for DBDs of this type, the final densities of plasma species
are largely the same when energy deposition is kept con-
stant. To show the similarities between species densities in
the frequency and power variation simulations, figure 9(b)
gives the densities of N and N2(v= 40) averaged over the
90–96ms time range in each case. Data is shown as a func-
tion of energy deposition per 1ms. This figure shows that
for both the representative vibrationally excited state (N2(v=
40)) and non-vibrationally excited state (N), when the energy
input is consistent, the densities are almost identical, irrelev-
ant of the peak pulse power or frequency. Other vibrationally
excited and non-vibrationally excited species show the same
agreement between the two parameter variations, but are not
shown here. Overall, this indicates that it is energy depos-
ition, or average power, that are the most important factors for
determining the species densities, rather than the ‘shape’ of
the power input, at least in the parameter ranges investigated
here. A similar conclusion was reported for the density of N
in [92].

3.5. Role of V–V reactions

Vibrational energy exchange reactions can lead to either an
increase, or decrease in vibrational level. Earlier, it was
demonstrated that vibrational energy exchange processes
become the primary source of higher vibrationally excited
states after a certain period of time has passed. Here, the role
of V–V reactions will be discussed in more detail.

In general, V–V reactions provide a mechanism for one
vibrationally excited state to climb the vibrational ladder
through collisions with another vibrationally excited state.
The absolute reaction rate of a V–V process depends on the
densities of the two collision partners, and the reaction rate
coefficient for the process (kw−1,w

v,v−1 ). The latter is strongly
dependent on the vibrational number of the two vibrationally
excited states undergoing the collision.

As an example, consider the up-pumping processes for
N2(w= 36) as follows:

N2(w− 1= 35)+N2(v)⇌ N2(w= 36)+N2(v− 1). (5)
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Figure 8. The time evolution of the densities of N2(v= 5,10,15,20,25,30,35,40,45) as a function of pulse repetition frequency. For each
panel, the base case (1 kHz) is indicated by the blue line, showing the lowest densities. The other lines are for the 2 kHz, 5 kHz and 10 kHz
cases, which show increasing concentrations with increasing frequency. For all cases, the peak pulse power is 45W and the pulse width is
10µs. The vertical dashed black lines signify the time range for averaging the species densities used in figure 9.

Table 4. Total energy deposition over a time period of 0.001 s, and average power deposition, for different peak power and pulse frequency
combinations used in the variations.

Power variation Frequency variation

Energy Average power Peak power (Frequency) Frequency (Peak power)

0.45mJ 0.45W 45W (1 kHz) 1 kHz (45W)
0.90mJ 0.90W 90W (1 kHz) 2 kHz (45W)
2.25mJ 2.25W 225W (1 kHz) 5 kHz (45W)
4.50mJ 4.50W 450W (1 kHz) 10 kHz (45W)

The forward and reverse reaction rate coefficients at 300K
for (5) are shown in figure 10(a), where it can be seen that the
rate coefficient varies by many orders of magnitude, depend-
ing on the value of v. There are three features of particular
importance considering the rates: (a) the forward reaction is
favoured over the reverse when w> v, i.e. when the forward
reaction is exothermic to a significant degree; (b) when v≈w,
within one or two vibrational levels, then rate coefficients for
forward and reverse processes are approximately equal; (c)
when w< v, the reverse reaction is exothermic and is favoured
over the forward.

The absolute reaction rate for the reaction given by (5)
will depend on the densities of N2(v) and k35,36v,v−1. This
means that for N2(w= 35→ 36), the dominant reaction

will be the one where the product of [N2(v)] and k35,36v,v−1
is greatest, achieved either by a large density of N2(v),
a high k35,36v,v−1, or both. To illustrate this, and the up-
pumping effects seen in the simulated vibrational states,
contour plots showing the relative contribution of differ-
ent vibrational levels (values of v) to (5) are shown in
figure 10(b).

In figure 10(b), it can be observed that during the initial
stages of the simulation, the production of N2(w= 36) from
N2(w= 35) is mainly due to the low vibrational states (N2(v=
1,2,3 . . .)). This is the stage where [N2(v)] is high, resulting
in a high [N2(v)] and k

35,36
v,v−1 product. However, as time pro-

gresses, it can be seen how higher values of v become more
important for the production of N2(w= 36) fromN2(w= 35).
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Figure 9. The effects of varying peak pulse power or pulse repetition frequency to deliver a specific energy to the plasma. (a) shows the
temporal evolution of N2(v= 40) in the high power or high frequency cases. (b) shows the average densities of N and N2(v= 40) as a
function of energy deposition, achieved by altering the peak pulse power (- - - -, indicated by ‘Peak Power’ in legend) or the repetition
frequency (——–, indicated by ‘Frequency’ in legend). The average densities were calculated over the 90–96ms period, indicated by the
vertical dashed lines in figures 4 and 8.

Figure 10. Production of N2(w= 36) by vibration–vibration (V)–(V) reactions. (a) Shows the forward and reverse V–V reaction rate
coefficients for the reaction N2(v)+N2(35)→N2(v− 1)+N2(36) at 300K. (b) Shows the relative contribution of N2(v) (contributing
vibrational state, y axis) to the production of N2(w= 36), as a function of simulation time. Data shown is from the 225W peak pulse power
case, with a repetition frequency of 1 kHz and a pulse width of 10µs. Values shown are log10 of the fractional contribution of N2(v) to the
production of N2(w= 36) from N2(35). The reaction N2(36)+N2(35)⇌ N2(35)+N2(36) is omitted (v=w, blank area in plot), as this
does not result in a net gain of N2(w= 36).

Between 7ms and ≈14ms, N2(v= 15− 34) are the most
important reaction partners for N2(w= 35). Since v<w, this
is indicative of a classical vibrational up-pumping process,
where the anharmonicity of the vibrational energy levels res-
ults in ladder climbing of the vibrational states. After≈15ms,
the up-pumping pattern is still seen (there is more contribu-
tion from v< 35 than v> 36), however, there is also a sig-
nificant production from states of v> 36. This is because, as
time progresses, the densities of the higher vibrational states
increase. Therefore, the reverse processes with lower reaction

rate coefficients (k35,36v,v−1 > k36,35v−1,v) can happen more signific-
antly as the density of N2(v) is sufficient to offset the lower
rate coefficient.

Using this type of analysis, it is possible to indicate where
this classical V–V up-pumping becomes vital for the vibra-
tional kinetics seen in figures 4 and 8. In figure 11, the contri-
butions of N2(v) to the processes of N2(w− 1→ w, wherew=
16,26,45), are shown. For w= 16 and w= 26 it can be seen
that the low vibrational states are still extremely important.
Forw= 16, this importance persists throughout the simulation
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Figure 11. Relative contribution of N2(v) (contributing vibrational
state, y axis) to the production of N2(w), as a function of simulation
time. Data from the 225W peak pulse power case is shown for
w= 16 (a), w= 26 (b) and w= 45 (c). Reactions N2(v)+N2(w− 1)
where w= v are omitted (blank area in plot) as these reactions do
not result in a net increase of N2(w) from N2(v). The pulse
repetition is 1 kHz and the pulse width is 10µs.

time, however, forw= 26, it drops after the first 15ms. In both
cases, at about 15ms, extra values for v become important
for the reaction. Interestingly, the new dominant values of
v are those that are close to the value of w. This is most
clearly seen in the case of w= 25, where there is a distinct-
ive region of importance of v≈ 20− 28. This is because when
v≈w the value of kw−1,w

v,v−1 reaches its maximum value. How-
ever, these are not the initial dominant processes for produc-
tion of N2(w) as they require the density of N2(v) to be such
that the value of kw−1,w

v,v−1 is the rate limiting factor. For the
w= 45 case, the up-pumping over time can be clearly seen.
After the initial dominant contribution from low values of v,
the dominant value of v increases steadily from v≈ 20 up
to v≈ 40. As shown in figures 4 and 8 above, the concen-
trations of vibrationally excited states rise at different times
in the simulations, with the lower states increasing in con-
centration first, and higher ones increasing in concentration
sequentially later. Therefore, the increasing value of v con-
tributing to N2(v= 45) production via V–V processes fol-
lows the sequential increase in concentrations of higher vibra-
tional states, which then switches the rate limiting factor from
[N2(v)] to k

w−1,w
v,v−1 .

The full state-to-state consideration of all V–V reactions is
highly complex. However, this analysis suggests that the most
important reactions for a particular value of w are when v is
small, and when v≈w. Therefore, if the reaction set were to
be reduced to only include the V–V reactions where v= 1 and
when v=w, this should give a reasonable first-order approx-
imation of the vibrational kinetics. This is in line with the res-
ults of VDF calculations for CO2 based on the Fokker–Planck
approach from Viegas et al [95], and may give directions for
future simplifications of the very complex coupled vibrational
kinetics.

This analysis demonstrates that V–Vup-pumping can occur
in atmospheric pressure DBD systems, in a similar way to
under low pressure conditions where such kinetics are well
characterised. This is also in agreement with the works of
Colonna et al [32], where up-pumping was observed in the
afterglow of an atmospheric pressure nitrogen plasma, follow-
ing a single nanosecond scale pulse. The pulse used in their
study is much shorter than the pulse used in these present
simulations, and therefore, might explain the difference in
timescales for up-pumping to begin. In their study, a single
pulse was sufficient to initiate the up-pumping process and the
increasing population of the high energy tail of the VDF.

In addition to providing a mechanism for the population of
higher vibrational states, V–V processes are also an important
vibrational loss mechanism. In fact, in this work, it was seen
that for high vibrationally excited states, the dominant destruc-
tion mechanisms were V–V processes, while V–T processes
were less important, at least for the timescales considered.

3.6. The vibrational–electronic (V–E) link

Above, in figures 7 and 9(b) it was seen that increasing
the peak power or frequency of the pulses powering the
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Figure 12. Temporal evolution of energy deposition, vibrationally excited state densities, N2(a
′) metastable density and electron density,

when the peak pulse power is 45W (left panels) or 225W (right panels).

plasma resulted in an increased density of atomic nitrogen,
electrons, N2(A) and N2(a ′). Closer inspection reveals that
increasing the energy deposition/average power appears to res-
ult in increased densities, via the population of the VDF.

In the bottom two panels of figure 12, the densities of elec-
trons and N2(a ′) as a function of time for the base case (45W,
1 kHz, left panels), and the 225W peak power (1 kHz, right
panels) case are shown. For each of these species in the base
case (left), it can be seen that the fluctuations in species densit-
ies are generally very consistent throughout the whole simula-
tion time. However, in the 225W case (right), the trend seen is
quite different. Instead of the generally repeatable density fluc-
tuations, there is a point when the minimum density rises by at
least an order of magnitude, resulting in a higher average dens-
ity. Interestingly, this increase correlates with the time point
that the densities of the high vibrational levels begin to rise
rapidly. In fact, when looking at the vibrational state densit-
ies, metastable density and electron density in the 225W case,
it appears that highly vibrationally excited states are produced,
after which there is an increased production of metastables
in the power-off times between pulses. Similarly, following
the increase in metastable density, there is an increase in the

electron density. These features suggest that population of the
high energy end of the VDFmay be responsible for an increase
in average metastable density, and subsequent rise in average
electron density.

Analysis of the dominant production mechanisms of the
metastable states in this situation reveals that there are two
important reactions that transfer energy from the vibrationally
excited species to the metastable states. These reactions are:

rxn 51: N+N2(40⩽ v⩽ 45)→ N(2D)+N2(A)

rxn 52: N+N2(39⩽ v⩽ 45)→ N+N2(a
′).

For the production of electrons, alongside electron impact
ionisation, Penning ionisation processes can also be important
contributors under certain conditions, as follows:

rxn 26: N2(A)+N2(a
′)→ N+

4 + e−

rxn 27: N2(a
′)+N2(a

′)→ N+

4 + e−.

In this study, following the rise in metastable density, the abso-
lute reaction rates of Penning ionisation processes also rise,
significantly increasing the electron production in the off-time,
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and increasing the overall electron density. Therefore, under
the conditions studied here, reactions 51 and 52 link the dens-
ities and kinetics of vibrationally excited states to those of
electronically excited states, which themselves are linked to
electron kinetics via reactions 26 and 27. This highlights the
strong coupling between vibrationally excited states and the
rest of the plasma species.

Reactions 51 and 52 were proposed in [13] to explain
the nitrogen pink afterglow, and after performing a variation,
the authors concluded that the appropriate rate coefficient
for these reactions is 1× 10−11 cm3 s−1. Given the import-
ance of these reactions in our reaction scheme, and the fact
that their rate coefficients do not come from direct experi-
mental measurements, further analysis of their effects is jus-
tified. Therefore, a variation of the reaction rate coefficients
for these reactions was performed. To do this, the rate coef-
ficient for these reactions was varied between the value of
1× 10−11, determined in [13] and 1× 10−14, a value slightly
below the V–Ta rate coefficients for the vibrational levels of
v> 35.

In figure 13, the moving average densities of electrons,
N2(A) and N2(a ′) are shown for the 225W pulse power case.
The blue and orange lines refer to k51/52 = 1× 10−11 cm3 s−1

and k51/52 = 1× 10−14 cm3 s−1, respectively. The shaded
areas show the moving minimum and maximum densities in
each of the cases. At the start of the simulation, the densities
are the same, irrespective of k51/52. However, at a certain time
point (≈12ms), the reaction rate coefficient starts to have an
effect. When k51/52 = 1× 10−11 cm3 s−1, there is a significant
increase in the average species density for the remainder of the
simulation time. This is achieved by an increase in the min-
imum density reached in the off-times between pulses (shown
by the blue shaded areas). This increase in the density is not
seen when the value of k51/52 is low at 1× 10−14 cm3 s−1.
Instead, the density either remains constant for the whole
simulation period (electrons and N2(a ′)) or decreases, then
remains constant (N2(A)).

In figure 14, a power variation is performed once more, for
a series of values of k51/52. Here, the average densities once
the equilibrium phase has been reached (90–96ms) are taken
for each value of k51/52, for each of the pulse powers. At low
powers, the reaction rate coefficient makes little difference.
This is due to the fact that in these low powers, the densit-
ies of the high vibrational levels remain low, therefore, these
reactions occur at a low rate, even when the reaction rate coef-
ficient is large. As the power is increased, the difference in spe-
cies densities increases when k51/52 is varied. This is due to the
VDF becoming increasingly populated as the power increases,
therefore, more vibrational energy can be converted into other
species by reactions 51 and 52.

For N2(a ′), the effect of increasing the rate coefficients of
k51/52 is straightforward. With increasing reaction rate coef-
ficient, the density of N2(a ′) rises for a constant power. This
is due to an increased absolute rate of the N2(a ′) producing
reaction 52. Increasing the power also serves to increase the
density of N2(a ′) as discussed earlier.

For N2(A), increasing the reaction rate coefficient also
results in an increase in N2(A) density for a given power, due

Figure 13. Densities of N2(a
′) (a), N2(A) (b) and electrons (c) as a

function of time in the 225W peak pulse power case, when the value
of k51/52 is set to 1× 10−11 (blue) or 1× 10−14 (orange) cm3 s−1.
Densities plotted are the moving average value of the species,
averaged over the previous 1ms window. The shaded area shows the
maximum and minimum density for the species in the window.
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Figure 14. Average densities of electrons (a), N2(a
′) (b), N2(A) (c) and atomic nitrogen (d) in the equilibrium phase of the simulation, for

different values of k51/52. The average density is calculated over the time period 90–96ms. The pulse repetition frequency and pulse width
are 1 kHz and 10µs, respectively.

to the increase in absolute rate of reaction 51. However, for
an increase in power to show a clear increase in species dens-
ity, the reaction rate coefficient for reaction 51 must be at least
1× 10−12 cm3 s−1.

For the electrons, once again, an increase in k51/52 results in
an increased density at each power, and an increase in density
for increasing power and constant values for k51/52. The rise
in electron density is as a result of an increase in Penning ion-
isation (reactions 26 and 27), allowed through the increasing
densities of N2(a ′) and N2(A).

Atomic nitrogen shows the opposite relationship with
k51/52, compared to the electrons and metastables. Here, for
an increasing value of k51/52, at a given power, the density
of N decreases. This is due the vibrational state kinetics.
When k51/52 is low, the vibrational energy is not transferred
into the metastable states (N2(a ′/A)), and instead, the abso-
lute reaction rate for vibrational dissociation processes are

approximately an order of magnitude higher when k51/52 is
lowered from 1× 10−11 to 1× 10−14 cm3 s−1. Specifically,
the affected reactions are as follows:

rxn 43: 2N2(14⩽ v⩽ 25)→ N2 +N+N

rxn 45: N2(43⩽ v⩽ 45)+N2 → N2 +N+N.

From this result, the importance of k51/52 is highlighted. It
appears that if the coupling between the vibrational and elec-
tronic states is increased (via higher values of k51/52), the effi-
ciency of N production is decreased. Since N production may
be one of the desired applications for pure N2 plasmas, accur-
ate simulations of N densities and kinetics are valuable, and
in order to achieve this, measurements or further theoretical
studies of the value of k51/52 would be beneficial.
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4. Discussion and conclusions

Many applications for nitrogen-based plasmas rely on the
formation of N2(v) species in order to aid the dissociation of
N2, or aid the formation of NO/NOx species via the Zel’dovich
reaction. This is the case when LTPs are used for nitrogen fixa-
tion purposes [5, 31, 46], or for biomedical applications where
NO may be play a role as a therapeutic [17, 18]. Therefore, it
could be advantageous to be able to tailor plasma chemistry to
efficiently produce N2(v) species.

This work has sought to outline some of the phenomena
related to vibrational and electronic excitation in nitrogen dis-
charges at atmospheric pressure under experimentally relev-
ant operating conditions, with a focus on repetitively pulsed
sources that are of interest for a variety of applications. These
discharges typically have an average power of a few W, and
pulse repetition frequencies in the range of 1–10 kHz. The 0-
dimensional plasma chemical-kinetics simulations carried out
here have predicted that under these conditions, highly vibra-
tionally excited states of N2 can become significantly pop-
ulated, and the extent of the population of the VDF can be
influenced by the peak pulse power and the pulse repetition
frequency.

When altering the peak pulse power, the finest control of
the VDF can be achieved in the region between 70–90W peak
pulse power. In this range, small changes to the peak pulse
power result in large rises in the densities of the high vibra-
tional states, which may be of benefit when seeking to con-
trol the energy efficiency of species produced via vibrational
states. However, once the vibrational states have reached their
plateau densities, further increases in energy do not appear
to have a significant effect on the their densities or kinetics.
Therefore, when the pulse repetition frequency is 1 kHz, peak
pulse powers of just greater than 90W seem to provide the
most energy efficient production of vibrational states.

At the point that the high levels of the VDF (v⩾ 39) are
significantly populated, energy transfer processes (reactions
51 and 52) that link the densities of vibrational states to those
of electronically excited states can have an important effect
on the overall chemical kinetics. Via these reactions, vibra-
tional energy is transferred to the N2(A) and N2(a ′) meta-
stable species, then, as the metastable densities rise, the rate
of Penning ionisation rises, ultimately resulting in an increase
in the electron density. As a result of these V–E linking reac-
tions, the sensitive control of non-vibrationally excited spe-
cies is achieved in the slightly higher power ranges (≈90–
200W peak pulse power), as the transfer of energy from the
vibrational states to the electronically excited states becomes
important with rising N2(v) densities.

The limited sensitivity analysis performed in the present
work suggests that, under the conditions studied, a reaction
rate coefficient for the V–E linking reactions (reactions 51
and 52) of at least 1× 10−12 cm3 s−1 is required for vibra-
tionally excited states to be able to influence the wider plasma
chemistry. These reactions not only control absolute densit-
ies of metastable species, but their presence in the reaction
scheme with sufficiently high rate coefficients can alter the
trends seen during a power variation. This is particularly true

for the density of the N2(A) metastable state. In a similar
way to the work of [13] at low pressure, experimental quan-
tification of the N2(A) densities under the atmospheric pres-
sure conditions studied in this work would be particularly
useful to more fully understand the strength of this link and
give additional insight into the value of their reaction rate
coefficients.

For repetitively pulsed plasmas, it is important to con-
sider both the power on- and off-times that occur with each
pulse cycle. During the power on-time, electron processes are
particularly important for the production of species. How-
ever, during the power off-time, other reactions begin to have
significance and raise average species densities, highlighting
the importance of including chemistry that accounts for both
the kinetics in active discharges (power on-time) and post-
discharges (power off-time). Reactions occurring during the
power off-time usually involve vibrationally excited states,
which lead to the production of species such as higher vibra-
tional states (via V–V processes), atomic nitrogen (reactions
43–45), metastables N2(A/a ′) (reactions 51 and 52) and elec-
trons (Penning ionisation, reactions 26 and 27). The chem-
istry occurring during the power off-time then influences the
baseline densities occurring in the power on-time, and serve
to raise the overall average species densities. It is, therefore,
important that such reactions should be included in chemical
kinetics simulations of repetitively pulsed plasmas.

The practical importance of being able to control the pop-
ulation of high level vibrationally excited nitrogen species is
seen when considering the large amounts of energy that they
can carry, which could influence any treated surface or sub-
strate. For example, the simulations carried out here predict
that an order of magnitude increase in peak pulse power gives
rise to an increase in the equilibrium densities of N2(v⩾ 35)
of 5–8 orders of magnitude. Since these species carry upwards
of 7.9 eV per molecule [10], this relatively small change in
energy input to the plasma could have a significant effect
on the flux of high energy species reaching a target. There-
fore, the understanding of the connection between operat-
ing parameters and the resultant vibrationally excited state
populations would be beneficial to all areas where atmospheric
pressure LTPs are used, for example for technological, agricul-
tural or biomedical applications.

This study also indicates that, within the range of paramet-
ers studied, the mechanism by which energy is input to the
plasma system, either through an increased peak pulse power
or an increased pulse repetition frequency, has little effect on
species densities. Instead, the total amount of energy depos-
ited/the average power deposition is more important than the
peak power or repetition frequency of the pulses, individually.
In principle, this allows some freedom for experimental sys-
tems to be able to alter the plasma chemistry using the simplest
operating conditions available. For example, altering the pulse
repetition frequency is often easier than increasing the peak
pulse power.

In summary, the present work investigates kinetics of
excited states in nitrogen discharges at atmospheric pressure,
across a range of parameters typical of those used in DBD
sources. Simulations presented here show that the population
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of highly excited vibrational states can be affected strongly
over a relatively small operating parameter range. This has
implications both for the fundamental study of DBD plasmas,
but also for applications for these systems. These high level
vibrational states can carry significant amounts of energy, and
contribute to the overall plasma chemistry, including the kin-
etics of electronically excited nitrogenmolecules, and have the
potential to impact on any treated surface or substrate during
applications. Future work should be performed to further val-
idate the species densities and trends predicted by these sim-
ulations, and to help inform the choice of certain reaction rate
coefficients and wall loss parameters.
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Appendix A. V–V reaction rate coefficients

Collisions between vibrational states (V–V reactions, reac-
tions 58) are typically described in the following form:

N2(v)+N2(w− 1)→ N2(v− 1)+N2(w).

The rate coefficient is given by kw−1,w
v,v−1 . As described in [21],

the magnitudes of the rate coefficients for these processes,
which depend on the specific values of v andw, can be determ-
ined by a number of different approaches. A commonly used
approach is the Schwartz–Slawsky–Herzfeld (SSH) theory,

Table A1. Constants for equations to calculate V–V and V–Tm
reaction rate coefficients in nitrogen. Values are taken from [52].

Constant Value Description

χN2
e 6.073× 10−3 Morse’s operator parameter

h 6.63× 10−34 m2 kg s−1 Planck’s constant
ℏ 1.055× 10−34 m2 kg s−1

ℏ≡ h
2π

ωN2 4.443× 1014 s−1 Morse’s operator parameter
kB 1.38× 10−23 m2 kg s−2 K−1 Boltzmann’s constant
LN2−N2 2× 10−11 m Range of intermolecular

forces in N2–N2 collisions
M 4.650× 10−26 kg Mass of nitrogen molecule
µ 2.325× 10−26 kg Reduced mass of nitrogen

molecule
∆Ew−1,w

v,v−1 ℏωN22χ
N2
e |w− v| Energy difference with

transition between level
v to v− 1, and w− 1 to w

∆Ev,v−1 ℏωN2(1− 2χN2
e v) Energy difference between v

and v− 1

which can be implemented in various forms. Here, we use the
following form, where the full matrix of V–V reaction rate
coefficients for all values of w and v is calculated using the
following expressions:

When w⩽ v:

kw−1,w
v,v−1 =

(

v

1−χN2
e v

)(

w

1−χN2
e w

)

F(Yw−1,w
v,v−1 )k0,11,0 . (A.1)

When w> v:

kw−1,w
v,v−1 =

(

v

1−χN2
e v

)(

w

1−χN2
e w

)

F
(

Yw−1,w
v,v−1

)

k0,11,0

× exp

[

∆Ew−1,w
v,v−1

kBTg

]

. (A.2)

These expressions are based on the work of Loureiro and
Ferreira [70], with the normalisation of the reaction rate coef-
ficient kw−1,w

v,v−1 to k0,11,0 taken from the more recent review
of Guerra et al [21]. The normalisation term used in
equations (A.1) and (A.2) is given by:

k0,11,0 (cm
3 s−1) =

6.35× 10−17T3/2
g

ζ
(A.3)

where

ζ = 39.0625− 1.5625max(v,w), when max(v, w)< 10,

25.2+ 24.1

(

max[v,w]− 10
30

)3

, when max(v, w)⩾ 10.

(A.4)

The adiabaticity factor, F, is approximated as per [21]:

F(Y) =
1
2

[

3− exp

(

−
2Y
3

)]

exp

(

−
2Y
3

)

, 0⩽ Y⩽ 20,

8

(

π

3

)1/2

Y7/3exp(−3Y2/3), Y> 20 (A.5)
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with Y given by:

Yw−1,w
v,v−1 =

πLN2−N2

ℏ

(

µ

2kBTg

)1/2

∆Ew−1,w
v,v−1 . (A.6)

The constants for each of the equations are given in table A1.
In the present study, the gas temperature is assumed to be
300K.

Using the above expressions and constants gives rate coef-
ficients in good agreement with the semi-classical calculations
of Billing and coworkers [96].

Appendix B. V–Tm reaction rate coefficients

For V–Tm reaction rates (reactions 59), the following
equations from [52] are used, with the gas temperature
assumed to be 300K. Equation (B.1) gives the expression for
the forwards reaction rate coefficient, and (B.2) gives the rate
for the reverse reaction rate coefficient. For V–Tm collisions,
only single quantum transitions were considered

kv,v−1 = v

(

1−χN2
e

1−χN2
e v

)

F(Yv,v−1)

F(Y1,0)
P1,0 (B.1)

kv−1,v = Kv,v−1 exp

(

−
∆Ev,v−1

kBTg

)

(B.2)

Yv,v−1 =
πLN2−N2

ℏ

(

µ

2kBTg

)
1
2

∆Ev,v−1 (B.3)

where the F(Y) term uses equation (A.5) and the normalisation
is as follows:

P1,0(cm
3 s−1) =

1.07× 10−12T3/2
g

0.2772Tg− 80.32+ 35.5( v−1
39 )0.8

F(Y1,0).

(B.4)

Appendix C. V–Ta reaction rate coefficients

V–Ta reaction rates are calculated from equation (C.1), found
in [9, 21]. The V–Ta process can either be a reactive or non-
reactive process. In the reactive process, the molecule reactant
becomes the atomic product and the atom combines with the
remaining atom, at a vibrational level one less than the original
vibrationally excited molecule. However, in the non-reactive
process, the molecule remains molecular and just drops down
a vibrational level [20]. The constants used in equation (C.1)
are different for these two instances, and the total V–Ta rate
is the sum of the two processes (reactions 60). There is also a
threshold vibrational level, vthresh, above which the V–Ta pro-
cesses can occur.

kN2−N
v,v−1 = A0 × exp

(

−
A1

v
+
A2

v2

)

(C.1)

Where kN2−N
v,v−1 is the rate coefficient (in cm3 s−1) for the de-

excitation of N2(v) to N2(v− 1) upon collision with atomic

Table C1. Constants used to in the equation for calculating V–Ta
reaction rate coefficients in nitrogen [21]. Tg is gas temperature in
K, and is taken to be 300K in all calculations of reaction rate
coefficients. A0 is given in 10−10 cm3 s1.

Reactive Non-reactive

A0 0.2× 2.21× 104/T1.43g 0.2× 9.24× 104/T1.63g

A1 3.21× 104/T0.80
g 1.82× 104/T0.70

g

A2 2.50× 105/T1.04g 9.89× 103/T0.44
g

vthresh 7 9

nitrogen, v is the vibrational state, and A0, A1 and A2 are con-
stants given in table C1. Multi-quantum transitions are highly
likely in V–Ta collisions, and the rate coefficient is assumed
to be the same for changes of up to five vibrational levels
[9, 52, 71].

ORCID iDs

Helen L Davies https://orcid.org/0000-0002-9016-9859
Timo Gans https://orcid.org/0000-0003-1362-8000
Andrew R Gibson https://orcid.org/0000-0002-1082-4359

References

[1] Grün R and Günther H-J 1991 Plasma nitriding in
industry–problems, new solutions and limits Mater. Sci.
Eng. A 140 435–41

[2] Kovács D, Quintana I and Dobránszky J 2019 Effects of
different variants of plasma nitriding on the properties of
the nitrided layer J. Mater. Eng. Perform. 28 5485–93

[3] Li S, Medrano J A, Hessel V and Gallucci F 2018 Recent
progress of plasma-assisted nitrogen fixation research: a
review Processes 6 248

[4] Lotfy K, Al-Harbi N A and El-Raheem H A 2019 Cold
atmospheric pressure nitrogen plasma jet for enhancement
germination of wheat seeds Plasma Chem. Plasma Process.
39 897–912

[5] Wang W, Patil B, Heijkers S, Hessel V and Bogaerts A 2017
Nitrogen fixation by gliding arc plasma: better insight by
chemical kinetics modelling ChemSusChem 10 2145–57

[6] Cherkasov N, Ibhadon A O and Fitzpatrick P 2015 A review of
the existing and alternative methods for greener nitrogen
fixation Chem. Eng. Process. 90 24–33

[7] Kang S U, Choi J W, Chang J W, Kim K I, Kim Y S, Park J K,
Kim Y E, Lee Y S, Yang S S and Kim C–H 2017 N2
non-thermal atmospheric pressure plasma promotes wound
healing in vitro and in vivo: potential modulation of
adhesion molecules and matrix metalloproteinase-9 Exp.
Dermatol. 26 163–70

[8] Przekora A, Pawlat J, Terebun P, Duday D, Canal C,
Hermans S, Audemar Mıté, Labay Cedric, Thomann J-S
and Ginalska G 2019 The effect of low temperature
atmospheric nitrogen plasma on MC3T3-E1 preosteoblast
proliferation and differentiation in vitro J. Phys. D: Appl.
Phys. 52 275401

[9] Guerra V, Sá P A and Loureiro J 2004 Kinetic modeling of
low-pressure nitrogen discharges and post-discharges Eur.
Phys. J. Appl. Phys. 28 125–52

[10] Laporta V, Little D A, Celiberto R and Tennyson J 2014
Electron-impact resonant vibrational excitation and
dissociation processes involving vibrationally excited N2

molecules Plasma Sources Sci. Technol. 23 065002

22



Plasma Sources Sci. Technol. 32 (2023) 014003 H L Davies et al

[11] Guerra V, Galiaskarov E and Loureiro J 2003 Dissociation
mechanisms in nitrogen discharges Chem. Phys. Lett.
371 576–81

[12] Sá P A and Loureiro J 1997 A time-dependent analysis of the
nitrogen afterglow in N2 and N2-Ar microwave discharges
J. Phys. D: Appl. Phys. 30 2320

[13] Sá P A, Guerra V, Loureiro J and Sadeghi N 2004
Self-consistent kinetic model of the short-lived afterglow in
flowing nitrogen J. Phys. D: Appl. Phys. 37 221

[14] Sadeghi N, Foissac C and Supiot P 2001 Kinetics of
N2(A

3Σ+
u ) molecules and ionization mechanisms in the

afterglow of a flowing N2 microwave discharge J. Phys. D:
Appl. Phys. 34 1779

[15] Luo Y-R 2007 Comprehensive Handbook of Chemical Bond
Energies (Boca Raton, FL: CRC press)
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[42] Kutasi K, Noël Cedric, Belmonte T and Guerra V 2016 Tuning
the afterglow plasma composition in Ar/N2/O2 mixtures:
characteristics of a flowing surface-wave microwave
discharge system Plasma Sources Sci. Technol.
25 055014

[43] Lazarou C, Belmonte T, Chiper A S and Georghiou G E 2016
Numerical modelling of the effect of dry air traces in a
helium parallel plate dielectric barrier discharge Plasma
Sources Sci. Technol. 25 055023

[44] van ‘t Veer K, Engelmann Y, Reniers Fçois and Bogaerts A
2020 Plasma-catalytic ammonia synthesis in a DBD
plasma: role of microdischarges and their afterglows J.
Phys. Chem. C 124 22871–83

[45] He Y et al 2021 Zero-dimensional and
pseudo-one-dimensional models of atmospheric-pressure
plasma jet in binary and ternary mixtures of oxygen and
nitrogen with helium background Plasma Sources Sci.
Technol. 30 105017

[46] Vervloessem E, Aghaei M, Jardali F, Hafezkhiabani N and
Bogaerts A 2020 Plasma-based N2 fixation into NOx:
insights from modeling toward optimum yields and energy
costs in a gliding arc plasmatron ACS Sustain. Chem. Eng.
8 9711–20

[47] Kogelheide F, Offerhaus Born, Bibinov N, Krajinski P,
Schücke L, Schulze J, Stapelmann K and Awakowicz P
2019 Characterisation of volume and surface dielectric

23



Plasma Sources Sci. Technol. 32 (2023) 014003 H L Davies et al

barrier discharges in N2–O2 mixtures using optical
emission spectroscopy Plasma Process. Polym.
17 e1900126

[48] Baldus S, Schroeder D, Bibinov N, Schulz-von der Gathen V
and Awakowicz P 2015 Atomic oxygen dynamics in an air
dielectric barrier discharge: a combined diagnostic and
modeling approach J. Phys. D: Appl. Phys. 48 275203

[49] Bogaerts A and Neyts E C 2018 Plasma technology: an
emerging technology for energy storage ACS Energy Lett.
3 1013–27

[50] Stafford D S and Kushner M J 2004 O2(1∆) production in
He/O2 mixtures in flowing low pressure plasmas J. Appl.
Phys. 96 2451–65

[51] Colonna G and Capitelli M 2001 Self-consistent model of
chemical, vibrational, electron kinetics in nozzle expansion
J. Thermophys. Heat. Transfer 15 308–16

[52] Alves L L, Marques L, Pintassilgo C D, Wattieaux G,
Es-Sebbar E T, Berndt J, Kovacević E, Carrasco N,
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