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Abstract

A growing number of studies have investigated how forecast skill, i.e. predictive power, trans-

lates into forecast value, i.e., usefulness for improving forecast-informed decisions. The relationship

between skill and value is widely understood to be complex and case-specific, yet few methods en-

able its systematic exploration using realistic forecast errors. This paper addresses this gap by

proposing a single-parameter linear scaling method to generate families of synthetic forecasts with

the desired skill improvements on an existing hindcast (a retrospective forecast of already-observed

events). The method is applicable to any quantity for which a deterministic or ensemble hindcast is

available, and generates a set of forecasts with different skill but strictly proportional errors. This

like-for-like comparison preserves the auto- and cross correlations of errors, and opens the door

for thorough, yet easily interpretable, explorations of the relationship between skill and value of a

realistic forecast. We apply this new method to seasonal precipitation hindcasts (produced by the

ECMWF-SEAS5 forecasting system) in order to explore their value for improving the management

of a water supply system in the UK. The application shows that although value generally increases

with skill, the skill-value relationship is not necessarily linear, and strongly depends on operational

preferences and hydrological conditions (wet or dry years). It also suggests that the forecast fam-

ilies methodology can help water managers and forecast developers identify when a skill increase

would be most valuable. This has the potential to foster productive two-way conversations between

forecast producers and users.
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Introduction

In recent decades, numerical weather predictions have become considerably more accurate across

timescales ranging from a few hours to several months (Bauer et al., 2015; Alley et al., 2019). The

water sector stands to gain considerably from these advances, as weather forecasts can be used to an-

ticipate changes in water demand and availability, and thus support operational decisions for flood and

drought mitigation, and for effective allocation of water fluxes to agriculture, domestic consumption,

hydropower production, etc. The actual uptake of weather forecasts by water managers varies across

countries, sectors (e.g. water supply or hydropower production) and with lead time. For example, and

even though examples exist (e.g., Fleming et al., 2021), forecasts with a lead time of over a month are

still rarely used by water managers in the United States (Whateley et al., 2015; Turner et al., 2020)

and in Europe (Bruno Soares and Dessai, 2016; Bruno Soares et al., 2018). This is often traced back

to the uncertainty and inaccuracy of these forecast products outside the tropics (Jackson-Blake et al.,

2022), but also to the challenges for managers to trial forecasts in low-stakes situations (Whateley

et al., 2015).

The idea that forecast inaccuracy is a key barrier to uptake by water managers suggests a straight-

forward, or even proportional, relationship between a forecast’s ability to inform water management

decisions – its value – and its predictive ability or skill. Similar assumptions of a proportional rela-

tionship underpin efforts to increase forecast skill as a way to improve their value to end-users (e.g.,

Crochemore et al., 2020). On a graph relating value gains to skill gains (Figure 1.a) from a benchmark

forecast (0 on the x-axis) to a perfect forecast (1), this proportional relationship corresponds to the

gray line. Note that skill is a property of the forecast alone, whereas value depends not only on the

quality of a forecast, but also on the physical configuration and on the operational objectives of the

water resource system it is applied to (Figure 1.b). The presence of multiple controlling factors means

that the skill-value relationship is not necessarily linear (Turner et al., 2017; Doering et al., 2021). For

instance, if a forecast’s value increased faster than its skill (similar to the blue line in Figure 1.a), then

even slight improvements in forecast skill might make them much more useful for water managers.

In practical terms, the value associated with forecast information is computed by comparing an

operational strategy that accounts for this information to another that does not. Early works following

this approach include for example Pereira et al. (1984). Applications have increased recently to exploit

improving hydro-meteorological forecasting systems (e.g., Ficchì et al., 2016; Anghileri et al., 2016;

Nayak et al., 2018; Anghileri et al., 2019; Peñuela et al., 2020; Yang et al., 2020; Giuliani et al., 2020).

A limitation of these studies is that they provide an assessment of a specific forecast product applied

for a specific water system, thereby providing one estimate of the value for one forecast product of

given skill. Aside from comparing the value gain associated with the forecast to that of a perfect

forecast, these approaches offer limited opportunities of exploring the horizontal range in Figure 1.a.

Forecast generation has been introduced in the water resource literature precisely to allow a more

comprehensive exploration of the link between skill and value. For a given management problem, the

idea is generally to assess value of synthetic forecasts generated at different levels of skill. However,

attempts at forecast generation to date have relied on idealized distributions of the error between fore-

cast and actual variables. Early attempts added an error term to hydroclimatic variables (e.g., Maurer

and Lettenmaier, 2004; Sankarasubramanian et al., 2009), an approach theoretically debunked recently
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Figure 1: Left: conceptualisation of the skill-value relationship. Right: factors affecting skill and value
of forecasts.

for ignoring the statistical dependence structure of the forecast generation problem Lamontagne and

Stedinger (2018). On the other hand, the alternative proposed by Lamontagne and Stedinger (2018)

only supports the generation of a single deterministic forecast per time series. Neither of these ap-

proaches accounts for the fact that forecasts will be updated at shorter lead times (e.g., 1 May and

1 June forecasts of 1 September streamflow will often be different). A martingale model of forecast

evolution has been proposed for water resource applications to overcome this challenge, and provides

a systematic understanding of the relationship between skill and value (Zhao et al., 2011, 2013). For

instance, this has yielded robust insights on the superiority of ensemble forecasts over deterministic

ones (Zhao and Zhao, 2014), but also warnings on the complex relationship between skill and value

(Turner et al., 2017).

Despite their growing sophistication, all these efforts make the assumption that forecast errors fol-

low idealized probability distributions. This makes these generation techniques difficult to relate to the

performance of actual forecasts. Recently, Cassagnole et al. (2021) have sidestepped this problem by

using perturbed streamflows, e.g., by adding bias or dispersion to obtain synthetic forecasts that lead

to easily interpretable results on the relationship between forecast quality and value. While relating

to actual forecasts only indirectly, this work shows the value of simple but well-conceived numerical

experiments in exploring the skill-value relationship. Another noteworthy effort is a direct statisti-

cal generation approach using the empirical error correlation structure of multivariate forecasts with

multiple lead times (Brodeur and Steinschneider, 2021). This approach generates synthetic forecasts

that are statistically difficult to distinguish from an existing hindcast, but does not enable in itself to

explore the relationship between skill and value.

More broadly, these generation methods apply time-averaged measures of forecast quality uniformly.

In reality, these measures hide variations in skill depending on factors such as seasonality or flow regimes
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(Pappenberger et al., 2015), themselves reflecting how well the production of a forecast captures hydro-

climatic processes that play a role at different times. This is why this paper introduces a generation

method meant to preserve the temporal variations in forecast quality that can be observed in actual

forecasts.

This work contributes a single-parameter linear scaling approach to systematically explore the link

between the skill of an existing forecast and its value to operational water resource management. The

approach essentially creates a family of skill-differentiated synthetic forecasts while strictly preserving

the error correlation structure of the original forecasts. It is applicable to any situation where a

hindcast (forecast data on events for which the actual outcome is known) is available. We apply it

to seasonal weather forecasts, in particular ECMWF SEAS5 precipitation hindcasts (Stockdale et al.,

2018; Johnson et al., 2019), and explore their value for improving the operation of the UK supply

water system described in Peñuela et al. (2020).

Generating a forecast family: methodology

This section sets the context and formalises the problem of constructing a synthetic forecast of desired

skill for a subset of a hydro-climatic dataset, with realistic forecast errors. Specifically, we want to

preserve the error correlation between the synthetic forecast and all other hindcats available within the

dataset. We then propose our new method to solve this problem and its implementation for several

common measures of skill for both deterministic and ensemble forecasts. Finally, we explain how

the approach can be generalised into the generation of synthetic forecasts families, where each family

member regroups forecasts of multiple variables issued at multiple dates, and with the desired skill.

Context and general definitions

Let us consider an observational single- or multi-location (e.g., gridded) time series dataset containing

any combination of hydro-climatic variables (precipitation, temperature, streamflow, etc). Let us also

consider the retrospective forecasts (or hindcasts, though we will use the term forecast in the remainder

of this section) that exist for that dataset. These forecasts are issued periodically in time and for any

subset of the dataset, and make predictions within a given time window in the future.

Let us now focus on one forecast F = (Ft)1≤t≤T of a time-series of a single variable at a single

location, X = (Xt)1≤t≤T – so that each Xt is a scalar. We will discuss the generalisation to multiple

variables in the last part of this Methodology section. F can be either deterministic – a single prediction

for each point Xt – or an ensemble – N predictions for each point. Forecasts are commonly characterised

by the error ε with respect to the quantity they are trying to predict, defined ∀t as: (Lamontagne and

Stedinger, 2018; Brodeur and Steinschneider, 2021):

Xt = Ft + εt (1)

Where a benchmark forecast F 0 exists, the quality of the forecast F can be evaluated using an aggre-

gated measure of how the errors of F compare with those of F 0, noted ε0
t thereafter. This measure is
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called the skill score and formally defined by:

Sf (F ; X, F 0) = 1 −
f(F ; X)

f(F 0; X)
(2)

where f(.; X) measures the difference between a forecast and the time series X it tries to predict.

Therefore f(X; X) = 0, and f grows as the predictive ability decreases. As long as the forecast F is

imperfect, i.e., it contains a level of error, the term f(F ; X) is greater than 0 and the skill Sf (F ; X, F 0)

is smaller than 1. A skill value between 0 and 1 means that the forecast F has better performance

than the benchmark F 0 as a predictor of X, whereas a negative skill means that F 0 is better than F .

Problem formulation

The aim of our methodology is to generate forecasts F of X with desired skill Sf (F ; X, F 0) = S, and

do that in a way that preserves the correlation structure of the benchmark’s forecast error. This means

that the errors εt and ε0
t should not only have the same auto-correlation structure, but also the same

cross-correlation coefficients with the errors of other forecasts across our entire hydro-climatic dataset.

Given that linear transformations of a time series preserve its auto- and cross-correlations coefficients,

the simple solution we propose for this is to relate the errors from F 0 and F with a single linear scaling

factor k > 0, so that ∀t:

εt = k ε0
t (3)

By definition in equation (1) of the error terms ε0
t and εt, equation (3) is equivalent to:

Ft = (1 − k) Xt + k F 0
t (4)

and the latter equation enables one to easily generate a synthetic forecast if we have an equation

linking the desired skill score S with the scaling factor k. We will now derive such relationships for

three commonly used definitions of skill: two apply to deterministic forecasts and one to ensemble

forecasts.

Deterministic forecasts

Two of the most common skill scores for a deterministic forecast F are based on the following perfor-

mance measure fα with α ∈ {1, 2}:

fα(F ; X) =
1

T

T
∑

i=1

|εt|
α (5)

where α = 1 defines the mean absolute error (MAE), whereas α = 2 defines the mean squared error

(MSE). Using the definition of the scaling factor k > 0 from equation (3) enables us to directly relate

the performance of F to that of a benchmark F 0:

fα(F ; X) = kα fα(B; X) (6)
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The definition of forecast skill in equation (2) then leads to:

Sf (F ; X, F 0) = 1 − kα (7)

To generate a synthetic forecast of skill S while preserving the benchmark’s error correlation structure,

one can then apply equation (4) with the linear scaling factor k computed by:

k = (1 − S)1/α (8)

Ensemble forecasts

A common performance measure for ensemble forecasts is the continuous ranked probability score

(CRPS) (Pappenberger et al., 2015; Slater and Villarini, 2018; Peñuela et al., 2020). For the proba-

bilistic forecast Ft = (Ft,i)1≤i≤N of a single point Xt, it is defined as follows (Hersbach, 2000):

CRPS(Ft; Xt) =

∫ ∞

−∞



1

N

N
∑

i=1

H(z − Ft,i)

]

− H(z − Xt)

2

dz (9)

where H is the Heaviside function:

H(z − a) = 1(z ≥ a) =

{

0 if z < a

1 if z ≥ a
(10)

Then, the overall forecast performance is defined as the average CRPS over time:

CRPS(F ; X) =
1

T

T
∑

t=1

CRPS(Ft; Xt) (11)

The continuous ranked probability skill score (CRPSS) based on CRPS relates F to a benchmark F 0:

CRPSS(F ; X, F 0) = 1 −
CRPS(F ; X)

CRPS(F 0; X)
(12)

Based on what we just did for deterministic forecasts, our goal is to relate the CRPS of F to that of

F 0 using scaling factor k. Equations (6) to (8) show that then, it will be straightforward to relate k

with a desired skill level S. The analytical work on the CRPS by Hersbach (2000) shows that if values

within an ensemble are ordered (either in increasing or decreasing order) then the CPRS definition

from equation (9) becomes:

CRPS(Ft; Xt) =

N
∑

i=0



∫ Ft,i+1

Ft,i



i

N
− H(z − Xt)

2

dz



(13)

adopting the conventions Ft,0 = −∞ and Ft,N+1 = ∞. We can decompose CRPS(Ft; Xt) into a term

with values of z smaller than Xt (so that H(z − Xt) = 0), and values of z larger than Xt (so that
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H(z − Xt) = 1):

CRPS(Ft; Xt) = CRPS−(Ft; Xt) + CRPS+(Ft; Xt) (14)

where we set (keep in mind that
∫ b

a
f ≡ 0 when a ≥ b):























CRPS−(Ft; Xt) =

N
∑

i=0



∫ Xt

Ft,i



i

N

2

dz −

∫ Xt

Ft,i+1



i

N

2

dz



CRPS+(Ft; Xt) =

N
∑

i=0



∫ Ft,i+1

Xt



i

N
− 1

2

dz −

∫ Ft,i

Xt



i

N
− 1

2

dz

 (15)

Note that all integral terms above are of the form ±
∫ Ft

Xt
C where C is a constant. Therefore, they are

equal to ±C(Xt − Ft) = ±Cεt according to the definition of the error in equation (1). Then, noting

m the ensemble member such that Ft,m ≤ Xt < Ft,m+1, and εt,i the errors for each ordered ensemble

member, the above equations (15) are equivalent to:























CRPS−(Ft; Xt) =

m
∑

i=0



i

N

2

(εt,i − εt,i+1)

CRPS+(Ft; Xt) =

N
∑

i=m+1



N − i

N

2

(εt,i − εt,i+1)

(16)

Replacing εt,i with k ε0
t,i then leads, thanks to the linearity of the sum operator, to the desired rela-

tionship between performance of F and F0:

CRPS(F ; X) = k CRPS(F 0; X) (17)

The definition of skill based on CPRSS then becomes:

CRPSS(F ; X, F 0) = 1 − k (18)

This means that it is possible to directly define a single coefficient k to obtain the desired skill S of an

ensemble forecast:

k = 1 − S (19)

We get the same result as when defining skill from MAE in the deterministic case. This is logical

given that the CRPS is equal to the MAE in the case where all ensemble members have the same

value (Hersbach, 2000). Therefore, it generalises the MAE measure from deterministic to ensemble

forecasts. To obtain an ensemble forecast of desired skill S from an existing benchmark F 0 with N

members, and preserve the error correlation structure, it is enough to apply equation (4) to each of

the N members of the original (benchmark) ensemble to obtain a synthetic ensemble of same size:

∀i ∈ {1, 2, . . . N}, Ft,i = (1 − k) Xt + k F 0
t,i (20)
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Constructing forecast families

In this section, we have demonstrated how to create a forecast of a desired skill S using a linear scaling

factor k > 0 as a combination of a time series of observations and an available forecast. The new

forecast has the same error correlation structure as the original: same error auto-correlation but also

same correlation coefficients with the errors of forecasts of other hydro-climatic variables. A direct

consequence of this is that the linear scaling can be applied to an arbitrary set of forecast error time

series at once without affecting error correlation structure: spatially distributed forecasts, forecasts

issued regularly through time, forecasts of different variables. The only constraint is that the same

measure of skill needs to be used for all rescaled forecasts. Then, by applying different linear scaling

factors (k1, k2, . . . , kM ), one can construct a forecast family of M members, where each member is a

synthetic forecast generated from the chosen set of forecasts and the observations they predict.

Each choice of linear scaling factor k also rescales error bias and standard deviation; in the case

of ensemble forecasts where skill is computed with CRPSS, increasing skill also means decreasing the

variance in the N ensemble member forecast values.

Case-study application

To demonstrate our synthetic forecast generation approach and its value to the exploration of the

skill-value relationship, we use a real-world decision-making problem of a pumped-storage water supply

system in the UK. A detailed description of the system and associated simulation model can be found

in Peñuela et al. (2020). The system (Figure 2.a) features two reservoirs that are used to support

residential water demand, with a filling period from November to March. Ideally, by 1 April the

reservoirs should be at maximum storage to ensure meeting the summer demand. A pumping station

can be used to enhance the filling of Reservoir 1. Water abstractions from that reservoir can then be

sent to the demand node, though this also incurs pumping costs. In contrast, meeting demand using

Reservoir 2 water does not consume energy, with the caveat that abstracting too much during the

filling period will reduce the amount of water available during the summer.

Seasonal forecasts could be used to anticipate hydrological conditions throughout the filling period

(November to March included), and thus decide when pumping is needed. This work builds on the

forecast-informed optimization workflow used by Peñuela et al. (2020), where daily ensemble rainfall

and temperature forecasts provided by the ECMWF seasonal forecasting system SEAS5 (Stockdale

et al., 2018; Johnson et al., 2019) for the grid cell (36 km) covering the area of study were used to

force the lumped HBV rainfall-runoff model (Bergström, 1995) and generate inflow forecasts to the

two reservoirs. A reservoir simulation-optimisation model was then used to reconstruct how reservoir

operators could have optimally used the ensemble inflow forecasts during the reservoirs’ filling period

of winters 2005-2006 through 2015-2016. Comparison of the performance of forecast-informed decisions

with that of rule-based operations – both against the flows that actually occurred – leads to quantifying

forecast value.

In this study, we add one more step, by generating a set of synthetic rainfall and temperature

forecast families from the bias-corrected ECMWF-SEAS5 hindcast, used as a benchmark. This results

in the workflow presented in Figure 2.b. Skill in the forecast family goes from 0 (forecast identical to the
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Figure 2: Left: schematic of the hydrological and water resource system used as a case study. Right:
schematic of the modelling approach used to quantify the value of synthetic forecast families.

bias-corrected ECMWF-SEAS5 hindcast) to 1 (perfect forecast) by increments of 0.2, with the same

skill for rainfall and temperature. The hindcasts and hence, the synthetic forecast families are daily

data, with a lead time of 7 months, an ensemble size of 25 members, and a monthly issue frequency.

For each generated synthetic forecast family, we generate the corresponding daily inflow forecasts and

then run our simulation-optimisation model over the period 2005-2016 to quantify forecast value. The

model updates its decisions every week based both on new observations and on the seasonal forecast

update if one is available.

Similarly to Peñuela et al. (2020), we consider two objectives: 1) to maximize resource availability

(RA), quantified at the end of the filling period by the storage in the two reservoirs, and 2) to minimise

total pumping costs (PC) over the filling period. Meeting the water demand throughout the filling

period is included as a constraint to the optimization. Resource Availability is expressed in percentage

of total capacity, while Pumping Cost is expressed in GBP. The two objectives are aggregated into

the single objective (Z), over the period 2005-2016 (the period for which ECMWF hindcasts were

available):

Z = RA −
1

w
PC (21)

where the weight w (GBP) modulates the relative importance given to the two objectives. Maxi-

mization of Z is performed by the Pymoo single-objective Genetic Algorithm (Blank and Deb, 2020).

Similar to Peñuela et al. (2020), in this work we also analyse five possible operational preferences. The

corresponding values of the weight w are given in Table 1. In the bal case, the value of w leads to

the most balanced solution between the two objectives. This weight is multiplied or divided by two to

represent the cases of prioritising either resource availability (rap) or pumping savings (psp). In the

last two cases (rao and pso), the weight from bal is multiplied or divided by ten to establish a hierarchy

where the secondary objective is only improved when there is little room left to improve the primary.

9



Operational preferences Acronym Weight w (GBP)
Resource availability only rao 225,000
Resource availability prioritized rap 45,000
Balanced objectives bal 22,500
Pumping savings prioritized psp 11,250
Pumping savings only pso 2,250

Table 1: Weight given to the two objectives in the five cases of operational preferences explored in this
case-study.

Figure 3: Forecast ensembles as the skill evolves from the original bias-corrected ECMWF forecast
(CRPSS=0 as computed with this forecast as benchmark) to a perfect forecast. This is a 7-month
seasonal forecast for rainfall issued on 1 November 2011.

Results

In this section, we first illustrate the generation of forecast families with an example from the case-

study application. After that, we present results on the relationship between skill and value, and the

insights this provides in terms of how forecast improvements can impact system operations and create

value for stakeholders.

Generation of forecast families

Figure 3 visually illustrates forecast families by using the example of the bias-corrected ECMWF

ensemble rainfall forecast issued for the study area on 1 November 2011 as a benchmark. Starting

from the original ensemble (panel (a)), the skill defined using the benchmark goes from 0 (skill of the

benchmark against itself) to 1 (skill of a perfect forecast) by increments of 0.2. In each panel, each

ensemble member is a linear combination of the benchmark and the perfect forecast with respective
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weights 1 − CRPSS and CRPSS. The weight 1 − CRPSS is also the value of the parameter k which

rescales the error of each ensemble member as a fraction of the original error (see equation 19). This

provides a visual understanding of the evolution of an ensemble forecast as skill increases in a way that

reduces the magnitude of errors without affecting their timing. Improved ensemble skill as defined

by CRPSS requires both increased accuracy, as each ensemble member is closer to the actual value,

and reduced ensemble variance. Note for instance how with CPRSS=0.8 (panel (e)), the average of

the benchmark ensemble (in grey) is distinct from the rescaled ensemble (in red) at lead times of 5-6

months where the observed rainfall (blue) turned out to be much lower than anticipated. Illustration

of how the method would apply to deterministic forecasts is presented in Appendix A.

Relationship between skill, value and operations

The relationship between skill and value for each of the five operational preferences defined in Table 1

is shown in panel (a) of Figure 4. The Figure plots value as a percentage of the perfect forecast value,

i.e., as a percentage of the value of perfect climate information (corresponding to CRPSS=1 and k=0).

Recall that forecast value is typically defined as the performance gain from no-forecast operations, i.e.,

increase of resource availability and pumping cost savings over the study period (the 11 winters from

2005-06 to 2015-16). This scaling enables us to compare value gains as skill increases with different

operational priorities. Positive (resp. negative) values mean enhancement (resp. deterioration) of the

performance with respect to the no-forecast operations. Figure 4.a clearly shows that value increases

with the skill of the ensemble forecast, but this increase is not linear and strongly varies with the

operational preferences. For instance, the initial 0.2 skill gain leads to almost no value gain with

balanced preferences (bal), whereas it leads to significant gains with the rao, rap and psp preferences.

The pso operational preference represents an extreme case where value is essentially insensitive to skill,

as prioritising energy cost savings leads to pumping rarely being used, no matter what the forecast

(and its skill) is. Also note that simply using the existing ECMWF-SEAS5 forecast provides at least

84% (with the rap preference) of the value of perfect information, with skill improvements representing

minor gains in comparison.

To further analyse the skill-value relationship, the other two panels in Figure 4 show the value gains

(still as a percentage of perfect forecast value gains) for the two individual objectives of maximising

resource availability (panel (b)) and maximising pumping cost savings (panel (c)). Looking at the bal

operational preferences (black line), we see that the overall gains in aggregate value as skill increases

(seen in the top panel (a)) have been obtained by large increases in resource availability (panel (b))

at the expense of slight decreases in pumping savings (panel (c)). This demonstrates the complex and

largely unanticipated effects that forecast skill improvements can have in multipurpose systems. Figure

4.b and c also show that when there is a strong preference for one objective (the rao and pso cases),

the main gains in value with skill improvements are obtained on the secondary objective (pumping

costs for rao and resource availability for pso) rather than the primary one. This is because optimised

decisions focus on maximising the primary objective at the expense of the secondary one. This is why

the primary objective is relatively insensitive to forecast skill whereas the secondary objective is were

gains in skill are more effectively translated into performance gains.

We can further explore the relationship between gains in forecast skill and value by analyzing

11



Figure 4: Skill-value relationship for five operational preferences. (a) aggregate value (expressed
as percentage of the perfect forecast value); (b) increase of resource availability compared with no-
forecast (percentage of perfect forecast value); and (c) pumping cost savings compared with no-forecast
(percentage of perfect forecast value).
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Figure 5: Simulated resource availability (RA) and pumping costs (PC) over the simulation period
(from the winter 2005-06 to winter 2015-16) under the bal and rao operational preferences. Black and
blue lines refer to the operations informed by forecast with different skill, the yellow line refers to the
operating rules that use no forecasts.
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results in different years (Figure 5). For the sake of simplicity, we focus only on two operational

preferences: the balanced one (bal, top panels) and the one prioritising resource availability (rao,

bottom panels) which is closest to the real-world preference of the water supply operator. Results

show that in both cases the gains in value are greatest in winter 2010-11 and winter 2011-12. Both

winters were particularly dry and the historical operation (yellow line) led to a very low resource

availability (2011-12) and high pumping costs (2010-11).

In the bal case (top panels), value gains with forecast skill improvements are essentially all concen-

trated in those two years. The ECMWF forecast issued in November 2011, as illustrated by Figure 3,

overestimated the total rainfall accumulated by April. Progressive skill improvements in our synthetic

forecasts reduce the magnitude of this overestimation and lead to a better appraisal of the pumping

needs during the winter 2011-12. This leads to increased pumping as forecast skill increases, improving

resource availability at the expense of greater pumping costs. This behavior almost single-handedly

explains Figure 4 results for the bal operational preference.

In contrast, the rao preference leads to a better repartition of benefits from increased skill across

years. Because it places a premium on maximising resource availability, reservoirs are entirely full for

all years except 2011-12, and over 99.5% full on that year, regardless of skill (panel (c) on Figure 5).

As a result, all the improvement linked with improved skill is in reducing pumping costs (panel (d)).

Whilst the brunt of pumping costs still falls on the two consecutive dry years, pumping cost savings as

forecast skill increases are substantial for most years, because forecast information enables the operators

to reach storage targets with less pumping. The differences between bal and rao preferences clearly

lead to substantially different relationships between forecast skill and value, with value produced in

different circumstances and by different mechanisms.

What is more, incremental skill improvements using the forecast families methodology highlight

that, with rao preference, the first 0.2 skill increment is the most valuable during several winters outside

of the 2010-2012 period, such as 2005-06, 2006-07, 2007-08 and 2013-14 (Figure 5.d). This finding

is case-specific, but intriguing as it indicates that incremental improvements to available forecasts

could then be valuable. To substantiate it, one can then explore more the operational details of

the ways skill improvements bring value for the rao preference (Figure 6). The first skill increment

curtails substantially or completely the need for pumping from the river to Reservoir 1 for 5 of the

11 years (panel (a)), showing that imperfect forecasts are enough to ensure a full reservoir and avoid

underestimating the total amount of water available within the reservoir system. Further pumping

savings as skill increases are through a reduced use of pumps to supply water from Reservoir 1 to the

demand node (panel (b)), and an increased use of Reservoir 2 to meet that demand at no cost (panel

(c)). This is because the allowable releases from reservoir 2 to leave it full on April 1st are higher

with better information. This is true even in years where imperfect forecasts can deliver almost the

same pumping saving potential as a perfect one (e.g., 2007-08). The result of this potential to deliver

near-perfect operations with imperfect forecasts is an over 10% pumping cost reduction between the

benchmark (CRPSS=0) and a CRPSS=0.2 for 5 of the 11 years (panel (d)). This insight, obtained

by applying the forecast families methodology, is not available by comparing the benchmark forecast

only with a perfect one.
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Figure 6: Simulated water fluxes over the simulation period (from winter 2005-06 to the winter 2015-
16) under the rao operational preference. Black and blue lines refer to the operation informed by
forecasts with different skill, the yellow line refers to the operating rules that use no forecasts.
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Discussion

This discussion highlights a few key points from the previous section, where we illustrated the “forecast

families” methodology with available ECMWF SEAS5 weather hindcasts for a water supply system

in the South-West of England. The application delivered meaningful value comparisons between the

forecasts generated with different skill, because these have a uniformly proportional error structure.

The rest of this discussion highlights a few key points in relation to the “forecast families” methodology

and its application.

Our proposed method relies on linear combinations of the hindcast with the data it is trying to

predict. Because of this, it provides a first-order approximation of what an increase in skill means for a

given skill score. Figure 3 illustrated this for the CRPSS, highlighting that a first-order consequence of

an increase in skill is a less dispersed ensemble. It is important to note that because the linear scaling

factor always verifies k > 0, all forecasts in a family will underestimate (or overestimate) the same

events as the original hindcast. Technically, this could be fixed by picking k < 0, but this would affect

error correlation structure if that linear scaling is not applied to all forecasts in a dataset. Likewise,

applying this method does not change the timing of errors. It focuses on a single degree of freedom

– error magnitude – and relates it to skill analytically. For more versatile applications, it is best to

envision this method as complementary to traditional synthetic forecast generation techniques that

are designed to replicate the error structure of an existing hindcast, and in particular error magnitude

(e.g., Brodeur and Steinschneider, 2021). This combination would enable these traditional generators

to extend the range of “what if” questions they are designed to answer..

Beyond highlighting the impact of a skill increase, our method has potential to highlight the

shortcomings of widely used skill scores. For instance, it clarifies that CRPSS does not capture all

aspects of forecast quality. Indeed, a common interpretation of an ensemble forecast is as an empirical

probability distribution of the quantity it is trying to predict (Pappenberger et al., 2015). This means

that a criterion to evaluate ensemble quality is to check whether an observation will exceed a given

quantile of the ensemble with the appropriate frequency (e.g., around 50% for the ensemble median).

Yet, the generation of forecast families does not affect the ranking of an observation within the ensemble

used to predict it. This shows clearly that the CRPSS is not related to this ensemble quality criterion.

This work also highlighted that even though value generally increases with skill, this relationship

is far from linear and is mediated by operational preferences (see Figure 4), hydrological conditions

(e.g., wet/dry years as examplified in Figure 5), and the detail of the physical and socio-economic

system characteristics (Figure 6). This is in line with previous studies showing that under particular

conditions, an error, as identified by forecast skill scores, can still add value to the operational decisions.

For instance, in certain situations within hydropower systems, recurrent positive bias (overestimation)

can produce value gains (Arsenault and Côté, 2019) or losses (Cassagnole et al., 2021). This has two

major consequences. First, forecast quality metrics should include an appreciation of overestimation

vs. underestimation errors. Such metrics would complement usual skill scores such as the CRPSS

(Peñuela et al., 2020). Second, techniques to manipulate existing forecasts such as the one presented

here should be extended in the future to consider not only CRPSS, but a variety of forecast skill

metrics.

This being said, the analysis presented in this paper only starts tapping into the potential insights
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offered by the generation of forecast families. In reality, much smaller skill increments than used

in this work would best represent realistic forecast improvements, and help to assess when they can

generate value. By only varying skill, our analysis also carries what can be described as a ’one-at-a-

time’ sensitivity analysis, whereas also varying parameters representing characteristics of the physical

infrastructure (e.g. reservoir capacity), definition of the operational objectives (e.g. pumping costs) or

operational preferences (e.g. the weights) would lead to a ’global’ sensitivity analysis (Saltelli et al.,

2008). Such global analysis would enable a more comprehensive ranking of the factors that determine

forecast value, including interactions between those factors. A time-varying global sensitivity analysis

(e.g., Doering et al., 2021; Rougé et al., 2021) could be used to further assess in which circumstances

the different factors mostly influence value.

Generating forecast families with time-variant skill could lead to a fine-grain understanding on

when skill improvements could generate value. Relating these insights with hydro-climatic processes

could then help bridge the gap that often exists between those who develop forecasts and aim to

improve their accuracy, e.g. meteorological agencies, and those who apply the forecasts and aim

to improve their decisions, e.g. water and energy companies. This systematic analysis could then

guide strategic planning and investment in forecast quality in order to obtain sufficient benefits and

improved management decisions to cover the costs of improving the forecast skill (Cassagnole et al.,

2021). Quality improvement can then be attained by improving the representation of targeted processes

within models, and by combining model-based approaches with machine learning and deep learning

techniques (Cohen et al., 2019), and with better pre-processing / bias correction techniques (Roulston

and Smith, 2003; Fortin et al., 2006).

Conclusions

This paper presents a single-parameter linear scaling of forecast error to generate families of syn-

thetic forecasts with the desired skill improvements on existing hindcasts. This “forecast families”

methodology enables an exploration on the relationship between skill and value based on forecasts

that resemble existing hindcasts products, instead of following an idealized probability distribution.

It applies to both deterministic and ensemble forecasts, and thanks to its simplicity, it provides easily

interpretable results. The application to a UK water system demonstrates the ability of the forecast

families to explore the relationship between skill and value with a set of forecasts with different skill

but strictly proportional error structure. This like-for-like comparison enables the most thorough ex-

ploration to date of the relationship between skill and value, using synthetic forecasts that preserve

error correlation structure.

The “forecast families” method can help to explore the relationship between skill and value, and

help to focus efforts in skill improvement, beyond the application to hydro-meteorological forecasts.

Indeed, this is a technique that only depends on the availability of a hindcast for past data, no matter

its nature. In water systems alone, it could be extended to forecasts of other variables such as water

demands or energy prices – be it as a hydropower producer or an electricity consumer. Combining our

method with time-variant sensitivity analysis techniques could highlight what improvements to any of

these existing forecasts would yield most value. These improvements could then be achieved through
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the current explosion of data-driven analytics to complement and improve models’ predictive ability,

as well as the continuous improvement of modelling capabilities themselves.
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Data availability statement

ECMWF hindcast are available under a range of licences (Vitart et al., 2017), for more information

please visit https://apps.ecmwf.int/datasets/data/ s2s-reforecasts-instantaneous-accum-ecmf/levtype=sfc/type=cf/.

The code used for pre-processing ECMWF hindcast and implementing the simulation-optimisation

methodology is available at https://ironstoolbox.github.io/ (Peñuela et al., 2021). The reservoir sys-

tem data of the case study are property of Wessex Water Ltd. and as such cannot be shared by the

authors. The code for generating forecast families is available in the Zenodo open-access repository

at https://doi.org/10.5281/zenodo.7327755 along with a demonstration including Figures in the

paper illustrating forecast family generation.
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Figure A.1: Deterministic forecast families using as benchmark the ensemble mean of the bias-corrected
ECMWF forecast, based on the rainfall forecast from 11/01/2011.

A Illustrating deterministic forecast families

To understand how the forecast family method applies to deterministic forecasts, one can take the

ensemble mean of the same forecast. Figure A.1 illustrates this method for the two skill measures for

deterministic forecasts considered in this paper, based on the mean absolute error (MAE; panel (a)) and

mean squared error (MSE; panel (b)). The MAE-based family rescales error linearly as skill increases,

as indicated by equation (8) with α = 1, and demonstrating that when basing skill on the MAE,

skill improvements quantify the way the average error is reduced. The MSE-based family, however,

shows skill improvements with lower error reductions throughout the forecast, because of the quadratic

relationship between skill and the linear error scaling factor k (equation (8) in the case α = 2). The

comparison of the two figures shows the importance of the choice of the forecast performance measure

the skill is based on.
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