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Abstract 

In recent years, internet connectivity and the ubiquitous use of digital devices have afforded a landscape of expand-
ing opportunity for the proliferation of scams involving attempts to deceive individuals into giving away money or 
personal information. The impacts of these schemes on victims have shown to encompass social, psychological, 
emotional and economic harms. Consequently, there is a strong rationale to enhance our understanding of scams 
in order to devise ways in which they can be disrupted. One way to do so is through crime scripting, an analytical 
approach which seeks to characterise processes underpinning crime events. In this paper, we explore how Natu-
ral Language Processing (NLP) methods might be applied to support crime script analyses, in particular to extract 
insights into crime event sequences from large quantities of unstructured textual data in a scalable and efficient man-
ner. To illustrate this, we apply NLP methods to a public dataset of victims’ stories of scams perpetrated in Singapore. 
We first explore approaches to automatically isolate scams with similar modus operandi using two distinct similar-
ity measures. Subsequently, we use Term Frequency-Inverse Document Frequency (TF-IDF) to extract key terms in 
scam stories, which are then used to identify a temporal ordering of actions in ways that seek to characterise how a 
particular scam operates. Finally, by means of a case study, we demonstrate how the proposed methods are capable 
of leveraging the collective wisdom of multiple similar reports to identify a consensus in terms of likely crime event 
sequences, illustrating how NLP may in the future enable crime preventers to better harness unstructured free text 
data to better understand crime problems.

Keywords Scams, Crime, Policing, Crime script analysis, Unstructured data, Natural language processing, Term 
frequency-inverse document frequency, Doc2Vec

Introduction
Scams have become increasingly prevalent alongside 
greater Internet connectivity and ubiquitous use of digital 
devices. Any person around the world can be a potential 
victim. Scams are as much a cause of concern in Singa-
pore as they are globally. Efforts by authorities to combat 
scams include the establishment of the Anti-Scam Cen-
tre in 2019, regular police operations against domestic 

and transnational syndicates as well as public education 
campaigns. Despite such efforts, victims continued to 
fall prey to scams, evident from the increasing number of 
reported scam cases over the last few years, from 9,502 
cases in 2019, to 15,756 cases in 2020 and to 46,196 cases 
in 2021 (Singapore Police Force, 2020a, 2020b; Lin, 2022).

Scams impact victims in numerous ways. The most 
immediate consequence is financial loss, which in turn 
causes tremendous emotional stress, particularly if sig-
nificant amounts of savings were involved. Victims also 
experience embarrassment, shame and humiliation, 
especially in the case of love scams (Buchanan & Whitty, 
2014). Scams also have longer-term psychological effects 
on victims, such as increased anxiety and low self-
esteem. Additionally, scams that involve loss of personal 
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data and misuse of identity can prolong the distress faced 
by victims by enabling subsequent victimisation. Given 
the gravity of social, psychological, emotional and eco-
nomic impacts that scams bring about, there is a strong 
rationale to enhance our understanding of scams in order 
to devise ways in which they can be disrupted.

One potential method for increasing understanding of 
scams, and crime events more generally, is script analy-
sis. Script analysis was first conceptualised for applica-
tion on crimes in 1994, with the objective of studying the 
sequence of events prior to, during and after the commis-
sion of a crime (Cornish, 1994). Crime scripts provide an 
organising framework to understand the modus oper-
andi involved in crime events, in this case scams, and 
thereby identify points of intervention where they might 
be disrupted and ultimately prevented. Conducting crime 
script analyses, however, requires a considerable amount 
of effort. The first step generally involves collecting data 
from a variety of sources, including open-source and 
confidential documents, before manually analysing the 
data to extract key information about the different stages 
of the crime event. These processes are exceedingly 
resource-intensive. Given the significant effort involved, 
there is huge potential to leverage Natural Language Pro-
cessing (NLP) methods to alleviate the effort required, 
particularly if the source data is in textual form.

In this paper, we present research exploring how NLP 
methods can be used to support crime script analysis. 
In particular, we seek to apply NLP methods on free text 
stories of scams extracted from ‘Scam Alert’, a Singapore-
based website aimed at promoting scam awareness, to 
generate ‘scam scripts’. Here, we define a scam to be a 
scheme designed to deceive individuals into giving away 
their money or personal information, generally using the 
Internet or some other communication medium such as a 
phone call or text message. Our study entails two distinct 
but interrelated stages. First, we develop methods for 
identifying scam reports with similar modus operandi. 
Second, we implement approaches capable of generat-
ing key words or phrases, as well as sequences of actions 
from these similar reports that reflect characteristics of 
a given modus operandi. These characteristics can then 
be thought of as different steps in the scam script. Given 
that our text corpus from ‘Scam Alert’ contains accounts 
on a wide variety of scams, and script analyses inherently 
focus on specificity in understanding the commission of 
crime, the first stage was a necessary step so as to isolate 
similar scam reports, thus maximising the likelihood that 
subsequent analyses would produce high quality scam 
scripts. Collectively, the methods outlined in this paper 
provide new and efficient means for supporting scam 
script analyses.

The remainder of this paper is organised as follows. 
First, we briefly review academic literature related to 
crime script analyses as well as the applications of NLP 
on free text in the domains of crimes and scams. Subse-
quently, we provide a theoretical overview of the vari-
ous NLP techniques that were used in this research. The 
next sections outline steps taken to extract, clean and 
pre-process the text data from ‘Scam Alert’ and describe 
our methodology in identifying scam reports with simi-
lar modus operandi as well as generating key words and 
phrases from them. We then illustrate this approach 
through a case study of analysing High Court impersona-
tion scams. Finally, we summarise our key findings, high-
light its limitations, and propose areas of future research.

Related work
Why scammers succeed?
To understand how scams fundamentally work, it is use-
ful to examine past studies relating to scams from vari-
ous theoretical perspectives. One such perspective is the 
Routine Activity Theory (Cohen & Felson, 1979), which 
states that crime requires the convergence of a motivated 
offender, suitable target, and the absence of a capable 
guardian. While originally conceived to describe direct 
contact predatory offending, one might well argue that 
this theory is applicable in the context of scams. Much 
research has been conducted to study the attributes of 
victims that might make them susceptible to scams. 
Amongst these are low self-control (Wilsem, 2011), 
impulsiveness (Pattinson et al., 2011), perception towards 
the size of reward (Fischer et  al., 2013) as well as lone-
liness (Buchanan & Whitty, 2014). Perhaps surprisingly, 
there have been mixed findings about how an individual’s 
familiarity with technology and the Internet influences 
their susceptibility to scams. While Wright and Marett 
(2010) found that being more Internet-savvy led to lower 
susceptibility, Wilsem (2011) observed that Internet use 
per se did not protect victims regardless of their sav-
viness. For instance, in a study by Vishwanath (2015), 
e-mail habits were found to increase chances of phishing 
victimisation—one might well view this finding through 
the lens of Routine Activity Theory, such that those who 
check their e-mails regularly are potentially suitable tar-
gets as they tend to be more likely to click on hyperlinks 
in phishing e-mails.

Scams typically require a degree of planning to be suc-
cessfully executed. For this reason, the Rational Choice 
Perspective (Cornish & Clarke, 1986) might also be 
applied to those who perpetrate scams, or in popular 
parlance—“scammers”. It is clear that scammers make 
rational choices when committing scams, including 
actions taken to increase chances of success. For instance, 
scammers invoke visceral appeals from victims, including 
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appeals to love, in the case of love scams (Yee et al., 2019), 
and authority, in the case of scams impersonating gov-
ernment officials (Friedman, 2020). They expend effort to 
design messages that mirror official communications or 
require an urgent response in order to increase rates of 
response from victims (Yee et al., 2019; Wang et al., 2012; 
Luo et al., 2013).

A lack of capable guardianship is another factor con-
tributing to the success of scams. In their study, Graham 
and Triplett (2017) used digital literacy as a measure 
of guardianship and discovered that respondents with 
higher digital literacy reported receiving phishing emails 
more. Their study suggested that higher levels of guardi-
anship meant greater awareness of phishing. Another 
study found that remote and regional communities in 
Australia which were disadvantaged in terms of receiving 
“adequate levels of capable guardianship” were associated 
with higher fraud risks (Smith & Jorna, 2011).

Crime script analysis
Key to the prevention of crime is understanding the 
“how” of crime events – in this case that is, how scams 
happen. One way to do so is through crime script anal-
ysis, which Cornish (1994) first introduced as “a way of 
generating, organising and systemizing knowledge about 
the procedural aspects… of crime commission.” More 
recently, crime scripts were defined by Ekblom and Gill 
(2016) as “abstracted descriptions of a particular kind 
of behavioural process, namely structured sequences of 
behaviour extended over time and perhaps space.” There 
have been limited guidance on how crime scripts should 
be created, as pointed out by Brayley, Cockbain and Lay-
cock (2011), although there have been some attempts 

to develop structured processes, such as the recent 
work by Chainey and Berbotto (2021). Notwithstand-
ing, Dehghanniri and Borrion (2021), in their systematic 
review of crime scripting, questioned the “usefulness of 
formalizing the crime scripting process”. Having said that, 
there is some general consensus on the characteristics 
that crime scripts should possess. Fundamentally, they 
must describe the sequence of activities involving all rel-
evant parties before, during and after a crime (Cornish, 
1994). Tompson and Chainey (2011) proposed a simple 
model to categorise those activities into four stages—
preparation, pre-activity, activity and post-activity. In 
addition, crime scripts may be represented as a flowchart 
or in a tabular format, where each row corresponds to a 
specific activity (Dehghanniri & Borrion, 2021). Where 
feasible, each activity should also be described using 
a consistent syntax, for instance, subject–verb–object 
(Borrion, Dehghanniri, & Li, 2017). Table  1 illustrates 
how a script could look like based on a hypothetical 
example of an online purchase scam.

Since the 1990s, crime script analysis has gained sig-
nificant traction within the research community, evi-
denced by an increase in the number of publications 
related to crime scripts over time (Dehghanniri & Bor-
rion, 2021). Over the years, this approach has been uti-
lised in developing prevention strategies for a range of 
criminal offences. Examples include child sex trafficking 
(Brayley, Cockbain, & Laycock, 2011), terrorism (de Bie 
et  al., 2015; Osborne & Capellan, 2016) and metham-
phetamine manufacturing (Chiu et al., 2011). The appli-
cation of script analysis on scams is also not new. Choi, 
Lee and Chun (2017) used script analysis to dissect voice 
phishing scams in South Korea and in a more recent 

Table 1 Script analysis of an online purchase scam

Stage Action

Preparation Victim collects information on iPhone 13, such as its price and features

Victim becomes interested to purchase iPhone 13

Offender puts up a fake listing of iPhone 13 online

Pre-activity Victim comes across the listing of iPhone 13 put up by offender

Victim believes the listing of iPhone 13 and the seller are genuine

Victim compares prices across other similar listings

Victim contacts offender to discuss modes of payment and delivery

Activity Offender tells victim that the listed price is for limited time only

Victim decides to purchase iPhone 13 from offender

Offender requests victim to make a bank transfer

Offender promises victim delivery of item within 3 days

Post-activity Victim fails to receive item within 3 days

Victim contacts offender to check on the delivery

Offender does not respond to victim
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work by Nguyen (2021), script analysis was used to gain a 
better understanding of two types of transnational com-
puter fraud in Vietnam, namely bank card data fraud and 
phone scams. While our work does not deal with devel-
oping scripts for any specific type of scam per se, it aims 
to facilitate the development of scam scripts using NLP, 
with the eventual goal of identifying points of interven-
tion and measures where scams can be disrupted.

It is also important to note that the vast majority of 
previous studies have performed script analyses from 
offenders’ perspectives (Leclerc, 2014)—that is, identify-
ing the actions an offender must undertake to success-
fully commit a crime. This focus is the result of a desire 
to identify means to disrupt offender behaviour. This also 
reflects the sources of data commonly used in script anal-
yses, such as police investigation files, media account and 
legal documents, which often focus on offenders. How-
ever, as the Routine Activity Theory depicts, there are 
other actors beyond offenders involved in a crime com-
mission process, namely victims and guardians. Leclerc 
(2014) asserts that it is equally important to examine 
scripts from the points of view of the victims and guard-
ians alongside. Leclerc (2014) also introduced the idea 
of ‘interpersonal scripts’, which capture interactions 
between the offender’s scripts, the victim’s scripts and the 
guardian’s scripts.

In this paper, we take the approach of exploring vic-
tim’s scripts of scams, doing so for several reasons. First, 
pragmatically the text data describing scams analysed in 
this paper contains victims’ stories of scams. Second and 
relatedly, beyond the scope of this study, gaining access 
to sufficient quantities of reliable data with regard to the 
perpetration of scams is challenging, whereas victims’ 
accounts of scams—such as those analysed here—are 
relatively commonplace and publicly available—thus 
presenting a unique opportunity to explore how NLP 
may support the crime-scripting process. Third and 
most importantly, given the widespread nature of online 
scams, identifying the behaviour of victims that lead to 
successful or unsuccessful scams has the potential to 
inform crime prevention efforts that could be targeted at 
those most likely to become victims.

NLP applications for crimes and scams
The application of NLP and machine learning methods 
on unstructured free text in the domains of crimes and 
scams is not novel, with a range of methods having pre-
viously been explored. To illustrate, Named Entity Rec-
ognition (NER), an NLP task that picks out entities such 
as names and locations from a given text, has previously 
been used to extract entities to construct meaningful 
crime networks that could support investigations and 
identify criminal links (Al-Zaidy et  al., 2012; Elyezjy & 

Elhaless, 2015). Similarly, through collaborations between 
the Dutch National Police and Utrecht University, infor-
mation extracted from crime reports using NER were 
used in a formal reasoning system. This system enabled 
automatic formulation of questions, which could be 
posed to complainants to provide clarification on their 
reports (Schraagen, Testerink, Odekerken, & Bex, 2018).

Classification is another common NLP task in the 
crime domain. In their study, Mbaziira and Jones (2016) 
used machine learning algorithms such as Support Vec-
tor Machines, Naïve Bayes and k-Nearest Neighbours 
on free text in e-mails to classify and detect phishing 
scams. Mbaziira and Jones (2016) also experimented 
with textual data collected from Facebook profiles linked 
to known cyber-criminals to predict fraudulent profiles. 
In a separate work, Mbaziira used bilingual text datasets 
in English and Nigeria Pidgin to detect phishing scams 
(Mbaziira et al., 2015). More recently, Hamisu and Man-
sour (2020) developed a classifier to detect e-mails relat-
ing to possible advance-fee scam using a bag-of-words 
model. More state-of-the-art NLP approaches have also 
been used within the crime domain. For example, Naudé, 
Adebayo and Nanda (2022) experimented with trans-
former models such as Bidirectional Encoder Represen-
tations from Transformers (BERT) to detect fraudulent 
job advertisements.

Another NLP approach previously applied in the study 
of crime is topic modelling. Topic models use statistical 
machine learning to identify latent topics within collec-
tions of free text documents. In their work, Kuang et al. 
(2017) used non-negative matrix factorisation to discover 
topics within free text crime reports associated with mul-
tiple offence types, their goal being to explore meaningful 
latent crime classes that can be derived from examin-
ing descriptions of crimes. In a related work, Birks et al. 
(2020) used another topic modelling algorithm known 
as Latent Dirichlet Allocation (LDA) that assumes each 
document to contain a mix of different latent topics. 
Utilising this technique to examine topics within a sin-
gle crime classification—residential burglary, Birks et al. 
(2020) explored if LDA could aid in the identification 
of similar burglary modus operandi which are likely to 
require specific crime prevention interventions. Both 
studies resonate strongly with research presented in this 
paper because of the common motivation to leverage 
NLP methods to analyse free text descriptions of crime 
events in order to better understand the processes of 
crime commission.

Thus far, we have seen how NLP methods had been 
experimented with free text such as crime reports, inves-
tigation documents and e-mails. A less ubiquitous type 
of textual data on which NLP methods had also been 
applied in literature is Hypertext Markup Language 
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(HTML), the standard language for displaying web pages. 
Given the prevalence of scams perpetrated via fake or 
fraudulent websites, there is understandably an interest 
to detect them using analytical approaches. In their work, 
Drew and Moore (2014) sought to automatically identify 
and link replicated scam websites together by employing 
hierarchical clustering algorithms as well as Jaccard simi-
larity on various attributes of websites, including their 
HTML tags. In a similar vein, Phillips and Wilder (2020) 
examined the typology of advance-fee cryptocurrency 
scams by applying another clustering technique known 
as density-based spatial clustering of applications with 
noise (DBSCAN) on HTML data.

Evidently, NLP and machine learning methods have 
been extensively applied in the domains of crimes and 
scams for a wide range of use-cases. However, to the best 
of our knowledge, no previous studies have explored the 
use of NLP methods in creating scam scripts, or more 
generally crime scripts. The study that we found some-
what similar to ours in terms of encompassing a com-
parative analysis of multiple textual descriptions was 
that by Borrion, Dehghanniri and Li (2017). Even then, 
their work involved manually comparing textual scripts 
of the same crime event, whereas ours uses NLP meth-
ods to analyse textual reports of different scams. We also 
observe from current literature that the data sources 
used to generate crime scripts had been predominantly 
textual in nature. Examples include text messages (for 
example, Brayley, Cockbain, & Laycock, 2011), case sum-
maries (for example, de Bie et  al., 2015), transcripts of 
interviews with investigators (for example, Choi, Lee, & 
Chun, 2017; Nguyen, 2021), court transcripts (for exam-
ple, Chiu et  al., 2011) and investigation documents (for 
example, Osborne & Capellan, 2016). The methods used 
to generate crime scripts were also varied. For instance, 
Nguyen (2021) used an inductive approach to analyse 
modus operandi of transnational computer fraud while 

Chiu et al. (2011) as well as Osborne and Capellan (2016) 
coded their textual data according to various domain-
specific categories. Regardless, the methods used were 
highly manual, and understandably resource-intensive. 
Therefore, the work presented in this paper aims to reap 
the benefits of NLP by not only alleviating the effort 
required in developing scripts but also achieving consist-
ency and scalability from large quantities of textual data.

Data preparation and analytical approaches
We now proceed by describing our primary data source, 
the procedures taken to extract, clean and pre-process it, 
and the several NLP techniques applied in its analyses.

Data extraction and cleaning
The data used in our research was derived from ‘Scam 
Alert’, a website launched by the National Crime Preven-
tion Council (NCPC) of Singapore in 2014. ‘Scam Alert’ 
contains resources about different types of scams as well 
as tips to avoid becoming a victim. The website also offers 
members of the public a place to share stories of their 
encounters with scams with the hope of preventing oth-
ers from being victimised. Figure 1 shows a screenshot of 
a published scam report containing various information 
including the textual description of the scam provided 
by a user of the website. It is these free text data that are 
analysed in this study.

To use scam reports from ‘Scam Alert’ for our research, 
we first obtained written permission from the data 
owner, NCPC (Poh, personal communication, 2020). 
Web-scraping techniques were then applied using the 
Python libraries, ‘BeautifulSoup’ (Richardson, 2007) and 
‘Selenium’ (Software Freedom Conservancy, 2013), to 
extract information such as date of submission, textual 
description, scammers’ details and scam category. A total 

Fig. 1 A screenshot of a scam report published on ‘Scam Alert’
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of 4,660 scam reports were extracted, describing scams 
that took place over a period of four years (from 20 July 
2016 to 19 July 2020).

Once extracted, these data were cleaned. Our data 
cleaning pipeline is summarised in Fig.  2. We began by 
removing 64 duplicate scam reports. Following this, we 
checked for reports containing non-English characters. 
Out of 96 scam reports that contained non-English char-
acters, six were entirely in Chinese characters and were 
removed. For the remaining 90 reports, only the Chi-
nese characters were removed since they occupied only a 
small segment of each text.

The next steps in the data cleaning process were reclas-
sifying misclassified scam reports and removing reports 
unrelated to scams. These were done by inspecting scam 
reports and assessing whether the original scam cat-
egory matches the described stories, according to the 
definitions of various scam types on the ‘Scam Alert’ 
website. Given the laborious task involved to manually 
inspect each report, we inspected a sample of 1232 scam 
reports, of which 256 were found to be misclassified and 
36 unrelated to scams. The misclassified scam reports 
were reclassified into the most appropriate categories, 
whereas those unrelated to scams were removed. The 
remaining 4554 scam reports formed the text corpus for 
our research. These 4554 scam reports spanned across 21 
distinct scam types, the most common ones being imper-
sonation scam, online purchase scam and internet love 
scam. The average length of scam reports was about 99 
words, with a standard deviation of 85 words, suggesting 
a huge variance in the lengths of the reports.

Text pre‑processing
Free text, in its raw form, is highly unstructured and 
noisy. Text pre-processing is therefore an essential 
step in any NLP task to make text more consistent and 

interpretable to machines. This current section elabo-
rates on our text pre-processing pipeline, as represented 
in Fig. 3.

The first step involved removing unicode characters 
from the text. Though not prevalent, the text corpus 
contained several unicode characters embedded within 
words. For instance, “n\u200cext” was the charac-
ters “\u200c” embedded within the word “next”. Given 
that such words would be of utility in our corpus, we 
removed only the unicode characters.

Next, digits such as dates, times and telephone num-
bers are typically regarded as noise in any textual data 
and removing them helps towards standardising the 
text. Moreover, for the purposes of crime scripting in 
this research, we are interested in capturing the mean-
ings of scam reports from their text and digits were 
assessed to play an insignificant role in this regard. 
Across all scam reports, a total of 16,468 strings were 
found to contain digits and were thus removed. The 
next pre-processing step involved expanding con-
tracted words, such as “don’t” and “can’t”. Other steps 
to help standardise text in our corpus included con-
verting words into their lower cases as well as remov-
ing white spaces and punctuation marks. The next step 
was to unabbreviate acronyms. The general approach to 
find acronyms in our text was using regular expressions 
to detect consecutive upper-case letters. An example 
was “IBAN”, which represents the phrase “International 
Bank Account Number”. Using this approach. a total of 
3,495 acronyms across 63 unique acronyms were found 
and replaced with their unabbreviated forms. Acro-
nyms which were written in lower-case letters were 
identified manually.

Given that our text corpus originated from victims 
with different language proficiencies, it contained a 
range of typographical errors. Rectifying these errors 
was another crucial step in our text pre-processing. 

Fig. 2 Data cleaning pipeline
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Unlike an acronym which corresponded to a unique 
phrase, words were misspelled in several different ways. 
A dual approach was adopted to rectify such errors. The 
first involved using ‘pyspellchecker’, a Python library 
that identifies misspelled words using the Levenshtein1 
distance algorithm (Norvig, 2018). However, ‘pyspellchecker’ was unable 
to detect typographical errors of lesser-known words or words unique to 
our text corpus. The second approach thus involved manually and itera-
tively identifying misspelled words during the course of our research,2 
which enabled us to rectify the spellings of 1,099 words across the corpus.

Natural language processing techniques
In analysing these cleaned free text data, we explore the 
use of several distinct NLP techniques with the aim of 
supporting crime script analyses. These techniques are 
now briefly introduced and explained for readers who 
may be unfamiliar with them.

Doc2Vec
In 2013, Mikolov, Chen, Corrado and Dean (2013) devel-
oped the word-to-vector (Word2Vec) algorithms, which 
generate vectors of numbers that represent words and 
their semantics. The document-to-vector (Doc2Vec) algo-
rithms, developed by Mikolov and Quoc in 2014, extends 
Word2Vec from the word level to the document level 
(Le & Mikolov, 2014). In essence, Doc2Vec is an NLP 

algorithm that learns numeric “fixed-length feature rep-
resentations” of text in documents.

There are two types of Doc2Vec algorithms: Distrib-
uted Memory model of Paragraph Vector (PV-DM) and 
Distributed Bag-of-Words version of Paragraph Vector 
(PV-DBOW). Both algorithms were used in this research. 
To illustrate how they work, consider the following text 
which describes how an individual purchased a product 
they never received from the Singapore-based online 
marketplace, Carousell:

“I bought headphones on Carousell but never 
received them.”

In both frameworks, every document and every word 
in the document are each mapped to a unique vector. Fig-
ure 4 is a simple illustration of the PV-DM algorithm for 
the first five words of the above text (that is, a window 
size of five). Here, the target word is “headphones” and 
the context words are “i”, “bought”, “on” and “carousell”. A 
vector corresponding to the document (herein referred 
to as “Tag ID #22”), together with vectors representing 
the context words, are trained to predict the target word. 
This is done using an artificial neural network (ANN). 
The window of text slides over the text and the process 
repeats – thus, where the target word is “Carousell”, con-
text words are “headphones”, “on”, “but” and “never”.

The PV-DBOW algorithm is illustrated in Fig.  5. 
Instead of using both the vectors for the document and 
the vectors for the context words, PV-DBOW only uses 
the former in training. It trains the document vector to 
predict words within a window of text using an ANN. In 
this example, the document vector, Tag ID #22, is trained 

Fig. 3 Text pre-processing pipeline

1 In the Levenshtein distance algorithm, permutations of words within an edit 
distance of two were compared.
against known words (Norvig, 2018).
2 While this manual approach may not scale well to larger corpus, we 
deemed it appropriate in the context of this research to explore what could 
be derived given a high-quality dataset.
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to predict the first five words of the text. Similarly, the 
training is repeated for different windows of words across 
the text.

At the end of training, both algorithms have learned 
numeric representations of the document, also known 
as a document vector. These trained Doc2Vec models can 
also perform inferences to compute document vectors 
for new and unseen documents.

Cosine similarity
By representing documents numerically as document 
vectors, useful semantic properties, such as document 
similarity, can be discovered. One of the metrics used in 
this research to measure similarity between document 
vectors corresponding to scam reports was cosine simi-
larity. It is defined by

where X and Y are document vectors, and θ is the angle 
between them. If document vectors X and Y are perfectly 
similar, θ is 0° and the cosine similarity score is 1. Con-
versely, if they are perfectly dissimilar, θ is 180° and the 
cosine similarity score is -1. Put another way, the closer 
the cosine similarity score is to 1, the more similar two 
documents are.

Jaccard similarity
While cosine similarity operates in the vector space and 
measures similarity between two document vectors, Jac-
card similarity deals with the ‘text space’ and measures 

cosθ =
X · Y

|X||Y|

similarity between two documents in terms of the pro-
portion of words they have in common. Jaccard similar-
ity was the alternative approach used in this research to 
find similar scam reports. Mathematically, it is given by 
the expression,

where A and B represents sets of all words in two doc-
uments. A Jaccard similarity score of 1 means that two 
documents have exact same words, whereas a Jaccard 
similarity score of 0 means they have no words in com-
mon. The higher the Jaccard similarity score, the more 
words two documents have in common.

Term frequency‑inverse document frequency
In our research, the Term Frequency-Inverse Document 
Frequency (TF-IDF) method was used to generate key 
words and phrases (collectively referred to as “terms”) 
from a set of similar scam reports. More generally, TF-
IDF is a method that scores each term in a set of docu-
ments according to how unique it is. It does this by taking 
into consideration the importance of a term in a single 
document, and then scaling it by the importance of that 
term across all documents. Mathematically, the TF-IDF 
score for term i in document j is given by

where  TFi, j is the frequency of term i in document j 
(also known as Term Frequency), N is the total number 

Jaccard(A, B) =

∣

∣A ∩ B
∣

∣

∣

∣A ∪ B
∣

∣

wi,j = TFi,j × log

(

N

di

)

Fig. 4 Illustration of PV-DM algorithm of Doc2Vec

Fig. 5 Illustration of PV-DBOW algorithm of Doc2Vec
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of documents and  di is the number of documents that 
contain term i. The latter term in the right-hand side of 
the above expression corresponds to the Inverse Docu-
ment Frequency (IDF) of term i. The less frequent a term 
i appears across the documents, that is, the smaller the 
value of  di, the higher the IDF and therefore the TF-IDF 
score for term i. In practice, TF-IDF provides a reliable 
and effective method in discriminating terms which are 
unique to a set of documents from those which are not.

Methodology
Our work exploring how NLP can support crime script 
analyses involved two interrelated stages: first, exploring 
how NLP methods can identify scam reports with simi-
lar modus operandi; and second, using NLP to extract 
key words, phrases and potentially sequences of actions 
from those similar reports with the aim of providing use-
ful insights for the generation of crime scripts. In this 
section, we explain the motivation behind each stage and 
specify the methodology involved.

Finding similar scam reports
Before generating key words and phrases that will be 
helpful towards script analyses of a particular scam 
report, it is first necessary to find other similar scam 
reports. There are several ways of defining similarity of 
scam reports. Depending on use-cases, scam reports 
can be said to be similar if they make mention of the 
same unique identifiers such as bank account and tel-
ephone numbers, share common entities like moni-
kers and names of online platforms or pertain to similar 
time periods or sequence of events. In our work, as far 
as crime script analysis is concerned, it was of interest 
to define similarity in terms of the modus operandi of a 
scam. Our hope here is that the key words and phrases 
that will be generated from a collection of similar scam 
reports will accurately capture the key ingredients and 
procedural elements of a given modus operandi rather 
than grouping reports of what are likely to be the same 
scam (something that might be seen as overfitting in this 
context). This desire to identify similar but not just the 
same scams we propose will best support those who seek 
to construct reliable crime scripts for the type of scam in 
question (this distinction is somewhat analogous to the 
difference between crime linkage—the identification of 
crimes perpetrated by the same offender(s)—and tech-
niques designed to detect offences with similar modus 
operandi).

To capture similarity in modus operandi, it was also 
not sufficient to use the previously discussed discrete 
scam categories which users of the website use to tag 
each scam report. Scam categories are in essence discrete 
labels that describe high-level characteristics of scams 

(for example, Impersonation Scam). They do not provide 
procedural insights into how scams happen. In contrast, 
modus operandi of scams includes more defining char-
acteristics, such as how scammers first made contact 
with victims, the deception used by the scammer or the 
mode by which victims lost their monies. Indeed, given 
the variety of scams reported on ‘Scam Alert’, each scam 
category encompasses many different modus operandi. 
Therefore, there is a need to move beyond selecting scam 
reports of the same scam category, to developing a meth-
odology that isolates scam reports with a specific modus 
operandi. Moreover, the better our process in isolating 
scam reports with similar modus operandi, the lesser the 
amount of noise amongst the collection of similar scam 
reports, and the better the quality of any resulting analy-
ses designed to support crime scripting. In the following 
sub-sections, we present two approaches in which simi-
larity of scam reports in terms of modus operandi could 
be quantified: the vector-based and text-based approach.

Vector‑based approach
Our first approach in measuring similarity of modus 
operandi in scam reports is the vector-based approach, 
which utilises Doc2Vec document vectors and cosine 
similarity. Doc2Vec was selected over other NLP meth-
ods for several reasons. First, the approach seemed 
well-suited to our narrative-like scam reports—taking 
sequence of words in a document into account (unlike 
the bag-of-words approach) and generalising to texts of 
different lengths. Moreover, Doc2Vec has been used in 
many previous studies, is relatively straightforward to 
implement, and does not require labelled data for train-
ing—with a trained model being able to produce vector-
ised representations of scam reports in a relatively simple 
manner.

In order to encode scam reports as document vec-
tors, we used the pre-processed scam reports following 
data preparation steps described above to train Doc2Vec 
models. The detailed methodologies in training Doc2Vec 
models and evaluating them are also described in the 
Appendix. Results from our experiments suggested that 
the Doc2Vec model trained with the PV-DM algorithm 
for 150 epochs and 50-dimensional document vectors 
was the most optimal model.

With this model, we were able to extract document 
vectors for any scam report not only those in our corpus 
but also unseen ones. Figure  6 shows a simple illustra-
tion of this using Document Tag ID #20, an actual scam 
report in the corpus. The 50-dimensional document vec-
tor produced by the trained Doc2Vec can be regarded as 
a numerical representation of the text in Document Tag 
ID #20. Put differently, the document vector is said to 
encapsulate the meaning of this document.



Page 10 of 22Lwin Tun and Birks  Crime Science            (2023) 12:1 

In practice, a more common scenario would be to apply 
the trained Doc2Vec model on new and unseen scam 
reports, in order to find potential links to similar scam 
reports from the existing corpus. The trained Doc2Vec 
model can be used to similarly infer document vectors for 
any unseen scam report. Similarity between these scam 
reports can then be quantified by measuring cosine simi-
larity between their corresponding document vectors. 

Figure 7 depicts this process for the following two hypo-
thetical scam reports—Document X and Document Y. 
Using the document vectors for both scam reports, the 
cosine similarity score is computed to be 0.402. 

Fig. 6 Extracting document vectors of scam reports in the text corpus using trained Doc2Vec model

Fig. 7 Inferring document vectors of unseen scam reports, Documents X and Y, from trained Doc2Vec model
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Document X “I received a scam call. It was an automated voice 
from the Singapore High Court, stating that I have an 
outstanding summon. I was asked to pay it.”

Document Y “When I answered the phone, there was a voice recording 
which said, “this is Singapore High Court and you have an 
outstanding summon to be paid!”.”

To retrieve scam reports in our corpus which are 
most similar to an unseen scam report, we first infer a 
document vector for the unseen scam report using the 
Doc2Vec model. Next, we compute cosine similarity 
scores between the inferred document vector and the 
document vectors of all scam reports in the corpus. The 
scam reports which are most similar to the unseen scam 
report by the vector-based approach would be those with 
the highest cosine similarity scores.

Text‑based approach
The second method used in measuring similarity of 
modus operandi in scam reports is the text-based 
approach. In computing Jaccard similarity, each docu-
ment is regarded as a set of words. Jaccard similarity 
measures the proportion of all words that are common 
to both documents. In our work, we applied a modified 
version of Jaccard similarity. We hypothesised that scam 
reports with similar modus operandi would make refer-
ence to similar noun phrases such as names of govern-
ment organisations, banks and social media platforms. 
Therefore, instead of computing Jaccard similarity using 
all words, which is the default, we modified the computa-
tion to be based on noun phrases3 only. Figure 8 contex-
tualises this idea using Documents X and Y.

Figure 8 shows how Jaccard similarity between Docu-
ments X and Y would differ if we were to use all words 

compared with noun phrases only. Clearly, Documents 
X and Y had a higher Jaccard similarity score and were 
“more similar” when compared using noun phrases. 
Here, we argue that the modified Jaccard similarity pro-
vides a more accurate picture of the degree of similarity 
between two scam reports. In other words, the higher 
the Jaccard similarity score, the more noun phrases two 
scam reports have in common and the more similar their 
modus operandi is likely to be. In addition, text reduc-
tion techniques such as stemming and lemmatisation 
may further help in generating Jaccard similarity scores 
that better reflect how similar two scam reports are. 
For example, the words “summons” and “summon” can 
be treated as common since both can be reduced to the 
same base word “summon”, thereby giving a higher Jac-
card similarity score.

To find scam reports which were most similar in 
modus operandi to any input scam report, we first used 
the ‘spaCy’ library (Matthew, Montani, Van Lande-
ghem, & Boyd, 2013) in Python to identify and extract 
noun phrases using two matching patterns: phrases that 
contain consecutive nouns with at least one noun; and 
phrases that start with one adjective followed by con-
secutive nouns with at least one noun. Thereafter, Jaccard 
similarity using noun phrases can be computed between 
the input scam report and every scam report in the text 
corpus. Scam reports with the highest Jaccard similarity 
scores would be deemed most similar to the input scam 
report in terms of modus operandi.

Fig. 8 Illustrations of Jaccard similarity using all words and only noun phrases

3 A noun phrase is a phrase containing a noun and optionally other kinds of 
words such as pronouns and adjectives. Examples include “scam call”, “inter-
net connection”, “local landline” and “police”.
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Generating key terms from similar scam reports
In the previous section, we highlighted the importance of 
retrieving and isolating scam reports with similar modus 
operandi in producing reliable crime scripts. More spe-
cifically, this prerequisite step seeks to ensure that the 
key terms contained within a set of similar scam reports 
reflect the characteristics of their modus operandi, which 
can be perceived as different components or stages in the 
scam script. Generating scripts that accurately convey 
the different stages involved in the scam will ultimately 
facilitate disruption and prevention efforts.

To illustrate, here we might consider internet love 
scams. Isolating a small sample of internet love scams 
with similar modus operandi may uncover key terms 
such as “dubai”, “engineer”, “transfer”, “emergency” and 
“western union”. We can then infer that stages of this 
scam script may include the scammer introducing him-
self to victims as an engineer from Dubai, the scammer 
mentioning about some emergency, and victims being 
asked to transfer money via Western Union, a global 
money remittance company. One possible intervention 
point in this script would be Western Union and meas-
ures could be taken to educate its employees to identify 
tell-tale signs of likely scam victims intending to remit 
money overseas, in the efforts to disrupt such scams.

To generate key terms from a set of similar scam 
reports, we used the scam reports whose text had been 
pre-processed (as described above) and removed stop 
words4 therefrom using the ‘nltk’ library (Bird et  al., 
2009) in Python. Next, we applied TF-IDF to extract 
n-grams, or a consecutive sequence of n words. Besides 
extracting single words, known as unigrams, it was also 
possible to extract combinations of two words and three 
words, known as bigrams and trigrams respectively. Each 
n-gram was given a TF-IDF score according to its impor-
tance to the given set of scam reports. The higher the TF-
IDF score, the more important the n-gram was.

Table  2 shows the resulting top n-grams by TF-IDF 
scores extracted from Documents X and Y using this 
approach. Although only two scam reports were exam-
ined, the n-grams generated gave useful information 
about the main features of this modus operandi.

Since script analysis of scams should convey character-
istics of scams as a sequence of events, we took one step 
further to represent n-grams sequentially using a directed 
graph. For each n-gram, we computed its median index 
position across the set of similar scam reports. The 
n-grams were then sorted by their median index posi-
tions. Visualising n-grams as a directed graph provides 

insights on the different stages of the modus operandi 
and their characteristics, thereby greatly facilitating the 
scripting of scams. The case study highlighted in the next 
section will put these methodologies into context. In 
addition, given that our text corpus originated from dif-
ferent victims, there were understandably variations in 
the ways scam stories were described, even for a set of 
similar scam reports. Therefore, a significant and neces-
sary assumption this approach makes is that the order 
in which victims describe their scam stories generally 
reflects the order in which the scams took place. While 
we acknowledge this is not ideal, we assert that it repre-
sents an appropriate first step, which is best assessed by 
subsequently analysing the sequences of actions such an 
approach will generate.

Results: a case study of high court impersonation 
scams
Having provided an overview of our analytical workflow, 
we now demonstrate how it can be applied to help in 
script analysis of scams, using the example of High Court 
impersonation scams identified within our corpus. The 
scam in question is characterised by potential victims 
receiving a telephone call purportedly from the “Singa-
pore High Court”, with an automated recorded message 
in English and Mandarin. Potential victims are asked to 
press “9” before being directed to a person claiming to be 
a Court officer. On speaking to this supposed official, they 
are told to attend Court on the pretext of being involved 
in a crime or as a result of pending summons. The official 
would then request personal details from the potential 
victim such as names and identification numbers.

To illustrate how we can identify such scams that share 
similar modus operandi in our corpus and subsequently 
generate insights on the different stages involved, we will 
use the following hypothetical textual description as our 
input: 

Table 2 Key terms extracted from Documents X and Y

N‑grams TF‑IDF score

Court 0.3400

High court 0.3400

Singapore 0.3400

Singapore high 0.3400

Summon 0.3400

Answered phone 0.2458

Voice recording 0.2458

Automated 0.2321

4 Stop words are common words that contribute limited meaning in text. 
Examples include “to”, “an”, “the” and “which”.
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Document X “I received a scam call. It was an automated voice from 
the Singapore High Court, stating that I have an out-
standing summon. I was asked to pay it.”

The selected Doc2Vec model in the vector-based 
approach was used to infer 50-dimensional docu-
ment vectors, not only for Document X but for all scam 
reports in the corpus. The left image in Fig.  9 shows a 
three-dimensional (3D) projection of document vectors 
belonging to the top three scam categories using Princi-
pal Components Analysis (PCA).5 The inset in Fig. 9 illus-
trates the position of Document X’s document vector on 
a 3D space, marked by the data point coloured in orange. 
The data points in its immediate neighbourhood can be 
regarded as document vectors of scam reports which 
were most similar to Document X by cosine similarity (as 
discussed above). In this illustration, several data points 
close to the orange data point were indeed High Court 
impersonation scams, but there were also others which 
were unrelated.

Using document vectors inferred by the Doc2Vec 
model, we computed cosine similarity scores between 
Document X and every scam report in the corpus. The 
scores were ranked to find scam reports that were most 
similar to Document X. The top eight most similar scam 
reports to Document X by cosine similarity are shown in 
Table 3.

Evidently, the vector-based approach did not yield good 
results. As Table  3 shows, most of the top eight most 
similar scam reports were of different modus operandi 
as Document X’s. Only two scam reports—Tag IDs #972 

and #1787—pertained to the High Court impersonation 
scam. It turned out that the text-based approach, in this 
case, was more effective in isolating scam reports most 
similar to Document X by modus operandi. The top eight 
scam reports most similar to Document X using the 
modified Jaccard similarity are presented in Table 4. All 
eight scam reports were highly similar to Document X in 
terms of the modality of the High Court impersonation 
scam. There were with several noun phrases in common 
such as “high court”, “automated voice” and “outstanding 
summon” amongst the top scam reports. This demon-
strates the effectiveness of using Jaccard similarity with 
noun phrases.

For this case study, the text-based approach proved to 
be more effective than the vector-based approach. How-
ever, this may not be the case for other scam reports. 
The choice between these two approaches would depend 
greatly on the nature of scams and how they were 
described by victims. In our work, it was observed that 
text-based approach tended to be more effective for 
scams which were relatively more predictable. By this 
we mean that the words and phrases used by victims to 
describe their experiences, as well as the order in which 
they were mentioned in the reports, were more likely to 
be similar.

The text-based approach, however, appeared to work 
less effectively for scams whose modus operandi were 

Fig. 9 Mapping of Document X’s document vector on a 3D vector space

5 PCA is a method for reducing dimensionality of high-dimensional data. It 
transforms a large set of features into a smaller set that retains the most valu-
able information.
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more varied across reports. For example, exploratory 
analyses of internet love scams showed that scammers 
would use different names on different online dating plat-
forms and present a more diverse range of stories. Conse-
quently, there would be a greater variety in the words and 
phrases used by victims to describe such scams. Thus, the 
text-based approach would be less effective. Instead, the 
vector-based approach might be a better choice in iden-
tifying scams with contextually similar modus operandi. 
Notwithstanding, this observation was based on limited 

exploratory analysis of differing scam types – and war-
rants further investigation in subsequent studies. For 
instance, it is also reasonable to investigate how cosine 
and Jaccard similarity scores are distributed for differ-
ent types of scams and understand whether there could 
be similar documents with low similarity scores and 
why. Nevertheless, it is clear that both approaches have 
their relative merits. Ultimately, given our aim to support 
human analysts, it would seem sensible that in analys-
ing a given series of reports, an analyst might explore the 

Table 3 Top eight most similar scam reports using vector-based approach

Rank Tag ID Cosine 
similarity 
Score

Scam report (pre‑processed) Scam category

1 972 0.669 call from automated voice message stating that he is from the high court saying that I have 
missed submitting an important document and asked to press to ask more questions

Impersonation scam

2 4339 0.660 i simply ignore and hung up the call Impersonation scam

3 1219 0.634 the dhl scam is back received a call that started off with an automated voice message in mandarin, 
informing me that I have a parcel from dhl. I  was asked to press to speak to an operator. Hung up 
the call as i knew it was a scam. Call came from this number which might be a spoofed number

Impersonation scam

4 55 0.627 i received a scam spam call from this number asking for details about my singtel internet con-
nection. I am not even a subscriber of any singnet singtel services. so, I ended the call. I thought it 
would be great to share my experience here to warn others of this scam

Phishing scam

5 2484 0.623 i received a call from on th may. It was a female voice claiming that it was a call from singapore 
police headquarters. I hung up immediately as I sensed something was wrong

Impersonation scam

6 1787 0.621 got a call aug at. private message from this no advising I have outstanding summons not cleared Impersonation scam

7 2422 0.619 received this scam call from the singapore police force this morning Impersonation scam

8 825 0.601 i received a call from an unknown number. Heard an automated voice message informing me that 
i have an unclaimed package. It spoke in english, then mandarin. I hung up immediately

Impersonation scam

Table 4 Top eight most similar scam reports using text-based approach

Rank Tag ID Jaccard 
similarity 
score

Scam report (pre‑processed) Scam category

1 1866 0.500 automated robot voice called me and said it is from singapore high court, and i have outstanding 
summon also repeated in mandarin then i hung up. not sure what is the intention of the call

Impersonation scam

2 356 0.462 received a call from at. am on april. it was an automated voice stating the call is from singapore 
high court. put down the phone immediately after, so did not hear the rest of the message

Impersonation scam

3 279 0.400 i got the above call and it says i got an outstanding summon and to dial nine to talk to someone. 
someone answered and says its singapore high court the person sound like a local singaporean

Impersonation scam

4 141 0.400 got a call from a local singapore number. answered the call and it was an automated voice in 
english saying the high court of singapore was serving a summons on me. i immediately hung up. 
this is a total scam, the high court of singapore will never serve summons like this

Impersonation scam

5 1874 0.385 received a phone call with a voice message saying this is singapore high court. you have an 
outstanding summon. press

Impersonation scam

6 1803 0.385 call with automated voice saying i have summons from singapore high court. press to proceed. 
someone picked up the call but then did not speak anything

Impersonation scam

7 1026 0.375 i received a call from initially it was automated voice saying you have been summoned by 
singapore high court to get a document, for more details press. as i just received a dhl scam call 
yesterday, i did not proceed any further

Impersonation scam

8 1840 0.375 received a call from this morning. a computer voice said this is the singapore high court. you have 
a summon pending. please press after the beep for more information. i became suspicious and 
cut the call. beware people

Impersonation scam
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effectiveness of both approaches and establish which is 
likely to be most effective given their own data.

Having determined that the text-based approach was 
the most effective in the context of our case study of 
High Court impersonation scams, we next extracted 
unique words and phrases from those reports deemed 
similar. We examined the top 0.5%6 of scam reports 
most similar to Document X (that is, 23 scam reports). 
While the selection of this threshold is wholly arbitrary, 
it was chosen here to concentrate analysis on a relatively 
small number of scam reports that were very similar to 
Document X, without introducing too much noise in 
the form of scam reports with deviant modus operandi. 
From these scam reports, we extracted a total of 150 uni-
grams, 288 bigrams and 326 trigrams. The top 10 uni-
grams, bigrams and trigrams ranked by TF-IDF scores 
are shown in Table 5.

Table 5 highlights important n-grams which are char-
acteristic of the High Court impersonation scams. 
However, it does not adequately inform about how this 
scam typically unfolded. To improve the way such key 
terms are presented, we further harnessed information 
in the set of similar scam reports by taking note of the 
index position corresponding to a particular n-gram 
in each scam report. For example, the index position 
of the bigram “singapore high” in Tag ID #1866 was 52, 
which meant that “singapore high” appeared at the  52th 
index position of this document. The n-grams were then 
arranged by their median index positions across the set of 
similar scam reports. Table 6 illustrates this idea for the 
top 20 unigrams amongst the top 23 scam reports most 

similar to Document X. As discussed previously, this 
approach makes a significant and necessary assumption 
that the order in which victims describe their scam sto-
ries generally reflects the order in which the scams took 
place. While this may not always be the case, we believe 
in the absence of better sequential insights these charac-
teristics should not be lost. Moreover, the implications of 
such an assumption can to some degree be evaluated by 
assessing the plausibility of generated sequences relative 
to a given scam report.

When arranged by median index positions, the 
sequence of unigrams does indeed provide a better 
intuition about how the scam took place, at least from 
the victims’ perspectives. The same information pre-
sented in Table  6 can be visualised as a directed graph, 
as shown in Fig.  10. This directed graph consists of a 
series of nodes, where each node represents an n-gram. 

Table 5 Top 10 n-grams and their respective TF-IDF scores

Unigrams TF‑IDF Score Bigrams TF‑IDF Score Trigrams TF‑IDF Score

call 3.757 singapore high 2.132 singapore high court 2.002

singapore 2.804 high court 2.107 court outstanding summon 1.442

court 2.739 outstanding summon 1.612 high court outstanding 1.442

received 2.731 phone call 1.488 received phone call 1.371

high 2.688 court outstanding 1.468 outstanding summon press 1.319

press 2.617 received phone 1.410 call voice message 1.257

voice 2.567 message saying 1.370 message saying singapore 1.257

saying 2.278 summon press 1.353 phone call voice 1.257

summon 2.184 call voice 1.286 saying singapore high 1.257

outstanding 2.112 saying singapore 1.286 voice message saying 1.257

Table 6 Top 20 unigrams sorted by median index position

Unigrams TF‑IDF Score Median 
Index 
Position

received 2.731 0.0

automated 1.732 9.0

phone 2.076 9.0

call 3.757 11.5

number 1.281 14.0

voice 2.567 26.5

message 2.073 30.5

saying 2.278 35.0

singapore 2.804 41.0

high 2.688 52.5

court 2.739 57.5

english 1.253 60.5

outstanding 2.112 63.0

summon 2.184 74.5

6 In practice, this threshold should vary, depending on the nature of the scam 
in question. On one hand, too stringent a threshold would greatly limit the 
amount of information we can harness insights from. On the other hand, too 
liberal a threshold would introduce noise, and consequently affect the quality 
of model results. Therefore, some experimentation would be recommended to 
determine an appropriate threshold.
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The size of the node reflects the TF-IDF score of the cor-
responding n-gram and its relative uniqueness amongst 
all n-grams in the set of the 23 most similar reports. The 
bigger the node, the higher the TF-IDF score, the more 
unique the n-gram was to those reports. The assumption 
is that n-grams with higher TF-IDF scores and therefore 
more unique tend to better define the characteristics of 
these reports. The directionality of the graph conveys the 
sequence in which the scams unfolded. Besides generat-
ing only one type of n-gram from a set of similar reports, 
the same could also be done for a combination of uni-
grams, bigrams or trigrams.

Extracting key terms using TF-IDF allowed us to 
identify common characteristics of the High Court 
impersonation scam. Moreover, by arranging them 
using their median index positions and visualising them 
as a directed graph, we were able to better understand 
the sequence of events involved in the scam from vic-
tims’ points of view. Assuming that one had little or no 
knowledge about the High Court impersonation scam, 
the directed graph in Fig. 10 would imply the following 
stages:

1. Victims receive a phone call;
2. Victims hear an automated voice message;
3. The automated voice claims to be from the Singapore 

High Court;
4. The automated voice mentions “outstanding sum-

mons”;

5. Victims are asked to press a number;
6. Victims are directed to a scammer speaking in Chi-

nese; and
7. The scammer asks for victims’ details.

These stages were inferred entirely from the directed 
graph and would be insightful in the script analysis in 
the High Court impersonation scam. Importantly, not 
all stages or characteristics needed to be mentioned in 
individual scam reports. The approach taken is capable 
of leveraging the collective wisdom of multiple similar 
reports to identify a consensus in terms of likely crime 
event sequences. Therefore, we were able to derive 
insights that were not originally present in Document 
X. For instance, from the directed graph, we would 
expect that at some point during the phone call, the vic-
tim would be asked to press a number and be directed 
to a Chinese-speaking person, who would then ask for 
victims’ details. These information were not present in 
the textual description of Document X and would have 
been missed if we were to analyse only Document X.

That said, it is important to highlight that our analyti-
cal approach, as demonstrated in this case study, does 
not automatically generate scripts per se. Instead, it 
produces a chronological sequence of key terms which 
we hypothesise capture the key procedural elements of 
a particular modus operandi. To transform the output 
of our approach into actual meaningful scripts, much 

Fig. 10 A directed graph showing the top 20 unigrams in sequence
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interpretation, domain knowledge and human judgement 
is necessary. In other words, our workflow helps facili-
tate crime analysts in the development of scripts through 
the automatic sense-making of collections of textual 
documents.

Discussion
In this paper, we described novel research efforts that 
sought to explore how NLP methods might be used to 
support crime script analyses, in particular focusing on 
victim scripts, and providing a case study using data 
describing scams posted by the public in Singapore using 
the ‘Scam Alert’ website. Analyses of these data encom-
passed several interconnected phases. First, we identi-
fied methods for collating similar scam reports, in this 
case, applying cosine similarity scores to document vec-
tors inferred by a Doc2Vec model in combination with a 
modified Jaccard similarity metric that sought to identify 
reports containing common noun phrases. Second, we 
explored how key terms could be extracted from these 
sets of similar scam reports to identify key elements and 
actions associated with a particular scam. Finally, analys-
ing these terms, we demonstrated a simple method for 
deriving chronological insights associated with the differ-
ent procedural stages of a given scam.

This workflow, we argue, has the potential to provide 
significant benefits to those organisations or individuals 
who seek to conduct crime script analyses. The proce-
dural analyses of crime through crime scripts requires a 
significant amount of human effort and expertise. Large 
quantities of administrative data are typically collated 
and subsequently need to be analysed. This can involve 
analysts reading lots of textual descriptions of offences, 
with the aim of identifying the key elements and actions 
associated with the commission of a particular offence. 
In addition to being highly resource-intensive, this pro-
cess is also likely subject to a range of biases (Birks et al., 
2020). The case study presented above demonstrates that 
NLP has the potential of significantly alleviating resource 
requirements associated with crime script analyses. 
Insights that can take a considerable number of person 
hours to extract (and thus may be rarely extracted due to 
resource pressures) can potentially be obtained in a much 
shorter time with the use of NLP. While such approaches 
will only ever be useful in supporting essential human 
analyses, we are optimistic about the potential for meth-
ods such as those described here in helping those who 
seek to deliver better understandings of crime problems, 
and in turn more targeted interventions that seek to 
reduce crime.

A second point of note here relates to the primary data 
source used in this study, namely victim self- reports 
of scams available through the Singapore-based ‘Scam 

Alert’ website. To date, most research concerning the 
application of NLP methods to crime or crime-related 
phenomena have, for a range of understandable reasons, 
relied on researchers gaining access to protected data 
through formalised data sharing agreements. While such 
protocols are clearly necessary for a host of reasons, one 
might well argue that a general paucity of readily accessi-
ble crime event related textual data is likely to reduce the 
speed of innovation in the application of NLP to various 
elements of the crime analysis endeavour. As such, again 
we are optimistic about the potential insights that might 
be derived from the ever-increasing numbers of public 
datasets available to the research community, such as the 
one analysed here.

That said, the approach presented in this article still 
has several limitations. The first concerns script quality. 
While our approach provides an efficient means towards 
generating scripts, it does not guarantee the quality of 
the resulting scripts, which is influenced by how data is 
collected (Borrion, Dehghanniri, & Li, 2017). Since our 
data originated from different victims, there were huge 
linguistic variations. These inconsistencies introduce 
noise, which undoubtedly affect the performance of NLP 
models. What we did to mitigate this was to iteratively 
identify inconsistencies and rectify them manually dur-
ing data cleaning and text pre-processing. However, this 
approach is not absolute and is unlikely to be feasible 
at scale. Though evaluating quality of scripts generated 
using NLP methods is beyond the scope of this research, 
there is nonetheless value to doing so. Using the list of 
twelve quality criteria for crime scripts presented by Bor-
rion (2013) seems a good starting point. Furthermore, 
while we have made certain assumptions about the rela-
tive effectiveness of the vector-based and text-based 
approaches to finding similar scam reports, they have yet 
to be rigorously tested. Thus, it also seems a reasonable 
extension of this study to evaluate how well this workflow 
can generalise to other scam reports in the corpus or per-
haps even textual data from a completely different crime 
domain.

A second limitation concerns the specific use of TF-IDF 
and its effects on the results. The effectiveness of TF-IDF 
is only as good as its input data. The assumption we made 
was that n-grams with higher TF-IDF scores are more 
unique and important in defining the characteristics of 
a collection of scam reports. This depends on how simi-
lar the scam reports are to one another. If the input scam 
reports are hugely varied in terms of their modus oper-
andi, the top n-grams generated by TF-IDF may not be 
so informative. Moreover, even if the input scam reports 
share very similar modus operandi, such as in the case 
study discussed in this paper, it is also possible that some 
n-grams may be less useful than others in furthering our 
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understanding of the type of scam inherent amongst 
those reports. For example, the bigram, “saying singa-
pore” was amongst the top 10 bigrams by TF-IDF score 
in Table  5 but it does not provide as much information 
about the scam as other bigrams, such as “high court” or 
“outstanding summon”. There is also a likelihood that an 
n-gram, which is relevant in defining the characteristics 
of a scam, is not given a high TF-IDF score. This could 
happen if the n-gram appears commonly in several scam 
reports, thereby undermining its ‘uniqueness’. After all, 
by the definition of TF-IDF, the more documents a par-
ticular n-gram appears in, the lower the TF-IDF of that 
n-gram. Given these intricacies, there is a degree of 
uncertainty about the quality of the results arising from 
the use of TF-IDF and subsequent work should seek to 
assess the generalisability of this method to other scam 
types as well as the practical utility it provides to crime 
analysts conducting crime script analyses.

The third limitation relates to our methodology of eval-
uating Doc2Vec models. To do so, we developed a novel 
metric called Similarity-Dissimilarity Quotient (SDQ) 
that measures how well document embeddings inferred 
by a Doc2Vec model can differentiate between similar 
and dissimilar scam reports. This approach is described 
in further details in the Appendix. We manually identi-
fied candidate sets of similar and dissimilar scam reports 
from our text corpus to be used as benchmarks in evalu-
ating Doc2Vec models using SDQ. This process was at 
best subjective. An alternative, and likely more effective, 
method for identifying sets of similar and dissimilar scam 
reports would be to first train a Doc2Vec model on the 
text corpus, and then use the trained model to find the 
second-most similar and the least similar scam reports 
by cosine similarity for each of n scam reports randomly 
selected from the corpus. Unlike the approach taken in 
this research, this alternative method would provide a 
quantitative basis for selecting candidate scam reports, 
which could translate to lesser ambiguity for Doc2Vec 
models in recognising similar and dissimilar scam 
reports.

Moving forward, there are several areas of future 
research which we believe will support the application 
of NLP in script analysis. In spite of our initial assess-
ment of Doc2Vec as an ideal method for encoding scam 
reports as document vectors, we saw briefly through the 
case study that it could have its weaknesses in identifying 
scam reports with similar modus operandi. While more 
research should be carried out to evaluate the relative mer-
its of the Doc2Vec and text-based methods for different 
scam types, it is also recommended that alternative NLP 
techniques to encode textual data as document vectors be 
explored. These include averaging Word2Vec embeddings 
of all words, using TF-IDF, training deep neural networks 

as well as using pre-trained transformer models like BERT. 
A second possible extension is to train Doc2Vec models 
on text without stop words. Here, we did not remove stop 
words from the text corpus used to train Doc2Vec models, 
because it was assessed that stop words played important 
roles in the grammatical structures of scam reports and 
thus would contribute towards good document vectors. 
Nevertheless, there is scope to further investigate the qual-
ity of document vectors from Doc2Vec models trained on 
a corpus without stop words. Lastly, apart from using TF-
IDF to extract key words and phrases from a collection of 
similar scam reports, we could also explore topic modelling 
techniques such as Latent Semantic Analysis and Latent 
Dirichlet Allocation. These techniques could be used to 
extract key topics inherent within those scam reports. Put 
differently, topic modelling could help scripters “see” the 
bigger picture, as well as better understand the intricacies 
behind the modus operandi of a particular scam.

Conclusion
While the methods presented in this paper were explora-
tory and limited examples were highlighted, we believe 
they underscore further potential for NLP methods in har-
nessing hidden insights from crime related free text data. 
With this in mind, we hope our work can provide a starting 
point for further research into using NLP for script analy-
sis. There is no reason to believe that similar methodologies 
could not be applied to other types of scams or crimes in 
general. Relative to manual analyses of unstructured infor-
mation, as is typically the case in traditional script analysis, 
NLP could make the script analysis process more efficient, 
especially where unstructured secondary free text data are 
available to analysts. NLP could even help pave the way 
towards the development of more systematic crime script-
ing methods, as advocated strongly for within the research 
community (Borrion, Dehghanniri, & Li, 2017; Borrion, 
2013).

As with previous exploratory applications of NLP to the 
analyses of crime problems, it is clear that data analytic 
solutions alone cannot, and should not aspire to, replace 
the judgement of domain experts. Nevertheless, they may 
generate considerable added value from textual admin-
istrative data that is routinely collected by police agencies 
but rarely exploited in ways that commensurate with the 
investment associated with their capture. By harnessing 
NLP to carry some of the analytical burden, data science 
may offer viable means to more readily and rapidly sup-
port crime script analyses, in turn increasing the likelihood 
of identifying viable points of intervention, and ultimately 
supporting those who seek to prevent crime and its diverse 
associated harms.
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Appendix

Training and evaluating Doc2Vec models
This Appendix describes our methodology in training 
and evaluating Doc2Vec models, as well as the results of 
our experiments.

Training Doc2Vec models
The training of Doc2Vec models involved a two-staged 
process. In the first stage, the Doc2Vec models were 
trained for 10, 25, 50 and 100 epochs. We also varied 
the dimensionality of document vectors—20, 30, 40 
and 50 dimensions. For each combination, we trained 
both PV-DM and PV-DBOW algorithms. From the first 
stage, we determined the optimal dimension size of 
document vectors and the superior Doc2Vec algorithm, 
before proceeding to vary only the number of epochs in 
the second stage over a wider range. We experimented 
with training Doc2Vec models for 25, 50, 75, 100, 150, 
200, 250, 300, 400 and 500 epochs. The optimal amount 
of training was then determined by monitoring the 
number of epochs it took before a model’s evaluation 
performance started to decline (Mohr, personal com-
munication, n.d.).

Evaluating Doc2Vec models
A Doc2Vec model’s performance was measured using 
a novel framework we developed, known as the Simi-
larity-Dissimilarity Quotient (SDQ). Consider a set of 
three candidate documents shown in Fig.  11, where 
Documents A and B are similar, but they are both dis-
similar to Document C. In this paper, we refer to a set 
of three candidate documents with these properties as 
a triplet. The first step in evaluating Doc2Vec models 
using SDQ was to manually select eight triplets from 
our text corpus. 

For each trained Doc2Vec model, we inferred docu-
ment vectors for the three scam reports in each triplet. 
Using these document vectors, we computed cosine 
similarity scores between one another. Following this, 
we transformed all cosine similarity scores to a range 
between 0 and 1 using the sigmoid function. Next, 
we computed absolute SDQ, defined by the following 
equation:

where cos θAB is the cosine similarity between Docu-
ments A and B, cos θBC is the cosine similarity between 
Documents B and C, and cos θAC is the cosine similarity 

SDQabs =
σ(cosθAB)

σ (cosθBC)× σ(cosθAC)

between Documents A and C. The more similar Docu-
ments A and B are, the bigger the numerator is expected 
to be. Conversely, the more dissimilar Documents A and 
B each are to Document C, the smaller the denominator 
should be. Given that cos θ ranges between -1 and 1, the 
maximum and minimum values of  SDQabs are
SDQmax =

σ(1)
σ (−1)×σ(−1)

≈ 10.107 and SDQmin =
σ(−1)

σ (1)×σ(1)
≈ 0.503.

Therefore, we normalise the absolute SDQ by the fol-
lowing expression,
SDQnorm =

SDQabs−SDQmin
SDQmax−SDQmin

,
which ranges between 0 and 1. The higher the nor-

malised SDQ, the better a Doc2Vec model is in inferring 
document vectors capable of recognising similar and dis-
similar documents in a triplet. The process is repeated for 
all eight triplets before the mean normalised SDQ score 
was taken. This process is illustrated in Fig. 
12. The Doc2Vec model that produced the highest 
mean normalised SDQ score would be the most optimal 
model.

Results of Doc2Vec model training
The results of tuning each hyperparameter in the first 
stage of model training are summarised by the boxplots 
in Figs.13, 14, 15 . From Fig.  13, PV-DM was notably 
superior over PV-DBOW, with a median normalised 
SDQ of 0.167 compared to a median normalised SDQ 
of 0.157 for the latter. For dimension size, Fig. 14 shows 
that Doc2Vec models with document vectors of 30 and 
50 dimensions had median normalised SDQ of 0.166, 
outperforming those with document vectors of 20 and 40 
dimensions. In addition, Fig. 15 suggests strong evidence 
that Doc2Vec models that were trained longer achieved 
higher normalised SDQ. 

Fig. 11 An illustration of a triplet consisting of three candidate 
documents
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Fig. 12 An illustration of the process of computing SDQ

Fig. 13 Performance of 32 trained Doc2Vec models aggregated by 
type of Doc2Vec algorithm

Fig. 14 Performance of 32 trained Doc2Vec models aggregated by 
dimension size
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In the second stage, we used the PV-DM algorithm 
and kept dimension size of document vectors fixed at 
50 while varying only the number of epochs of training 
over a wider range. Figure 16 shows that normalised SDQ 
was the most optimal at 150 epochs of training, beyond 
which the performance started to decline. 

Given these results, it seemed a reasonable conclu-
sion that the Doc2Vec model trained with 150 epochs, 
PV-DM algorithm and 50-dimensional document vector 
was the most optimal.
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